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Abstract

The Power delivery network (PDN) is the electrical system that provides supply voltage to the tran-

sistors within a silicon chip. Due to the PDN’s intrinsic resistance, capacitance, and inductance, the

supply voltage can become noisy (drop or fluctuate) and cause timing errors, threatening program

correctness. While CMOS technology scaling has resulted in exponentially greater transistor den-

sities, threshold and supply voltages no longer decrease fast enough to prevent exponential growth

in on-chip power density. Although the technology of three-dimensional integrated circuit (3D-IC)

provides an alternative path toward the continued historical trend of device integration growth, it

further increases the aggregated power density by stacking active silicon layers on top of each other.

As a result, power-delivery-related reliability issues are increasing, creating higher demands for

the already scarce physical resources like controlled collapse chip connection (C4) pads and silicon

area for the integrated on-chip decoupling capacitors. Unfortunately, there often exists a contention

between power delivery needs and processor computation needs. Under these rising challenges, it

becomes increasingly important to consider PDN design and optimization at early design stages,

both to ensure an optimal design point selection in the complicated tradeoff space, and to prevent

costly redesign due to power delivery issues.

In this dissertation, we build and validate a pre-RTL PDN model, called VoltSpot, to (1) identify

the power-delivery difficulties for contemporary and near-future microprocessors; (2) understand

the impact of the PDN’s physical resource allocations on voltage noise, and explore the resulting

tradeoff space considering the processor’s performance and lifetime under electromigration stress;

(3) design and evaluate both static and dynamic solutions to mitigate power delivery constraints;

(4) assess the benefits and costs of novel power delivery schemes for 3D-IC.
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Chapter 1

Introduction

1.1 Overview

In the past decades, the scaling of CMOS technology allowed the semiconductor industry to suc-

cessfully keep an exponential growth rate in device integration. However, even though Moore’s

Law continues to bring exponentially greater transistor densities, threshold and supply voltages no

longer decrease fast enough to prevent exponential growth in on-chip power density [58]. Although

the technology of three-dimensional integrated circuits (3D-IC) provides an alternative path toward

continued growth of device integration, it further increases the aggregated density of both current

consumption and heat generation. Consequently, it is becoming increasingly challenging to deliver

sufficient current to switching transistors as well as to remove the massive heat generated by sil-

icon chips. Among these physical constraints, thermal issues have been recognized as a critical

barrier to utilize transistors effectively [81]. However, power delivery may be an even more serious

constraint, especially as research and development efforts focus on aggressive cooling technolo-

gies such as liquid and microchannel cooling ( [78]), ameliorating if not eliminating the so called

“temperature wall.”

The power delivery network (PDN) is the electrical system that provides supply voltage to the

underlying transistors within the silicon chip. A modern PDN usually consists of several levels

of voltage regulator modules (VRM) and decoupling capacitors. Metal traces on both the printed

circuit board (PCB) and in the chip package deliver supply current from off-board or off-chip VRMs

1
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to controlled collapse chip connection (C4) pads, and on-chip metal layers further distribute current

to the transistors [69].

Due to the power delivery network’s intrinsic resistance, capacitance and inductance, the supply

voltage will become noisy (drop or fluctuate) after traveling through the PDN. Since transistor delay

is directly related to the voltage between its source and drain [74], any voltage variation outside the

assumed design margin can cause a timing error, threatening program correctness. Furthermore, the

PDN also suffers from long-term reliability issues like electromigration (EM). EM refers to gradual

mass transport in metal conductors induced by momentum transfer from electrons to atoms. Under

high current stress, EM can cause permanent damage to PDN wires, and degrade power delivery

quality with increased voltage noise and voltage-noise-induced soft errors.

To guarantee power supply stability during silicon chip’s entire lifetime, circuit designers and

researchers have developed sophisticated methods to allocate and optimize a PDN’s physical struc-

ture for both 2D and 3D chips (e.g. metal layer geometry [35, 36], decoupling capacitor distribu-

tion [67, 69], C4 pad location [99, 102, 106], and though-silicon-via, or TSV topology [23, 86]).

These techniques help to reduce supply noise, and to date, noise can generally be handled with

modest guardbands. However, power delivery difficulties arise and will get worse for several rea-

sons. First, despite advances that have produced sophisticated on-chip PDN, the intrinsic resistance

and inductance of the PDN circuit cannot be fully controlled with reasonable cost. This makes

voltage fluctuation on the supply rails inevitable. Second, as current density increases with technol-

ogy scaling and 3D scaling (i.e., stacking more layers of active silicon on top of each other), PDN

reliability issues are exacerbated, creating higher demands for the already scarce physical resources

like C4 pads and on-chip decaps. Finally, there is a contention between power delivery needs and

processor computation needs. For example, C4 pads are the only connections between a silicon

chip and the outside world thus both power supply and chip I/O signal links must utilize C4 pads

exclusively. Under theses rising challenges, it becomes increasingly important to consider PDN

design and optimization at early design stages, both to ensure an optimal design point selection in

the complicated tradeoff space, and because a later redesign due to power delivery issues is costly.

This dissertation focuses on making cross-layer power delivery improvements in order to facil-
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itate continued performance scaling. Our approach consists of the following major research tasks:

1. Design, implement, and validate a pre-RTL PDN model that is capable of both modeling

PDN’s physical structure in detail and simulating whole-application power supply noise. In-

tegrate this model with other architecture-level performance, power, and floorplan tools.

2. Analyse the impact of different C4 configurations on power delivery quality. Quantitatively

evaluate the resulting performance impacts with different run-time noise mitigation tech-

niques.

3. Provide a statistical estimation for whole-chip’s EM-induced lifetime that considers the fail-

ure possibility of all pads and the sequence of pad failures. Analyse the noise impact of

multiple pad failures and explore the feasibility of tolerating failures with increased noise

margin.

4. Extend research infrastructure to understand how 3D scaling affects voltage noise. Study a

novel, charge-recycled power delivery scheme for 3D-ICs and compare its quality and costs

against the traditional PDN structure.

1.2 Power Delivery Network and Supply Voltage Noise

A microprocessors’ power delivery network is a vital system because it provides supply voltage and

current to the underlying circuits. Because of the large scale and high current demands of contem-

porary silicon chips, modern PDNs are usually complicated and hierarchical systems. Starting from

the motherboard’s power source, a typical route that the supply current will travel through is: volt-

age regulation modules (via the metal traces on the PCB board), chip package (via the chip socket

and package pins), on-chip PDN (via the package-level power planes and C4 pads), and finally

the switching transistors (via the on-chip power supply metal stack). The power delivery system

normally deploys several levels of voltage level converters to gradually and efficiently step down

the supply voltage from the level provided to the motherboard (e.g., 12V [88]) to the transistors’
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nominal supply voltage (e.g., 1V). Similarly, decoupling capacitors (decap) are also allocated along

the power-delivery path as reservoirs of electric charge to stabilize the supply voltage.

As the main focus of this dissertation, the on-chip PDN starts at the power and ground C4 pads,

and usually spans multiple layers of parallel metal wires. Within these layers, interleaved power and

ground supply lines provide the required current to the chip. Depending on the design requirement,

the on-chip PDN may consist of a single global power grid, or a coarser global grid to which local

power grids connect (for power gating or design modularity). To suppress localized voltage noise,

designers also allocate integrated capacitors as on-chip decap. Regardless of their hierarchy, on-

chip PDNs were designed to keep the on-chip voltage as spatially uniform and temporally steady

as possible.

In realistic scenarios, the power delivery network has a non-zero impedance due to its intrin-

sic resistance, inductance and capacitance. Consequently, the actual voltage level delivered to the

power consumers (i.e., switching transistors) will inevitably deviate from the nominal value. This

voltage-level deviation is referred to as voltage noise, of which there are three major sources: IR

drop, LdI/dt droop, and LC resonance. The IR drop refers to the resistive drop across a metal con-

ductor. Its magnitude is directly related to the PDN’s resistance, and can be used as a noise metric

in static PDN analysis. The LdI/dt droop is caused by the PDN wires’ inductance. Because the

voltage across an inductor is calculated as V = LdI/dt, the amplitude of LdI/dt droop is determined

by both the PDN’s inductance (L), and the change rate of the load current (dI/dt). Finally, the

LC resonance occurs when the load current exhibits a periodic pattern with certain frequency that

triggers an oscillation.

Figure 1.1 shows an example voltage trace and illustrates the commonly used noise metrics.

Assuming a nominal supply voltage of 1V, the actual voltage seen by the circuit in this example

fluctuates between 0.94 V and 0.97 V. At any moment, the difference between the actual voltage

(blue line) and the nominal supply voltage (Vdd) is referred to as the noise amplitude, and it is

usually normalized to Vdd and reported as a percentage value. Since each transistor’s delay is

directly related to the voltage between its source and drain [74], the delay of the circuit’s critical

paths will be affected by the voltage noise level. Because of this noise-induced delay variation, it is
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Figure 1.1: An illustration of voltage noise and the evaluation metrics.

a common practice for the circuit designers to reserve an extra voltage/timing margin on the critical

paths to guard against large voltage noise [51]. Take timing margin for example: if we assume

an x% noise amplitude will also increase the critical path’s delay by x%, the circuit designers will

need to allocation a timing margin of M% (i.e., slowdown the clock frequency by M%) to protect

the circuit from a voltage noise of M% Vdd or smaller. If the voltage noise amplitude exceeds the

designated margin (e.g., the short time period pointed by the green solid arrow in Figure 1.1), the

delay of the critical path can exceed the clock period, which can cause a timing error and eventually

lead to a soft error in the program’s execution. These events of noise margin violations are also

referred to as voltage emergencies. The count and frequency of such emergencies are also metrics

we use in this dissertation to evaluate the noise quality of PDNs.

1.3 PDN Resource Scarcity and Optimization

Due to the silicon chip’s high current consumption and high operating frequency, power supply

network requires a significant amount of physical resources (e.g. metal wires, C4 pads, decoupling

capacitors, etc.) to delivery stable voltage. Unfortunately, theses resources are expensive and phys-
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Figure 1.2: (a) Side view of a chip showing its connection to the package through C4 pads. (b) Top
view of a C4 array showing an example allocation of power pads and I/O pads (real processors have
many more C4 pads than illustrated here).

ically constrained by fabrication technology limitations. For example, the C4 pads connect silicon

die to its package electrically as well as physically, as illustrated in Figure 1.2. All the power/ground

and I/O wires in the package are connected to these pads. However, the C4 pads do not scale with

CMOS technology. In fact, according to the International Technology Roadmap for Semiconduc-

tors (ITRS) [32], pad density is predicted to remain constant for the foreseeable future, and pad

composition and hence material properties (e.g. resistivity and maximum allowed current density)

are improving slowly, if at all. According to Zhong et al., C4 pad location has a non-trivial impact

on static supply voltage noise (IR drop) [106]. To optimize PDN quality under a given pad count,

Sato et al. proposed an optimization algorithm for a pad ring structure [76]. For the more advanced

flip-chip structure, Zhong et al. proposed an accelerated optimization algorithm based on simulated

annealing (SA) [106] while Wang et al. proposed much faster solutions using on-chip voltage gra-

dient to guide pad placement [90,91]. Wang’s work also studied the impact of pad number on static

voltage noise.

As another important component of PDN, the on-chip metal stack also has significant impact

on supply noise. Mezhiba et al. characterized the electrical property of different metal layers within

a on-chip PDN and proposed a compact multi-layer model for PDN simulation [60]. Jakushokas et

al. derived a closed-form expression for on-chip inductance calculation [37] and proposed different

approaches to optimize metal stack geometry [35, 36]. Decoupling capacitors are another example
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of an expensive resource for PDN. On-chip decap helps significantly in stabilizing on-chip voltage

fluctuation. However, most on-chip decap devices occupy silicon die exclusively, thus increasing

the amount of decap will either reduce room for logic or on-chip memory, or increase total die

area. To efficiently utilize the limited die area allowed for decap, both decap location optimiza-

tion algorithms [47, 67, 68] and more efficient decap structures [11, 66] were explored by previous

researchers. Similar to decap, the through-silicon-vias in 3D-ICs also occupy silicon area exclu-

sively. Considering the fact that TSVs are the only channel for both cross-layer communication and

power-supply connections, the allocation of TSVs introduces a tradeoff between the power delivery

quality, the inter-layer communication bandwidth, and the area overhead. Prior work explored this

tradeoff space by modeling TSVs with compact RLC elements [43, 95, 105], and optimizing the

topology of TSVs [23, 86, 98].

The previous work not only reveals the scarcity of PDN resources, but also helps us to avoid

drawing inappropriate conclusions due to sub-optimal PDN design. For example, in our pad-

focused design-space-exploration, we adopt Wang’s approach [91] to optimize location of power

supply pads.

1.4 PDN Simulation and Modeling

Simulation is an essential step in the process of PDN design and verification. Due to its complexity

and diversity, the power-delivery system is usually divided into several modules before being de-

signed and verified separately. For example, in order to capture the complete frequency response

of the metal planes in the chip package, package design teams usually use S-parameter models to

simulate package PDN [83]. Meanwhile, the on-chip metal stack consists of parallel wires instead

of 2D planes; therefore chip designers often use an extracted RC, or RLC netlist in their simula-

tions [69]. Since the scope of this dissertation is the on-chip PDN, this section will primarily discuss

the simulation and modeling of the on-chip metal stacks.

The three main steps of on-chip PDN simulation are: extracting metal grid parameters, estimat-

ing power consumptions, and solving equations. The goal of parameter extraction is to derive the
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resistance, capacitance, and in some cases, inductance of the metal grid. Along with the topology

of the metal wires, the extracted information describes the on-chip PDN and can be used directly

to build matrices to solve the circuit [42]. Power consumption estimation can be performed at dif-

ferent granularities and different design stages. In the sign-off stage, where accuracy is the primary

concern, detailed power values for individual transistors are calculated to minimize potential errors.

For PDN simulations before placement and routing, power consumptions are usually estimated em-

pirically based on each block’s structure and anticipated activity. Although the empirical values

are less accurate, they allow designers to estimate the power-delivery quality earlier in the design

process. After extracting the circuit netlist and power values, designers create equations (usually in

matrix form) and solve them numerically to get voltage and current results. Due to the complexity

of the on-chip PDN, the dimension of the matrix can be several millions, or even billions. The

problem of solving large linear systems efficiently has been a general research area of interest for

many years. Various acceleration methods were proposed for PDN simulations ( [7, 63, 100]). We

will discuss our numerical method in Chapter 2.

Despite the efforts to speed up detailed PDN simulations, it still takes a significant amount of

time (e.g., hours, or even days) to simulate the behavior the entire PDN over just a few nano seconds.

In order to evaluate power-delivery noise at early design stages (e.g., pre-RTL), prior work proposed

a lumped model that treats different PDN stages as single resistor-inductor (RL) or resistor-inductor-

capacitor (RLC) pairs and lumps entire silicon die as one node. This methodology was widely

adopted in previous PDN research and industrial practice [17, 40, 45, 71]. As processor frequency

and power consumption scales up, with in die variation of voltage noise and current stress become

significant [61]. To expose the spacial locality of on-chip PDN reliability issues, various distributed

models were proposed to simulate PDN systems with different structures [19, 25, 48]. Regardless

of their underlying physical design details, the basic methodology behind these distributed models

is to model on-chip metal stack as a regular circuit mesh consisting R-only or RL pairs.

Although previous work has explored on-chip PDNs’ reliability issues with distributed models,

existing approaches either focus on circuit level details that make whole-application simulation

infeasible, or utilize coarse grained models that ignore or over simplify the impact of PDN physical
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design details like C4 pad number and location. To the best of our knowledge, a fine-grained yet

fast PDN model with architecture level integration is missing from the literature. Therefore an

important part of this dissertation seeks to build and validate a PDN model (VoltSpot) that is fine-

grained enough to model individual C4 pads, and integrate it with other architectural level tools.

1.5 Run-time Voltage Noise Mitigation Techniques

To protect silicon chips from unacceptable supply voltage noise level, circuit designers put conser-

vative timing margins to guard against worst-case scenarios (as illustrated in Figure 1.3a). However,

due to the gap between worse-case and average-case, designing a constant timing guardband and

the coordinate supply voltage level for the worst-case noise would reduce efficiency during average-

case execution [21]. Moreover, as the severity of supply voltage fluctuation increases with the scal-

ing of current density, the guardband required for worst-case protection would also increase, which

will further constraint the slow scaling of supply voltage and operating frequency in near-future

technology nodes.

To reduce energy overhead from over-provisioning design margins, researchers proposed two

streams of techniques. One school of thinking seeks to dynamically adjust circuits’ timing and

voltage margin. For example, Lefurgy et al. [51] proposed a technique to detect available timing

margin with critical path monitors (CPM) at run-time and use per-core fast digital phase-locked

loops (DPLL) to adjust core frequency as well as to guide supply voltage level. Figure 1.3b provides

a simplified example of this adaptation scheme. Another methodology manages to reduce voltage

noise or the penalty of noise-induced errors. For instance, noise avoidance techniques [17, 40,

70, 71] gather run-time on-chip voltage/current information through sensors or counters and try to

avoid noise by throttling or inserting dummy instructions right before large voltage swing happens.

Another genre of techniques propose to react after voltage emergencies. By monitoring dangerous

noise level with voltage sensors [20] or detecting noise-induced errors with built-in error detection

units (e.g. parity check, ECC, etc.) [12, 21], these techniques recover from noise emergencies

(Figure 1.3c). Compared with avoidance techniques, recovery techniques are more robust to sensor
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(d) Our Hybrid Technique

Figure 1.3: Illustrations of both static and run-time noise mitigation techniques.

delay and false alarms.

In this dissertation, we select a representative technique from each genre, as well as a hybrid

technique that combines them together, to compare their performance with different PDN designs.

Figure 1.3d illustrates the mechanism of our hybrid technique. Basically, it is capable of both re-

covering from noise emergencies, and dynamically adjusting timing margin. Chapter 3 will provide

more details.

1.6 Electromigration and Long-term PDN Reliability Issues

Electromigration refers to the gradual mass transport in metal conductors induced by momentum

transfer from electrons to atoms. Under the stress of high-density, uni-directional current, the metal

atoms will be “pushed” by electrons toward the opposite direction of the current flow. Two undesir-

able consequences of EM are voids and hillocks in metal conductors, which will eventually break
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the metal wire/pad (because of voids) or create shorts with neighboring wires (because of hillocks).

Unlike noise-induced timing errors, which can happen in the time scale of several nano seconds,

EM is a long-term effect that takes hours, days, or even years to accumulate its impact to a non-

negligible level. A well-accepted model describes EM failure time with lognormal distribution [56]

and the median time to failure (MTTF) is given by Black’s equation [5]. Figure 1.4 presents both

the log-normal distribution and the Black’s equation, where J is current density, Q are material-

specific constants, k is Boltzmann’s constant, A is an empirical constant, and T is temperature in

Kelvin. According to the MTTF equation, high current densities and temperatures speed up EM

degradation and thus increase the likelihood of EM failures.
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Figure 1.4: The log-normal CDF of a single conductor’s EM-induced failure time. The y-axis
shows the conductor’s failure probability, or Prob[Li f etime]≤ t.

Even though modern PDNs deliver current with thousands of C4 pads and hundreds of thou-

sands of on-chip metal wires, the sheer volume of current required by silicon chips along with

limited cross-sectional area of metal conductors still create nontrivial EM threats. It is true that due

to self-healing effects, pure bidirectional AC stressing current could extensively extend metal con-

ductors’ EM lifetime [55]. However, in PDN, especially power supply pads, bidirectional stressing

current may not be pure AC waveforms with zero DC component. A more recent work [84] sug-

gests that the metal lifetime under general AC current stress is determined by the DC component of

the stressing current alone, as long as AC frequency exceeds a certain value (e.g. 10kHz). For this

reason, we will use DC stress to analyze EM failures in PDN.

The failure mechanisms of a single copper wire [57, 89] or C4 bump [8, 97], as well as whole-

system analysis of PDN grid [49, 87] or pad array [93] lifetime, have been extensively studied in

the past. However, the architectural implications of PDN EM failure have not yet been discovered.
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With our model VoltSpot, we study the mechanism of multiple pad failures and how it relates to

pad allocation. Also, we seek to understand the performance impact of pad failures and explore

potential solutions to mitigate the penalty of EM-induced failures at design- and/or run-time.

1.7 3D-IC and Voltage-Stacked Power Delivery

As the benefits of Dennard scaling (devices that are simultaneously smaller, faster and lower power)

quickly vanish, it becomes increasingly challenging to keep the historical trend of device integration

using the traditional planar fabrication approach. With recent advancements in semiconductor pro-

cessing technologies, both homogeneous and heterogeneous systems (i.e. DRAM, SRAM, Flash,

logic) were able to be designed and implemented in the same platform and stacked on top of each

other [46]. This technology of three-dimensional integrated circuits not only shows a high poten-

tial to improve circuit performance [44, 85], but also provides a promising path to maintain the

exponential growth in device integration.

However, in addition to the fabrication challenges, the tight integration of silicon layers also

raises several fundamental technical difficulties. For instance, Todri et al. [86] showed that the

upper-level silicon layers suffer from more severe voltage noise because they are further away

from power supply C4 pads. On the contrary, the lower-level layers experience higher temperature

because with convectional cooling system, the heat sink is attached to the top of the stack. As

the number of physical layers in a 3D-IC stack is expected to increase in the future, the problems

of delivering power to and removing heat from the 3D stack seem daunting. The main culprit

is the fundamental mismatch between the volumetric (cubic) aspect of power consumption and

dissipation in 3D-IC, and the fact that power delivery and affordable heat removal are limited to

only the top or bottom 2D surface (quadratic). With the advance in the development of volumetric

cooling technologies (e.g., micro-channel cooling [78]), power delivery may become an even more

serious constraint.

To alleviate the power delivery constraints in the era of 3D-IC, prior work suggests using the

idea of charge-recycling, or voltage-stacking (V-S) to build the power delivery network for 3D-
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Figure 1.5: Conventional and V-S power-delivery scheme for 3D-IC.

IC [18, 34, 59]. Figure 1.5 illustrates both the conventional and the voltage-stacked PDN in an

example 3-layer silicon stack. By linking all layers’ Vdd and ground nets respectively with TSVs

(Figure 1.5a), the conventional PDN parallelly connects the loads on different layers. Consequently,

the off-chip current demand of a conventional-PDN-supported 3D-IC equals to the summation of

all layers’ current draw. On the other hand, the V-S scheme arranges the PDN in a way that the

ground of one layer becomes the power supply connection for the next (Figure 1.5b). Within this

serial connection, different layers shares the same current while their Vdd values are added. With

the help of voltage-stacking’s ability to “recycle” current between blocks, adding more layers to a

3D-IC only requires increasing the off-chip supply voltage while the current density within the PDN

stays constant. For this reason, V-S provides a scalable solution to break the mismatch between 3D

volume power dissipation and 2D surface power delivery.

However, V-S PDN incurs extra cost because in the general case when the currents of the vari-

ous layers are not perfectly matched, explicit voltage regulation is required to constrain each layer’s

voltage noise below a designated threshold. While circuit solutions have been proposed for these ex-

plicit regulators [34,59], a cross-layer tradeoff study that examines the benefits of voltage-stacking’s

current reduction, the area overhead and power efficiency of explicit voltage regulation, and the sup-

ply voltage noise under different workload conditions, is missing from the literature. This disserta-
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tion aims to build a PDN model for 3D-ICs that is capable of modeling both conventional PDNs and

V-S PDNs. Based on this model, we perform detailed comparisons between the two power-delivery

strategies and evaluate their noise, area overhead, and robustness against EM-wearout.

1.8 Dissertation Organization

The rest of this dissertation is organized as follows: Chapter 2 provides the design, implementa-

tion, and validation details of our pre-RTL PDN model, VoltSpot. Chapter 3 evaluates the trade-

off between power-delivery quality and chip I/O communication bandwidth. We will show that

with proper run-time noise mitigation techniques enabled, power/ground C4 pads can be aggres-

sively replace with I/O pads with minimal performance impact from extra voltage noise. Chapter 4

builds a statistical simulation framework, analyzes the mechanism and consequences of multiple

EM-induced C4 pad failures, and demonstrates that a mild increase in on-chip supply voltage noise

guardband can tolerate pad failures and significantly increase system MTTF. By extending VoltSpot

to support steady-state simulations for 3D-ICs, Chapter 5 shows that compared with conventional

PDNs, V-S PDNs significantly improve EM-lifetime of C4 pads and TSV array. Chapter 6 evaluates

and compares the transient voltage noise of both PDN schemes under different workload conditions

and PDN design scenarios. We further prove that V-S is a practical, scalable, and affordable solu-

tion for 3D-ICs’ power delivery challenge. Chapter 7 summarizes the lessons learned and discusses

potential directions for future work.



Chapter 2

VoltSpot: A pre-RTL Power Delivery Network Model

2.1 Overview

The PDN of a modern processor usually consists of millions, or even billions of nodes, which

require a significant amount of time for detailed simulation. In order to quickly explore the multi-

dimensional space of PDN design and facilitate early-stage PDN optimization, we design, imple-

ment and validate VoltSpot, a pre-RTL PDN model for architecture-level PDN noise and reliability

evaluation. VoltSpot utilizes a fine-grained grid model capable of capturing the relationship between

PDN design details (e.g., C4 pad count and placement) and supply-voltage noise. Combined with

other architecture-level tools, VoltSpot provides a versatile platform for investigating the effect of

application- and time-dependent noise, evaluating design- and run-time noise mitigation techniques,

and estimating vulnerability to lifetime-reliability problems such as electromigration. VoltSpot is

implemented as a C library and is designed to be compatible with a variety of architectural tools. It

is publicly available at http://lava.cs.virginia.edu/VoltSpot.

This chapter is organized as follows: Section 2.2 discusses the related work. Section 2.3 pro-

vides details about the key modeling methodologies. Section 2.4 elaborates our model’s improve-

ments beyond prior work. Section 2.5 validates VoltSpot against a power-grid analyze benchmark.

Section 2.6 shows how VoltSpot interacts with other architecture-level tools. Section 2.7 summaries

the chapter.

Most of the materials presented in this chapter are published in ISCA 2014 [103].
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2.2 Related Work

Supply voltage noise comes from the intrinsic resistance, capacitance and inductance of the PDN.

To reduce PDN impedance, which is directly related to voltage noise level, various levels of de-

coupling capacitors and voltage regulators was designated to compensate impedance over a wide

frequency range. To capture the electrical characteristic of this hierarchical structure, a lumped

model was proposed to simulate the low-frequency (PCB board), mid-frequency (package), and

high-frequency (on-chip) response of PDN [69]. This model treats different PDN stages as single

resistor-inductor (RL) or resistor-inductor-capacitor (RLC) pairs and it lumps the entire silicon die

as one node. This methodology was widely adopted in previous PDN researches and industrial

practices [17, 28, 40, 45, 71].

However, as processor frequency and power consumption scales up, with-in die variation of

voltage noise and current stress become significant [61]. As a result, lumped models no longer

suffice to provide sufficient insight into on-chip PDN. To expose the spacial locality of on-chip

PDN reliability issues, various distributed models were proposed to simulate PDN systems with

different structures [19, 25, 48]. Regardless of their underlying physical design details, the basic

methodology behind these distributed models is to model on-chip metal stack as regular circuit mesh

consisting R-only or RL pairs. This methodology has been adopted in the study of PDN design and

optimization [47, 106] as well as architecture level voltage noise mitigation techniques [20, 24].

Although previous work has explored on-chip PDN’s reliability issues with distributed models,

existing approaches either focus on circuit level details that make whole application simulation

infeasible, or utilize coarse grained models that ignore or over simplify the impact of PDN physical

design details. In Chapter 3, we will show that certain PDN design details such as the number and

location of C4 pads have a significant impact on the on-chip voltage noise, and therefore should

be precisely modeled. To the best of our knowledge, a fine-grained yet fast PDN model with

architecture level integration is missing from the literature. This chapter seeks to build and validate

VoltSpot, and integrate it with other architectural level tools.
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2.3 Modeling Methodology

2.3.1 Input/Output

As a PDN model, VoltSpot’s main function is to profile a given power-grid design’s voltage noise

and current stress under certain workload conditions. Therefore, it requires three major inputs:

• Processor floorplan.

• Processor power-map.

• PDN configurations.

The floorplan input file describes the area, aspect ratio, and location of each block within the simu-

lated processor. For the purpose of compatibility, it adopts the same text format from architecture-

level thermal model HotSpot [81]. The power-map provides the power consumption of the proces-

sor. Like other pre-RTL tools, VoltSpot assumes that power density is uniform within each archi-

tectural block. This assumption can be relaxed by simply providing a higher-resolution floorplan

and power map. Through the power-map input file, user can provide either the steady-state power

consumption (i.e., one value for each block), or the dynamic power trace (i.e., multiple values per

block) of the simulated processor. Finally, the configuration files specify the PDN’s physical design

details (e.g., metal stack geometry, decap density, C4 pad distribution, multiple voltage-domain

setting, package impedance, TSV locations, etc.).

By default, VoltSpot outputs the per-cycle (in transient simulations), or a single (in steady-state

simulations) maximum on-chip voltage noise value. Beyond that, it provides a rich set of built-in

functions for the profiling and analysis of a wide variety of PDN statistics. For example, at the

lowest level, VoltSpot can dump all nodes’ voltage and/or all branches’ current values at each sim-

ulated cycle. Give a timing margin, VoltSpot can also monitor each architecture block’s maximum

voltage noise over time and record whether or how often it experiences voltage emergencies. Users

can easily extend these built-in functions to serve their own purposes.
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Figure 2.1: VoltSpot model structure

2.3.2 Structure

Figure 2.1 illustrates the structure of VoltSpot. The major components are:

• On-chip Vdd/ground power supply metal stacks.

• C4 pads.
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• Decoupling capacitors.

• Workloads.

• Chip package.

The typical regularity of the on-chip PDN’s physical structure makes compact on-chip PDN model-

ing feasible. We adopt a well-accepted methodology [19, 24] that models the Vdd and ground nets

as separate regular 2D circuit meshes. Section 2.4 will provide more details on the derivation of

the resistor/inductor values. By collapsing the multi-layer PDN metal stack into a 2D virtual gird,

VoltSpot effectively ignores the resistance and inductance of all the vias, which vertically connect

the different metal layers. Compared with on-chip wires, vias have much lower impedance due

to their size. We note that this abstraction significantly reduces the problem size and thus enables

application-level noise simulation.

C4 pads are modeled as individual resistor-inductor branches attached to separate nodes in

the on-chip virtual grid. With a high modeling granularity, VoltSpot can capture both number

and locations of the C4 pads precisely. On-chip decoupling capacitors are modeled as distributed

capacitors connecting the Vdd and ground grids. We currently assume that they are uniformly

distributed within the die area, and it is straightforward to extend VoltSpot to support non-uniformly

allocated on-chip decap. Ideal current sources model the load (i.e., the power of the switching

transistors and associated leakage), and the current values are calculated as I = Power
SupplyVoltage . In

transient simulations, we perform linear interpolation between adjacent power samples in order to

avoid pessimistic LdI/dt noise estimations caused by the non-realistic step-functions in the power

trace.

Since our main focus is the on-chip PDN, we model off-chip components such as the package

with lumped RLC elements and assume the PCB provides an ideal power supply. VoltSpot therefore

captures both mid- (package) and high-frequency (on-chip) responses of the PDN [69]. We note

that Figure 2.1 focuses on 2D-IC. VoltSpot also supports 3D-ICs’ PDN simulation, and we will

discuss the related extensions in Chapter 5 and Chapter 6.
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2.3.3 Numerical Engine

VoltSpot models PDNs with up to tens of thousands of RLC components. To solve such large-scale

circuits efficiently and accurately at each time step, we choose the implicit trapezoidal numerical

method, an A-stable method with 2nd-order accuracy [9]. This method is the default ordinary dif-

ferential equation solver in SPICE and it is also widely used in circuit and PDN simulations [73].

Since the solver’s error monotonically increases with simulation time step, we set our time step

to 50ps to keep the numerical error of node voltage below 10−5V. To solve the fundamental equa-

tion of AX = B, we use an open-source sparse matrix solver, SuperLU [54], and optimize memory

efficiency with multiple minimum-degree reorderings, significantly reducing fill-ins in sparse LU

decomposition.

2.4 Improvements Beyond State-of-the-Art Models

VoltSpot makes two key improvements over alternative models in the literature:

• Transient PDN grid modeling at the granularity of pad pitch or smaller

• Multi-layer-metal PDN modeling using multiple, parallel RL branches.

This section discusses these improvements in detail.

2.4.1 Modeling Granularity

Due to their coarse modeling granularity, previous pre-RTL PDN models are incapable of either

modeling pads in detail, or precisely capturing localized noise. Our study also show that, in some

cases, even the finest grained on-chip grid from previous models (e.g., 12x12 [19]) underestimates

the localized voltage noise amplitude by 20% and voltage emergency count by 3x. Alternatively,

VoltSpot makes the on-chip grid size a function of C4 pad array size. For example, for a flip-chip

design with 2,500 C4 bumps (e.g., distributed as a 50x50 array), the minimum modeling grid size

will also be 50x50. It is left to the user’s discretion whether to use a finer-grained model (at the

price of reduced simulation speed) to attain higher precision. To calculate the resistance of on-chip
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grid, VoltSpot uses the metal resistance equation R = ρ∗ l/A, where ρ is the resistivity per unit area

of the metal, A is cross-sectional area, and l is wire length. For on-chip inductance calculation,

VoltSpot adopts the equation from [36]:

Le f f =
µ0l
Nπ

[
ln
(

w+ s
w+ t

)
+

3
2
+ ln

(
2
π

)]
(2.1)

where N,µ0, l,w, t,s are the number of power and ground pairs, permeability of the vacuum, length,

width and thickness of a single wire, and the spacing between wires. In most cases, the number

of on-chip metal wires (with in one layer) is larger than the dimension of VoltSpot’s on-chip grid.

To translate the impedance of single wires into the RL values of the branches in VoltSpot’s on-chip

virtual grid, we first calculate the total resistance and inductance of each on-chip PDN metal layer

and then derive grid RL so that the total layer resistance and inductance in the modeled grid match

the physical PDN:

Zx =
Nrows

Nmetal rows
∗ Zwire

Ncols−1
(2.2)

where Zx,Zwire,Nrows,Ncols,Nmetal rows are the impedance of horizontal branches in the on-chip grid,

the impedance of a single wire, number of rows and columns in the on-chip grid, and the number

of metal wires within that layer (assuming that the layer consists all horizontal wires). Zy can be

calculated similarly.

Grid Node Count : Pad Site Count 1:1 4:1 9:1 16:1 25:1

Number of Voltage Emergencies (5% Vdd Threshold) 9629 9285 9380 9616 9763
Number of Voltage Emergencies (8% Vdd Threshold) 804 713 706 720 712
Average Noise (% Vdd) 7.63 7.53 7.51 7.53 7.54
Maximum Noise (% Vdd) 11.83 11.65 11.59 11.59 11.58

Table 2.1: Impact of on-chip modeling granularity. At 25:1, the number of rows and columns in the
on-chip grid roughly matches the number of top-level metal wires in the PDN stack. Among 1914
total C4 pads, 1254 pads were allocated to P/G.

Table 2.1 shows the relationship between modeling granularity and captured voltage noise (both

violation count and noise amplitude). Using a 16nm, 16-core processor as evaluation platform and

fluidanimate benchmark as workload, we observe that increasing PDN modeling granularity beyond
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an average of four grid nodes per C4 pad site (i.e., using a 100x100 grid to model a chip with a

50x50 C4 array) improves precision by less than 5% (in terms of violation count). This is due to

the limitation of the granularity of our power model, which assumes a uniform power distribution

within architecture blocks. For these reasons, we set the grid-node-to-pad-ratio to 4:1. We also note

that VoltSpot can handle finer-grained power input as long as user provide the floorplan and power

map accordingly.

2.4.2 Explicit Multi-layer Model

To further improve accuracy, VoltSpot explicitly models the multi-layer structure of physical PDN.

Previous work suggests that the electrical properties of on-chip metal layers heavily depend on their

geometry (width, pitch, etc.) [60]. For example, the upper metal layers (which are usually wide and

thick) have relatively high inductance and low resistance while the lower metal layers (which are

usually narrow and thin) have higher resistance but lower inductance. As a result, high frequency

current tends to go through lower layers while low frequency current favors upper layers. Therefore

a single RL circuit thus cannot accurately describe the entire stack. We replace the single RL pair in

on-chip grid with multiple parallel RL branches (as shown in Figure 2.1c) and calculate RL values

based on the different metal layers’ geometry.

# of Layers Modeled 2 4 6

Number of Voltage Emergencies (5% VDD Threshold) 28311 9285 8860
Number of Voltage Emergencies (8% VDD Threshold) 4929 713 681
Average Noise (% Vdd) 9.50 7.53 7.48
Maximum Noise (% Vdd) 13.63 11.65 11.63

Table 2.2: Impact of modeling multiple metal layers.

Table 2.2 illustrates both the importance and diminishing returns of explicitly modeling multiple

metal layers. Using a metal stack with a similar geometry to [92], we sweep the number of modeled

metal layers and evaluate voltage noise with the same platform processor and benchmark we used

in Table 2.1. Our results show that the single RL pair model using values extracted from the top

metal layers overestimates PDN inductance and reports a voltage noise amplitude 26% larger than
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a multi-pair-branch model that considers four layers of PDN metal. Also, modeling six metal layers

instead of four only improves precision by less than 1% (in terms of noise amplitude). Therefore

we choose to model four layers of metal in the rest of our analysis.

2.5 Validation

We validated VoltSpot using an IBM PDN analysis benchmark suite [64]. The suite consists of

detailed PDN structural information for six chips with different die sizes, silicon designs and metal

layer counts. The PDN structure is given in SPICE format and includes metal wires’ geometric

properties and resistance. Other information, such as C4 pads placement, on-chip decap distribution

and workload pattern, can also be extracted from the SPICE file. Besides the PDN structure, this

benchmark suite also provides both steady-state and transient SPICE simulation results for all or

selected on-chip nodes. As in VoltSpot, the loads in these benchmarks are modeled as ideal current

sources.

(a) VDD pad location, benchmark #4 (b) Current source position, benchmark #6

Figure 2.2: IBM power grid analysis benchmark: A snap shot.

The focus of VoltSpot is capturing within die current and voltage variation. We therefore eval-

uate VoltSpot’s accuracy by comparing both simulated static C4 currents and transient on-chip

voltage droops with those derived from the reference SPICE netlists accompanying the IBM bench-

marks. Figure 2.3a visualizes the steady-state results comparison for PG3. The figure plots the

current for all pads in PG3, with pads sorted by the current they carry as reported by IBM. To

show the validation error, we simply match pads from our model to those in the sorted list of pads
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in the IBM results. Although this representation loses spatial information in error distribution, it

gives a better view of pad current distribution as well as error distribution in terms of pad current.

Figure 2.3a illustrates that the error for pads with high current is lower than for pads with low

current—this is important, since we are most concerned with accurately modeling those pads that

deliver the highest current. Figure 2.3b illustrates the dynamic voltage droop of an on-chip node in

PG2. For each benchmark, IBM suite provides the dynamic voltage trace for 20 nodes that scattered

across the silicon die. Among all the benchmarks, VoltSpot gives the largest error with PG2 and

among all the 20 nodes in PG2, we select the one with the largest error to plot Figure 2.3b. Even

with the worst-case node, VoltSpot still captures both the amplitude and the temporal variation of

voltage droop with small deviation.
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Figure 2.3: Current/Voltage comparison between IBM data and VoltSpot results.

For each benchmark (Bench), Table 2.3 shows the number of circuit nodes (# Nodes), metal

layers (# of Layers) and power supply pads (# of Pads) and the validations results. The table also

shows whether the resistance of vias is ignored in the SPICE model. Even though the variation of

pad current within the same chip could be as large as 5x (observed in PG3), VoltSpot still accurately

captures all pads’ current with an average error of 5.2% (Pad Current Error). In transient valida-

tion results, Voltage Error Average shows the average node voltage mismatch across all simulated

time steps and all given on-chip nodes, while Voltage Error Max Droop compares the max droops

observed during the entire transient simulation. Both metrics give low error even for the bench-
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marks that include detailed via information. The last metric, Voltage Error Correlation, shows the

coefficient of determination (R2) between VoltSpot results and IBM SPICE results. In statistics, R2

indicates how well data points fits a statistical model. We borrow this concept to evaluate how well

VoltSpot results agree with SPICE simulation results. Since R2 = 1 means a perfect match, our

results, which all exceed 0.96, indicate a strong temporal tracking of VoltSpot results. These results

demonstrate that VoltSpot provides high-quality estimation for on-chip voltage fluctuation and that

vias can be safely omitted from the model.

Bench PG2 PG3 PG4 PG5 PG6

# of Nodes 0.25M 1.60M 1.84M 2.16M 3.25M
# of Pads 120 461 312 177 132
# of Layers 5 5 6 3 3
Ignores Via R No No No Yes Yes
Current Range (mA) 620-1530 116-571 13-24 60-110 210-410
Pad Current Error (%) 5.2 3.3 2.9 3.7 2.7
Voltage Error: Average (%Vdd) 0.21 0.11 0.04 0.08 0.11
Voltage Error: Max Droop (%Vdd) 0.86 0.46 0.06 0.11 0.54
Voltage Error: Correlation (R2) 0.968 0.977 0.967 0.983 0.966

Table 2.3: Static and transient validation results against IBM benchmark

We observe in the IBM benchmark suite that PDNs with more metal layers or elements usually

have a more regular structure than smaller PDNs. Since VoltSpot assumes a regular on-chip metal

stack, it is most accurate when modeling large-scale PDNs. PG1 not only has the fewest elements,

but also employs asymmetric grids that do not map well to our PDN model. Since the PDNs of

modern high-performance processors usually contain multiple layers of regular metal traces, PG1

is less representative. We therefore exclude PG1 from our validation.

2.6 Interfacing with Other Architecture Level Tools

VoltSpot uses the same specification of the blocks and their power values as HotSpot [81], which

allows straightforward integration with other architecture level tools. Figure 2.4 illustrates a pre-

RTL PDN analysis tool-chain that combines VoltSpot with McPAT [53] (an power and area model),
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Figure 2.4: How VoltSpot interacts with other architecture level tools.

Gem5 [4] (a multi-core performance simulator), and ArchFP [13] (a pre-RTL floorplanner). The

typical steps for architecture-level PDN simulations are:

1. Select a set of applications;

2. Configure the processor’s architecture and its PDN structure;

3. Generate all architecture blocks’ activity trace using the performance simulator;

4. Convert activity traces into power traces using the power model;

5. Calculate each block’s area and generate the processors’ floorplan using the floorplanner;

6. Run VoltSpot with the power trace, floorplan, and PDN configuration as inputs.

With the power and flexibility of these tools combined, users can study both supply voltage noise

and EM-induced lifetime for a wide range of processor architectures, PDN designs, and applica-

tions.
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2.7 Summary

Power delivery quality is becoming a limiting factor in multicore processor design. Consequently,

it becomes increasingly important to evaluate whole-system PDN noise and the effects of design-

and run-time mitigation techniques, to estimate the PDN’s robustness against EM-induced wearout,

and to jointly optimize the chip architecture and the power-delivery system. Such explorations are

not possible with physical level modeling due to complexity, and higher-level models (e.g., lumped

models) are too inaccurate.

In this chapter, we introduce our pre-RTL, fine-grained PDN modeling tool (VoltSpot), validate

it against a power grid analysis benchmark, and combine it with other architecture-level tools for

pre-RTL PDN analysis. VoltSpot makes it possible to accurately simulate application-specific noise,

analyze electromigration wearout, and evaluate mitigation techniques. It in turn gives architects the

opportunity to make critical, early design trade-offs (e.g., power supply pads vs. I/O pads). VoltSpot

is implemented as a C library and is publicly available as an open-source tool.
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Architecture Implications of Pads as a Scarce Resource

3.1 Overview

Power delivery difficulties arise and will get worse for several reasons. First, despite advances

that have produced sophisticated on-chip PDNs, the intrinsic resistance and inductance of the PDN

circuit cannot be fully controlled with reasonable cost. This makes voltage fluctuation on the supply

rails inevitable, threatening correct processor functionality with noise-induced short-term timing

errors. Second, the PDN also suffers from long-term reliability threats such as electromigration

(EM). EM results in permanent failures and directly affects chip lifetime and voltage stability.

Finally, there is a contention between power delivery needs and processor computation needs: the

only connections between a silicon chip and the outside world are the C4 pads, required by both

power supply and chip I/O signal links. The demand for I/O is expected to grow exponentially

with on-chip processor counts, while the demand for power supply pads also increases as current

consumption scales up. Unfortunately, C4 density is expected to remain flat in the foreseeable

future [32].

We therefore hypothesize that C4 pads are a scarce resource valuable to both circuit designers

and chip architects, and provisioning of C4 pads should be exposed for architectural exploration.

Using the pre-RTL analysis tool chain described in Chapter 2, we find that despite their integral role

in the PDN, power-ground (P/G) pads can be aggressively reduced to their electromigration limit

with minimal performance impact due to voltage noise—but only with a suitable noise-mitigation

28
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strategy. The reason is that even though the number of voltage-noise events increases significantly,

both due to technology scaling and further exacerbated by fewer P/G pads, the change in noise mag-

nitude is small, and can be addressed with modest changes in noise mitigation and guardbanding.

The major contributions of this chapter are:

• We explore the impact of C4 pad configuration on power-supply noise with the assistance

of cycle-accurate performance simulation and power modeling. Our results indicate that

replacing some power pads with I/O pads only marginally increases the amplitude of supply

noise, even though the number of noise events increases dramatically.

• We compare different state-of-the-art run-time noise mitigation techniques and observe that

a hybrid mechanism that combines dynamic margin adaptation and noise-induced error re-

covery is the most robust to technology scaling and worst-case noise-inducing power viruses.

With this hybrid technique, noise introduced by reducing the number of P/G pads can be

mitigated with negligible overhead (1.5% slowdown). The key insight is that a very small in-

crease in the default timing guardband eliminates problems due to the much greater frequency

of small/medium noise events.

• We also study the effect EM-induced PDN pad failure has on transient noise. With reduced

P/G pad count, earlier and more frequent PDN pad failures are expected. However, when

appropriate noise mitigation strategies are available, performance degrades gracefully. EM

ultimately limits the extent to which P/G pads can be reduced in favor of increasing I/O pads,

because reducing the number of P/G pads increases the remaining pads’ current.

These findings in turn enable a reduction in the number of P/G pads, with negligible perfor-

mance overhead, in favor of a substantial increase in I/O bandwidth. This work is published in

ISCA 2014 [103].



Chapter 3. Architecture Implications of Pads as a Scarce Resource 30

(a) 960 power supply pads with low
quality placement

(b) 960 power supply pads with opti-
mized placement

(c) 540 power supply pads with opti-
mized placement

Figure 3.1: Voltage-emergency maps for different pad configurations for a 16nm, 16-core chip. A
total of 1914 C4 locations are available. All three graphs have the same color scale; areas with
warmer colors indicate more voltage violations.

3.2 Background and Related Work

As mentioned, considerable work has explored how to optimize the entire PDN, so that modest

guardbanding—essentially under-clocking relative to the ideal voltage-frequency relationship—

suffices today to cope with voltage noise. However, voltage droops remain unavoidable and are

worsening. This is because increasing current density exacerbates both localized LdI/dt and global

LC resonance, while decreasing supply voltage reduces voltage-fluctuation tolerance: simple guard-

banding will become more expensive.

C4 pads play a crucial role in power delivery. Due to growing power density, chips manufac-

tured in future technology nodes (e.g.,16 nm) will require 150-200 Amp or more. However, the

maximum feasible C4 pad density does not scale with CMOS technology [32], and pad compo-

sition and hence material properties (e.g., resistivity and maximum allowed current density) are

improving slowly, if at all. If I/O pad count increases to keep pace with core count, there will be

increasing competition between I/O and power-ground needs for scarce C4 pad sites.

As we discussed in Chapter 2, existing pre-RTL, architecture-level PDN studies often make

simple assumptions about C4 pads, and none have considered the power/ground vs. I/O tradeoff.
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They either use lumped PDN models that collapse all pads into a single resistor-inductor pair [17,

20, 71], or use coarse-grained models that are not able to accurately capture the effect of pad count

and location [19,96]. Figure 3.1 illustrates the type of effect that pad count and location can have on

on-chip voltage noise. For this figure, we simulate a 16-core processor with our fine-grained model

running a PDN-stressing workload for 100K cycles. We count the number of cycles in which a

voltage emergency (defined for this figure as a cycle with an average voltage droop larger than 5%

Vdd) occurs on the chip. Figure 3.1a and 3.1b illustrate configurations with the same number of

power supply pads, but only the latter case has optimized pad locations. Due to the sub-optimal

allocation of pads, Figure 3.1a experiences 6x more emergency cycles compared with Figure 3.1b.

Figure 3.1c illustrates a configuration with optimized pad locations, but 40% fewer pad count than

in Figure 3.1b. Although the optimized locations in Figure 3.1c prevent extreme voltage-noise

hotspots, the system still experiences up to 3x more emergency cycles than Figure 3.1c. Clearly,

both pad count and pad locations have a large effect on on-chip voltage noise.

Other researchers have studied the effect of C4 optimization during pre-RTL design. For ex-

ample, Wang et al. [90] evaluated the impact of pad placement on chip IR drop and proposed an

optimization algorithm to minimize global IR drop. Zhang et al. [102] also used IR drop as a figure

of merit and examined the impact of C4 pad count on technology scaling. Although the PDN mod-

els used by these works are fine-grained enough to precisely model C4 pads, they cannot simulate

a PDN’s transient behavior.

Runtime noise mitigation techniques have been proposed to either avoid excessive voltage

noise [17, 40, 71], or recover from noise-induced errors [20]. To reduce the energy overhead of

guarding against worst case, several proposals [2,21,51] dynamically adjust circuit timing margins

to save energy during average-case execution while guaranteeing functionality in the worst case.

We will evaluate both error recovery and margin adaptation methods and show the necessity of

combining these into a hybrid strategy.



Chapter 3. Architecture Implications of Pads as a Scarce Resource 32

Figure 3.2: Floorplan of the Penryn-like 16core processor.

3.3 Simulation Setup

3.3.1 Multicore Scaling, Power Modeling and Floorplanning

To study the effect of technology scaling trends on PDN noise in the near future and explore the re-

sulting trade-offs in architectural design choices due to power-delivery voltage-noise limitations, we

create a series of multicore processor configurations scaled down to 16nm. For a reasonably modern

configuration focused on single-thread performance, we chose a 3.7GHz 45nm Intel Penryn-like

processor [16] as the baseline. It has two 32-bit 4-way out-of-order cores. Each core contains a

32kB L1 instruction cache and a 32kB L1 data cache. Unified L2 caches private to each core are

each 3MB. For each technology node, we hold the processor architecture constant but assume that

the number of cores (and therefore the number of L2s) doubles. For scalability and consistency,

we assume a mesh network-on-chip (NoC). Figure 3.2 shows the floorplan of our 16nm, 16-core

processor.

To get chip-wide and application-specific power consumption and area for all technology nodes,

we use McPAT [53], an architecture-level power model, and integrate it with Gem5 [4], a multi-core

performance simulator. Table 3.1 shows the area and peak power (including leakage power) results

for our designs. We use ArchFP [13] to generate our floorplans.

Besides tolerating voltage noise, design margins also deal with application-induced thermal

variation, process variation, aging, and test inaccuracy [51]. In this work, we only address the

portion of margin needed for voltage noise and omit the margin for other sources of variations.
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Tech Node (nm) 45 32 22 16

# of Cores 2 4 8 16
Area (mm2) 115.9 124.1 134.4 159.4
Total C4 Pads 1369 1521 1600 1914
Supply Voltage (V) 1.0 0.9 0.8 0.7
Peak Total Power (W) 73.7 98.5 117.8 151.7

Table 3.1: Characteristics of Penryn-like Multicore Processors

3.3.2 Power Trace Sampling and Stressmark

To accelerate simulation, we borrow the idea of statistical sampling [22, 94]. The idea behind

statistical sampling is to simulate in detail only short samples from much longer applications and

estimate the behavior of the whole application based on the sampled segments. In performance

studies, the accuracy of sampling heavily depends on how structures are “warmed up” before each

sample, since the state of many architectural blocks (e.g., cache, branch predictor) accumulates

over a long history and significantly affects performance [22]. Fortunately, warming up a PDN

simulation is much simpler: the only factor that might affect results accuracy is the electrical charge

in decoupling capacitors, which have short time-constants. Our study shows that 1000 cycles of

warm-up at 3.7GHz is sufficient.

According to [94], a total of 2 million instructions (including instructions for warm up) sam-

pled at equal intervals is sufficient to estimate a multi-billion-cycle application’s IPC with ±3%

error and 99.7% confidence. For this reason, we take 1000 samples at equal intervals from the end-

to-end execution of simmedium inputs for 11 benchmarks in the Parsec 2.0 benchmark suite [3].

Two benchmarks (facesim and canneal) were incompatible with our performance simulation infras-

tructure and were omitted. Each sample contains 2000 cycles of per-cycle power information, of

which the first 1000 cycles in each sample are used for warm-up.

We take two further steps to ensure that we simulate worst-case behavior. First, the sampled

power traces are taken from 2-core simulations; for technology nodes with more than two cores,

we replicate the 2-core power trace to 4, 8 or 16 cores. In this way, transient current fluctuation

representative of that in Parsec benchmarks occurs simultaneously in each pair of cores, increasing
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the stress on the PDN. Second, we construct a stressmark to simulate a voltage noise virus by

selecting the most noisy (in terms of noise amplitude) power trace among all samples and replicating

it 1000 times. We illustrate the stressmark’s noise pattern in Figure 3.3.

3.3.3 PDN Parameters and Pad Location Optimization

Table 3.2 lists the major physical PDN parameters we use with VoltSpot. For on-chip metal, we

use copper and adopt a metal layer structure similar to an Intel 45nm metal stack [92]. Table 3.2

reports the width (W), pitch (P), and thickness (T) of the global, intermediate, and local layers. For

on-chip decoupling capacitors, we use deep trench capacitors, which have the highest capacitance

density [66]. The die area allocated to on-chip decap is a design parameter and will be discussed in

Section 3.5. We assume SnPb is the primary material for C4 pads. Typical pad diameter and resis-

tivity are derived from [93]. Pad spacing was selected so that our pad density matches ITRS [32]

projections. Package resistance, inductance and capacitance come from [28]. We performed sensi-

tivity studies on package and pad parameters (e.g., SnAg pads) and observe that the effect of pad

allocation (Section 3.4) or wear-out (Section 3.6) on voltage noise is insensitive to these variables:

the impedance of the PDN’s pad layer mostly depends on pad configuration.

On-Chip Metal Resistivity (ρ) 1.68e-8
Global PDN Layers W/P/T (µm) 10 / 30 / 3.5
Intermediate PDN Layers W/P/T (µm) 400 / 810 / 720
Local PDN Layers W/P/T (µm) 120 / 240 / 216
On-Chip De-cap Density (nF/mm2) 100
C4 Pad Diameter/Pitch (µm) 100 / 285
C4 Pad Resistance/Inductance (mΩ/pH) 10 / 7.2
Package Resistance (R pkg s) (mΩ) 0.015
Package Inductance (L pkg s) (pH) 3
Package Resistance (R pkg p) (mΩ) 0.5415
Package Inductance (L pkg p) (pH) 4.61
Package Capacitance (C pkg p) (µF) 26.4

Table 3.2: PDN Parameters

As mentioned before in Section 3.2, the number and locations of C4 pads have a significant

effect on power delivery quality. To avoid sub-optimal pad allocation, we adopt the simulated-
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annealing algorithm described in [90] and extend it to jointly optimize both Vdd and ground pad

locations.

3.4 Transient Voltage Noise: Scaling and Effects of C4 Pad Configu-

ration

3.4.1 IR Drop vs. Transient Noise

Power supply noise comes from three major sources: static IR drop, LdI/dt droop, and LC reso-

nance. IR drop is the consequence of PDN resistance at any given time irrespective of processor

behavior sequence. Instead, dynamic noise is triggered by certain chip behaviors such as a sudden

change in power consumption, which will create large LdI/dt noise, or reoccurring power con-

sumption patterns at or near an LC resonance frequency. Figure 3.3 compares an on-chip node’s

resistive drop (a function of instantaneous current and resistance only) and transient noise (from all

three noise sources) over 1000 clock cycles. The plotted transient voltage noise is the result of tran-

sient PDN simulation which represents the actual voltage fluctuation at that on-chip node. The IR

drop line was calculated as if the power consumption at each cycle were static and it represents the

contribution of IR drop to overall voltage noise. We observe that IR drop only constitutes a small

fraction of the overall noise, suggesting that considering IR drop alone (as have all prior studies of

C4 pads) is insufficient in PDN design and optimization. For this reason, for the remainder of the

chapter we will use aggregate transient voltage droop as the key metric for evaluating the quality of

a PDN; IR drop will not be distinguished as a separate issue.

3.4.2 Scaling Trends of Supply-Voltage Noise

As manufacturing process technologies scale, current density grows as power density increases and

supply voltage decreases. We compared maximum voltage droop and the number of voltage noise

events across process technology nodes. Here we define a transient voltage droop greater than

a certain threshold as a voltage-droop violation. We assumed a fixed PDN metal stack structure

across technologies. This is because in our study, we focus on the upper layers of metal, where
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Figure 3.3: Comparison of transient voltage noise and static IR drop over a 1K cycle window in the
benchmark ferret. Periodic oscillation implies that LC resonance is the major cause. We build our
noise-inducing stressmark based on this segment.

wires are bulky and thus less affected by technology. Our sensitivity studies show that the impact of

metal width on voltage noise amplitude is small (±50% metal-width changes max noise-amplitude

by less than 0.5% Vdd. Section 3.4.4 provides more detail). Other parameters such as decap

density and C4 pad density are also kept constant for fair comparisons between technologies. For

this scaling limit study, we allocate all available C4 pads to power, to study the upper bound of

PDN quality. The impact of C4 pad placement will be discussed in detail in Section 3.4.3. We

simulate fluidanimate, one of the most noisy applications in the suite. The results of our experiment

are summarized in Table 3.3.

First, we observe that the magnitude of voltage droop increases as feature size decreases: the

maximum on-chip voltage droop increases by approximately 4% of Vdd from 45nm to 16nm. Sec-

ond, voltage-noise violation events occur more frequently with scaling. We evaluated noise event

frequency for two different thresholds (5% and 8% of Vdd); our results show rapid growth rate of

violation count in each case.

This is a best-case scenario, with all pads allocated to power/ground, and a realistic benchmark.

With a more realistic pad configuration and our stressmark, we observe that the maximum noise

is actually 13% at 16nm. We use this value as our static safety margin in the rest of the chapter,
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Tech Node (nm) 45 32 22 16

Maximum Noise (% Vdd) 7.96 8.91 9.49 11.87
Violations (8% Threshold) 0 3 37 598
Violations (5% Threshold) 1515 2288 2881 6668

Table 3.3: Voltage Noise Scaling Trend, Ideal (all pads allocated to power/ground), in fluidanimate
benchmark

because a static guardband must countenance worst-case behavior.

3.4.3 Voltage Noise and Pad Configuration Effects

Our primary interest in this work is the contention between power supply and chip I/O; it is therefore

important to quantify the effect of C4 pad allocation on power supply noise. Since power noise

increases rapidly with technology scaling, we henceforth focus on the 16nm node and use a 16-core

Penryn-like processor as the platform for our analysis. To better illustrate the trade-off between I/O

pad count and processor off-chip memory bandwidth, we assume all on-chip memory controllers

(MC) are single-channel and convert the number of available I/O pads into the number of supported

MCs (different MC channels cannot share C4 pads [33]); more MCs means fewer Vdd and GND

pads, and vice versa.

Intel i7-900 Intel Xeon IBM
Extreme [30] E7-8800 [31] Power7 [80]

Memory Controller 121x3 27x4 76x4
Inter-Chip Links 85x1 84x4 80x5
Misc 85 78 64
Total 533 522 768

Table 3.4: I/O pad breakdown for commercial processors.

Table 3.4 provides detailed pad requirements for three commercial processors. Based on these

pad requirement breakdowns, we assume that our 16-core chip includes four inter-chip links (85

pads each) and a total of 85 miscellaneous pads (including clock, dynamic voltage scaling control,

sensing, debug, testing, etc.). We assume all MCs are FBDIMM interfaces (as in the Xeon E7-

8800) to represent the trend toward narrower, more serial interfaces; FBDIMM requires far fewer
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pads (about 30 per MC channel) than DDR3 (80-120 pads per channel). The total number of C4

pads for our 16nm chip is 1914; all pads not used for I/O are dedicated to power supply.
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Figure 3.4: Voltage noise change across different pad configurations. Each MC needs 30 I/O pads.

Figure 3.4 shows the relationship between supply voltage noise and I/O configuration. We

evaluate voltage noise with two different metrics: noise violation count and noise amplitude. The

violation rate bars assumes a 5% voltage-droop violation threshold and report the number of noise

violations (averaged across all 1000 samples). The lines in Figure 3.4 illustrate the maximum

observed voltage noise (averaged across all samples). Independent of the application, increasing

the number of MCs worsens voltage noise in terms of both violation event rate and noise amplitude,

though noise amplitude increases only marginally (up to 1.5% Vdd).

Violation count increases rapidly as power supply pads decrease, because of the sensitivity of

violation count to noise amplitude. The 2D array of C4 pads allows current to be directly delivered

to an arbitrary on-chip point without traveling through long, high impedance, on-chip wires. As

we reduce the number of power supply pads, we effectively increase the average physical distance

between power supply pads and loads, increasing impedance and therefore noise. Since we optimize

the location of power supply pads, the increment of average pad-to-load distances across different

pad configurations is small; consequently, noise amplitude increases insignificantly. However, even

a small change in noise amplitude can result in a large number of new violations, as many different

nodes may already be close to the threshold.
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3.4.4 Sensitivity Study

3.4.4.1 Impact of Package Parameters

Package Resistance (R pkg s) (mΩ) 0.1
Package Inductance (L pkg s) (pH) 1
Package Resistance (R pkg p) (mΩ) 1.5
Package Inductance (L pkg p) (pH) 1
Package Capacitance (C pkg p) (µF) 250

Table 3.5: Package parameters extracted from Intel Xeon 5500 series processor [29].

VoltSpot utilizes lumped RLCs to model package components and our previous analyses assume

a set of fixed package parameters. To explore the sensitivity of our results against chip package, we

extracted a different set of parameters from the package designed for Intel Xeon 5500 series proces-

sors [29] and configured VoltSpot accordingly. Table 3.5 lists the new parameters. After simulating

Parsec benchmark with different pad configurations, we examined the relationship between pad

allocation and transient voltage noise (Figure 3.5). Compared with the previously used package,

the new package has much larger capacitance which helps to reduce the overall impedance of the

entire PDN. As a result, both average and maximum (not shown in Figure 3.5) voltage noise ampli-

tude are lower than the previous case. On the contrary, switching to the new package significantly

increases the number of voltage emergencies with %5 Vdd as threshold, indicating a more severe

supply voltage fluctuation (with smaller amplitude). Even though the new set of package param-

eters have contradictory impact on noise amplitude and emergency count, our major observation

in Section 3.4.3 that increasing the number of MCs only marginally increases the noise amplitude

still holds true: from 8MC to 32MC, average noise amplitude increases by only 1.5% Vdd. We

therefore conclude that the impact of pad allocation on noise amplitude is insensitive to package

parameters.

3.4.4.2 Impact of On-Chip Metal

The on-chip metal stack plays a vital role in distributing current from C4 pads to transistors as

well as maintaining the spatial uniformity of supply voltage. Wires for both signal routing and
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Figure 3.5: Voltage noise change across different pad configurations under a different set of package
parameters.

power delivery share the metal stack and therefore although increasing the width of PDN wires

helps to decrease on-chip resistance, it also increases the complexity of on-chip signal routing. As

an exploration to our results’ sensitivity against metal allocation, we simulated fluidanimate with

our baseline processor and tested a range of metal occupancy. Here, the occupancy of a metal

layer is defined as the width of PDN wires divided by the metal pitch of that layer. Note that since

VoltSpot focuses on top level layers, we assume that all wires are allocated for power supply. This

assumption can be easily relaxed by increasing the effective pitch (according the ratio between

signal wire count and power supply wire count within that layer) used in the calculation of on-chip

grid RL values. The simulation results (listed in Table 3.6) shows that although increasing the metal

layer occupancy (i.e., the width of power supply wires) reduces both noise amplitude and violation

count, the absolute noise reduction is fairly insignificant (doubling occupancy from one third to

two thirds only reduces average noise amplitude by 3%). This indicates that the impedance of on-

chip metal wires only consists a small portion of the entire PDN’s impedance thus reducing stack

impedance alone would not significantly suppress on-chip voltage noise.

Metal Layer Occupancy (%) 16.7 33.3 50 66.6

Violations (8% Threshold) 4792 3253 2826 2599
Average Noise (% Vdd) 7.99 7.53 7.37 7.28
Maximum Noise (% Vdd) 11.94 11.66 11.60 11.56

Table 3.6: Supply voltage change due to metal layer occupancy. The majority of this chapter
assumes a 33.3% layer occupancy. The evaluation platform is our 16core, 8MC processor.
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3.5 Run-time Voltage Noise Mitigation

VoltSpot makes it possible to evaluate run-time noise mitigation strategies in the context of archi-

tectural design decisions. In this section, we evaluate the performance overhead of several run-time

mitigation techniques, and the effect of the number of integrated memory controllers. Increasing the

number of memory controllers improves performance by reducing memory access latency. How-

ever, pads for I/O must be taken from those budgeted for power supply, increasing the demands on

(and performance overhead of) noise mitigation. For fair comparisons between (i) dynamic margin

adaptation and (ii) error recovery techniques, we present all results in terms of speedup. We assume

a constant supply voltage and adjust the timing margin only. Since there is a roughly linear rela-

tionship between supply voltage droop and circuit delay within a reasonable range [74], we assume

a voltage droop of X% Vdd increases circuit delay by X%.

3.5.1 Dynamic Margin Adaptation

As an alternative to wasteful, fixed margins, Lefurgy et al. [51] propose a technique to detect avail-

able timing margin with critical path monitors (CPM) at run-time and use fast digital phase lock

loops (DPLL), capable of reducing frequency by 7% within 5ns, to increase timing margin until the

integral frequency control loop catches up and raises voltage as needed. Note that this emergency

response to voltage droop is a one-shot control, immediately dropping frequency by the maximum

(7%) needed to preserve correct operation in the presence of the worst possible voltage droop.

However, voltage could continue to drop rapidly before the DPLL can adjust, so the processor must

always underclock (relative to the current voltage) by enough to preserve correct behavior given the

worst-case voltage slew rate in 5ns. The magnitude of this guardband has not been made public.

In this work, we only focus on performance. We adapt the above methodology by assuming that

the voltage remains fixed at the maximum, and only clock speed is reduced in response to voltage

droop.1 We assume ideal voltage sensing in each core, and per-core DPLLs to respond to per-core

voltage-droop behavior. We observe that most applications exhibit phases of low and high voltage

1For lower DVFS settings, performance is less critical, and margin can be more generous, so here we focus on the
highest performance state.
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droop. Our integral loop tracks worst-case voltage droop over a monitoring period (one sample in

our simulation methodology) and then sets the clock speed accordingly for the next sample. Within

a sample, any voltage droop in excess of the margin set by the integral loop initiates a one-shot

safety response that lowers the clock speed by 7%, or to the worst-case margin of 13% (whichever

is smaller, given the last setting from the integral loop), in order to protect against a worst-case,

rapid droop. Frequency is reset (the one-shot change is removed) at the next integral loop update.

One-shot control is not enough to protect against rapid voltage droop during the DPLL change.

An extra safety margin must always be maintained to allow for the worst-case voltage slew rate

during the 5ns DPLL update. This means that if the integral loop currently allows a voltage droop

of X%, the clock frequency must be reduced by an additional S%. In this case, before the one-

shot control engages, the clock speed is X + S% below nominal. An X% droop is the trigger; if

a voltage droop exceeds X%, the one-shot control engages, reducing frequency to X + S+ 7% (or

13%, whichever is smaller) below nominal. S, in other words, accommodates the worst-case voltage

droop that could occur while the DPLL is changing.

We determine the necessary safety margin (S) as a function of technology node (using a brute-

force search). Both S and the worst-case margin grow significantly from 45nm to 16nm, as shown

in Table 3.7. We observe that the required safety margin increases by almost 2%, significantly

reducing the performance benefits of margin adaptation: on average, the average portion of the

13% worst-case margin that can be removed for performance improvement shrinks from 27% to

9%. The problem is that margin adaptation must be very conservative to guard against potential

(but rare) worst-case voltage droops. Since margin adaptation only removes margin during low-

noise program phases, we choose fluidanimate instead of our stressmark (Section 3.3.2) for this

analysis, otherwise the margin controller could not reduce margin at all due to the stressmark’s

constantly noisy behavior.

In these simulations, we hold the PDN design (power supply pads density, on-chip decap den-

sity, metal structure, etc.) constant across technologies. It is possible to reduce voltage droop slew

rate and margin adaptation safety margins by adding more on-chip decap as technology scales.

However, our design space exploration study shows that, to keep the 16 nm chip’s performance
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overhead on a par with that of 45 nm chip, at least 15% more die area must be allocated to decap, a

cost equivalent to two cores.

Tech Node (nm) 45 32 22 16

Safety Margin (S, %Vdd) 2.5 2.9 3.1 4.3
% of Margin Removed 26.9 23.6 20.9 8.6

Table 3.7: Dynamic Margin Adaptation and Scaling

3.5.2 Recovering From Noise-Induced Errors
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Figure 3.6: Speed up of recovery-based techniques with different timing margin settings. We evalu-
ate our 16nm, 16core processor with 24MCs here. The baseline case enforces a 13% timing margin
and thus guarantees timing is error-free.

An alternative to dynamic margin adaptation is to roll back and recover when a timing error is

detected [20]. Such techniques address a key weakness of dynamic margin adaptation: false pos-

itives where noise reduces timing margin but would not ultimately cause an error. To analyze the

overhead of noise recovery, we first simulate benchmarks to completion and collect noise amplitude

data. Then, we perform post-processing to determine, given an allowed voltage droop and recovery

overhead in clock cycles, the total performance overhead in cycles. Figure 3.6 shows the perfor-

mance effect of different timing margin settings. Using a design with constant margin of 13% as our

baseline (no recovery needed), we evaluated recovery-based methods’ performance with different

benchmarks on our 16 nm, 16-core chip with 24 memory controllers.

We observe that as we remove timing margin, the processor runs faster but also experiences

more errors. As a result, the recovery penalty associated with removing too much margin over-
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whelms the benefit of increased clock frequency. In extreme cases (e.g., fluidanimate with only

5% margin), aggressive margin settings introduce so many errors that it significantly hurts proces-

sor performance. We assume here that each error recovery requires 30 cycles (rollback 10 cycles

and replay at half frequency [20]) and observe that on average, 8% timing margin gives the best

performance.

3.5.3 A Hybrid Technique

Preventive margin adaptation will perform poorly in future technologies because it has to preserve

a large safety margin to prevent timing errors. However, by adding the protection of error recovery,

the margin controller no longer needs to prevent all errors and can operate with a much lower safety

margin. We combine the above two methods, so that the processor can both adjust margin at run-

time and recover from errors that exceed the margin. The margin controller in this hybrid technique

monitors voltage noise. When a voltage emergency is detected, the controller records the amplitude

of that violation and triggers recovery. After the recovery, the controller increases timing margin to

match the observed noise amplitude. Both the hybrid technique and recovery-only technique react

after noise events happen. The advantage of the hybrid technique is the ability to adjust the noise

tolerance threshold via frequency scaling.

Figure 3.7 depicts a performance comparison between the techniques discussed above. The

chip evaluated here is also a 16-core, 24 MC processor. “Ideal” bars represent the performance

gain achieved by an oracle margin controller that always maintains the minimum required margin

without causing any timing errors. As a sensitivity study, we explored three different rollback

penalties for the recovery technique. Using the analysis in Figure 3.6, we select the optimal timing

margin setting for each rollback penalty assumption. As we expected, the margin-adaptation-only

technique has lower speedup compared with the recovery-based technique. We also observe that the

recovery-based techniques’ performance is minimally sensitive to rollback penalty. This is because,

with proper margin setting, errors happen rarely, thus spending more cycles on each error would

not significantly degrade overall performance. In contrast, the performance of the hybrid technique

is much more sensitive to error recovery overhead, because it relies on the occurrence of errors
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to trigger margin adjustment, and therefore experiences more errors than a well-tuned recovery

technique. The average results from the Parsec benchmark suite show that the hybrid technique

only barely outperforms the recovery-only technique when recovery cost is low.

While evaluating mitigation techniques’ performance with our stressmark, we observe that

recovery-only experiences significant slowdown (right most bars in Figure 3.7; note that the stress-

mark’s performance was excluded from Parsec average calculation). This is because, in order to

achieve optimal performance with normal applications, we relax timing margin toward the average

case. However, since the stressmark constantly excites PDN resonance, it will experience frequent

errors (12 per 1000 cycles) under this tight margin setting, and thus makes the recovery technique

suffer from frequent recovery penalties. In contrast, the hybrid technique can quickly adapt the

margin to the required level at the beginning of the stressmark and avoid all remaining errors. In

summary, although recovery-only performs better with typical workloads even when the recovery

cost is high, the hybrid technique is more robust to worst-case behavior. If guarding against worst-

case noise is the priority, designers should choose hybrid over recovery-only techniques.
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Figure 3.7: Performance comparison between different noise mitigation techniques. Numbers after
recover/hybrid in legend represent the cost (in cycles) of each recover, from error. The baseline
case enforces a 13% constant timing margin.

3.5.4 Trading Power Pads for Performance

Our primary interest is the tradeoff between power supply pads and I/O pads. Section 3.4.3 points

out that trading power/ground pads for I/O connections will degrade power delivery quality. Based

on the preceding discussions, we choose the hybrid noise mitigation technique and assume a pes-
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simistic per-error recovery cost of 50 cycles. Figure 3.8 shows the pad-induced noise mitigation

overhead for different applications. Each application uses its own performance with the 8 MC

case as the baseline. While increasing MC count proportionally improves performance, it also ex-

acerbates supply voltage noise. Our results indicate that the performance penalty to mitigate the

extra noise is fairly low, even if we aggressively increase chip MC count from 8 to 32, reduc-

ing power/ground pad allocations from 1254 to 534. The reason is that even though the number

of voltage-noise events increases significantly, the change in amplitude of most of these events is

small and modest changes in noise mitigation and guardbanding can address these more frequent

noise events.
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Figure 3.8: Performance penalty of mitigating extra voltage noise caused by reduced power/ground
pads. We use the hybrid technique with a conservative assumption of 50-cycle rollback-and-replay
penalty per error. Each benchmark uses its own performance with 8MC case as baseline.

3.5.5 Impact of I/O routing

One side-effect of increasing the number of I/O channels is more complicated package I/O routing:

lateral I/O wires could “cut” through package metal layers and split power delivery planes into

separate islands. As a result, the impedance of package PDN will increase. We performed a first-

order analysis of this effect by increasing the impedance of the package’s serial portion (Rpkg s and

Lpkg s in Figure 2.1b). This adjustment emulates the change of the impedance between C4 pads and
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the power supply from PCB board. Table 3.8 shows the impact of this impedance change on power

supply noise. Using our 16-core processor with 32 MC as evaluation platform, we increased both

Rpkg s and Lpkg s by up to 100% and observe that the amplitude of on-chip voltage droop varies by

less than 0.2% Vdd. This is because that although larger Rpkg s increases the PDN’s impedance

at low frequency, it also helps to reduce its impedance at resonant frequencies due to damping.

With a proper run-time technique, this mild noise amplitude increase could be handled with low

overhead. With the extension of distributed package modeling, VoltSpot could be used to perform

more detailed analysis of I/O routing’s impact on PDN impedance—an interesting area for future

work.

% Increase of Package Impedance 0 25 50 75 100

Violations (8% Threshold) 1736 1840 1935 2045 2138
Average Noise (% Vdd) 8.36 8.39 8.42 8.44 8.47
Maximum Noise (% Vdd) 11.75 11.83 11.92 11.87 11.76

Table 3.8: Impact of package impedance. We increase the serial portion of package impedance as
an emulation to the consequence of more complicated I/O routing in chip package.

3.6 Chip I/O Bandwidth and C4 EM Lifetime

Electromigration failures are the result of continuous, high-density current flow. It has been shown

that a metal conductor’s lifetime under pure AC current is much longer than DC lifetime [55].

However, in real circuits, especially power supply pads, bidirectional current may not be pure AC

waveforms. More recent work [84] suggests that the lifetime of metal under high-frequency AC

current stress is determined by the DC component of the stressing current alone. We therefore

focus on DC stress only and use the processor’s peak power consumption for worst-case analysis.

To be more specific, we use 85% (a ratio suggested by [102]) of theoretical peak power reported

by McPAT as a stressmark power input. Although I/O pads are also vulnerable to EM, changing

the number of power/ground pads would not affect per-I/O pad current. For this reason, we do not

evaluate EM’s effect on I/O pads.
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3.6.1 Whole-Chip Electromigration MTTF Calculation

For a single C4 pad, EM-induced failure times follow a log-normal distribution with probability

density function (PDF):

f (t) =
1√

2πσt
exp

(
−(ln(t/t50))

2

2σ2

)
, (3.1)

where σ is the standard deviation (determined experimentally to be 0.5 [56]) The median time to

failure is determined by Black’s equation [5] and adjusted to consider current crowding and Joule

heating [8]:

t50 = A(cJ)−nexp
(

Q
k (T +∆T )

)
(3.2)

where J is current density, n and Q are material-specific constants (for SnPb solder bump, n =

1.8,Q = 0.8eV [38]), k is Boltzmann’s constant, c = 10, ∆T = 40◦C [8], A is an empirical constant,

and T is temperature in Kelvin. Given the MTTF, we can calculate the probability of failure, F(t),

for a single pad after any time t.

Only using the failure probability of a single pad, even the pad with highest current density, to

estimate whole chip’s robustness against EM is insufficient because all pads are threatened by EM.

Any pad could potentially fail before any others. To quantitatively evaluate the chip’s EM lifetime,

we derive a new cumulative distribution function that describes the distribution of time t when the

first PDN pad failure occurs:

P(t) = 1−∏
i
(1−Fi (t)) (3.3)

where Fi(t) is the failure probability of the ith pad after time t and is calculated based on the

individual pad current density given by VoltSpot. By definition, the median value of the above

distribution is the time where P(t) = 0.5; it represents the median time to first PDN pad failure in

the whole chip, considering all pads. We refer to it as MTTFF.

Table 3.9 shows the scaling trend of average on-chip current density, single-pad worst current

and both MTTF and MTTFF for C4 pads. MTTF/MTTFF results are normalized to the 45nm

MTTFF value. When we examine the whole chip’s robustness against EM, MTTFF is much worse

than the worst single element’s expected lifetime. For example, if every single pad in a 45nm chip
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were designed to have a 10 year MTTF under the worst case, the median time to first PDN pad

failure in the entire chip would be around 3.4 years. As technology scales, a power delivery system

designed to work 10 years at 45nm would only be EM-failure-free for about 2.4 years at 16nm. All

our calculations assume a temperature of 100◦C to represent the worst-case scenario.

Tech Node (nm) 45 32 22 16

Chip current density (A/mm2) 0.54 0.75 0.93 1.16
Worst single pad current (A) 0.22 0.29 0.43 0.50
Normalized single pad MTTF 2.94 1.71 0.87 0.70
Normalized whole chip MTTFF 1.00 0.63 0.29 0.24

Table 3.9: C4 Pad EM Lifetime ScalingTrend

3.6.2 Tolerating Pad Failures with Runtime Mitigation

The challenge when a pad fails is that it introduces more voltage droop events and increases their

amplitude in the neighborhood of that pad. However, the same solution as we employed before to

allow increased I/O pads can be used again: by improving voltage-droop mitigation, we can tolerate

more PDN pad failures. In fact, we can tolerate multiple PDN pad failures while still converting

some power/ground pads into I/O pads.

To evaluate PDN pad failures’ effect on voltage noise, we remove power pads from the previ-

ously studied 16nm, 16-core chip and simulate the EM-damaged chips with the benchmark fluidan-

imate. Since EM-induced failure is a stochastic event, any power supply pad could fail at any time.

Thus the number of possible pad configurations is huge (e.g., for a chip with 1200 power supply

pads, there are more than 1043 ways to have 20 failures). It is impossible to traverse all failure

combinations, so as a “practical worst case” estimation, we choose to fail the pads with the highest

current density. There are three reasons behind this methodology. First, a single pad’s MTTF is

inversely related to current density, so pads with the highest current density tend to fail first. Sec-

ond, pads carrying high current are closer to blocks with high power consumption and those blocks

(e.g., the ALU) are more likely to produce large voltage noise. Therefore, removing supporting

pads for those blocks introduces more voltage fluctuation and thus gives a better estimation for the
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Figure 3.9: PDN pad failure’s effect on noise mitigation performance overhead and expected EM
lifetime. F indicates the number of failed pads. The baseline is an 8 MC chip with no failed pads.
For Recovery, the performance overhead with 32 MC goes off-chart to 15% if 20 pads fail (25% if
60 pads fail).

worst consequences of PDN pad failure. Third, although PDN pad failures happen sequentially, and

any PDN pad failure could change on-chip current distribution and thus change the distribution of

current among pads, such phenomena will not reduce the failure risk of initially high-current pads:

EM is an effect that accumulates over time. For these reasons, we use single-pass approximation to

choose failed pads.

The lines in Figure 3.9 show the noise mitigation performance overhead of different pad-failure-

tolerances F and different I/O configurations. We examine both recovery-only and hybrid tech-

niques with a conservative recovery cost of 50 cycles per error. The baseline is the performance

of recovery-only with an 8 MC chip and no PDN pad failures. For the same reason noted in Sec-

tion 3.4.3, noise amplitude only increases mildly despite the significant increase in voltage violation

rate that results from a limited number of PDN pad failures. As a result, the recovery technique,

which enforces a constant timing margin, suffers from more frequent rollbacks as pads fail. The

hybrid technique, however, can avoid this penalty by dynamically adjusting the timing margin.

Even with a relatively high recovery cost, the hybrid mechanism more effectively tolerates PDN

pad failures, especially in wide-I/O chips, and in particular as technology scales.

Regardless of noise mitigation technique selection, we observe that for chips with abundant
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power supply pads (e.g., in the 8 MC case, where the total number of power supply pads is 1254),

the performance overhead when F = 60 is fairly small. For chips with relatively lower power supply

pad count (and thus higher I/O pad count), the performance overhead required to tolerate the same

amount of PDN pad failures is higher. With the hybrid technique, a 24 MC chip can tolerate 60 pad

failures with less than 1.5% performance overhead.

3.6.3 EM Lifetime Considering Pad Failure Tolerance

We have shown that a small amount of PDN pad failures can be tolerated with noise mitigation tech-

niques; we therefore must adjust how MTTFF is calculated to properly account for these failures

(earlier MTTFF values calculated the expected EM-failure-free lifetime). As mentioned before,

the combinational space for allowing tens of pads to fail is enormous, making the derivation of an

analytical solution for expected lifetime with PDN pad failure tolerance impractical. Fortunately,

the times at which individual pads fail follow a known probability distribution. We have therefore

used Monte Carlo Simulation to estimate MTTF under multiple PDN pad failures.

The bars in Figure 3.9 show the normalized expected lifetime of different pad-failure tolerance

levels F across different chip I/O configurations. If we do not allow any PDN pad failures (F = 0),

increasing the memory controller count from 8 to 24 reduces EM lifetime by half with modest noise-

mitigation performance overhead. However, by tolerating a small number of PDN pad failures, the

whole chip’s expected lifetime is extended significantly. For example, if 40 pads are allowed to

fail, increasing processor’s MC count from 8 to 24 would not hurt the expected system lifetime.

According to our performance results, the penalty of tolerating 40 PDN pad failures with a 24 MC

chip is negligible (1%). However, there are limits to how far this approach can extend lifetime.

Going beyond 24 MCs and giving up more power pads to accommodate 32 MCs will place too

much pressure on the rest of the power pads and even PDN pad failure tolerance cannot extend chip

lifetime enough to match the baseline case. Thus we conclude that the power and I/O pad tradeoff

is ultimately limited by C4 EM lifetime–to 24 MCs in the scenarios we evaluate.
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3.6.4 Impact of On-Chip Metal

Since the damage of electromigration is directly related to the density of stressing current, increas-

ing the width of on-chip metal wires could help to alleviate the EM pressure on PDN metal wires.

Using the technique described in Section 3.6.1, we evaluated the MTTFF value for both on-chip

wires and C4 pads. Figure 3.10 shows the impact of on-chip metal occupancy on both C4 pads’

and on-chip wires’ expected lifetime. Even though increasing metal occupancy significantly in-

crease the lifetime for on-chip wires, the change in C4 pads’ MTTFF value is negligible. This

is because wide metal reduces the current density in on-chip wires with increased cross-sectional

area. For C4 pads, although increased metal width reduces the effective resistance between pads, it

only marginally decreases max pad current and does not affect average current at all. We therefore

conclude that the EM lifetime of C4 pads is insensitive to metal occupancy.
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Figure 3.10: Impact of on-chip metal occupancy on the EM lifetime of both C4 pads and on-chip
wires.

3.7 Summary

Power delivery quality is becoming a limiting factor in multicore processor design. In this chapter,

we combine VoltSpot with other architecture-level tools to quantitatively evaluate voltage droop

and electromigration (EM) lifetime changes subject to power/ground and I/O C4 pad tradeoffs. Our
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results suggest that with noise-aware pad allocation, replacing power-supply pads with I/O pads

only mildly increases supply-voltage noise amplitude. By evaluating the performance of different

run-time voltage noise mitigation schemes, we conclude that the penalty of mitigating extra noise

caused by reducing power-supply pads is negligible, as long as run-time noise control is carefully

designed. We also discover that, with the help of dynamic noise mitigation, chips can tolerate a

small number of C4 pad EM failures with low performance overhead. Combined with a detailed

EM lifetime study, we show that with a performance overhead of just 1%, chip I/O bandwidth can

be tripled without sacrificing EM lifetime.



Chapter 4

A Statistical Analysis of EM-induced C4 Bumps Wearout

4.1 Overview

The road toward building reliable silicon chips with higher performance and lower energy con-

sumption is full of challenges from various physical constraints. Electromigration has long been

recognized as an important lifetime reliability issue. Among the various circuit components of a

silicon chip, Controlled Collapse Chip Connection bumps are particularly vulnerable to EM dam-

age because the materials they are made of (e.g., SnPb or SnAgCu) have orders of magnitude lower

current density tolerance compared with the material used in on-chip wires (e.g., copper) [97].

Moreover, C4 bumps suffer from the effect of Joule heating and current crowding [8], which both

accelerate EM damage.

Due to the sheer volume of power supply bumps that today’s high-performance microproces-

sors usually have (e.g., a few thousand [32]), the whole system’s expected EM-failure-free time is

much shorter than a single bump’s mean-time-to-failure, because any bump could fail after even

a relatively short period of time [69]. As a result, guaranteeing EM-failure-free operation during

the targeted system lifetime requires allocating a large amount of C4 bumps to the power delivery

network to amortize per-bump current and improve single-bump MTTF. As non-ideal technology

scaling brings exponentially increasing transistor density without being able to reduce the supply

voltage accordingly, power and current consumption density grow rapidly. As we demonstrated

in Chapter 3, near future silicon chips will require more power-supply C4 bumps to maintain EM

54
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lifetime.

Unfortunately, higher power bump count raises the cost of the chip package, with increased

design and fabrication complexity. For example, the difficulty of silicon chip assembly, especially

getting sufficient underfill material to flow smoothly through the C4 bump array, is directly related

to the density of populated C4 bumps [104]. Besides, more power bumps create more footprints

(i.e., contacting areas for electrical connection) in the chip package, which increases the complexity

of I/O routing. To make matters worse, higher power bump requirements also reduce the available

bandwidth for off-chip I/O communication, which eventually degrade processor performance. This

is because the bump sites, which are projected to have a constant density in the future [32], are

shared exclusively by both power supply and I/O channel. It is therefore becoming critically im-

portant to improve whole-chip robustness against EM-induced bump wearout in order to reduce the

requirement for power supply bumps.

Once a power supply bump fails, the PDN’s effective impedance seen by its nearby circuit will

increase, because now the supply current has to come from neighbouring power bumps through the

lateral on-chip PDN wires. In Chapter 3, we observe that because the on-chip wires are designed

to have very low impedance, the voltage noise increment caused by a moderate number of bump

failures is usually very small. This observation suggests that allocating a mild extra on-chip voltage

noise margin (i.e., over-volting and/or under-clocking) could help tolerate bump failures, improve

whole-chip’s EM-robustness, and reduce the power bump requirement. However, as power bumps

start to fail, the current they used to carry will be re-distributed to their neighbouring bumps and ac-

celerate EM wearout. This may create an “avalanche” effect where a cluster of bumps break shortly

after the first bump failure happens. Our simulation results show that this failure-acceleration effect

does exist and designers should carefully consider its impact.

In this chapter, we design and implement a Monte Carlo Simulation (MCS) framework to ana-

lyze the mechanism and consequences of multiple, EM-induced, random power-C4 bump failures.

By integrating this framework with VoltSpot (Chapter 2), we are able to capture the impact of cur-

rent re-distribution and study the whole system’s MTTF under given power bump configuration

and voltage noise margin. Our framework helps to navigate designers through the complex trade-
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off involving C4 bump allocations, EM-induced MTTF, voltage noise margin, and multiple on-chip

power domains. This chapter’s major contributions are:

• We develop an MCS framework for multiple EM-induced random bump failure simulation.

It helps designers provision bump allocation under different design constraints, to reduce

packaging cost and support more off-chip I/O channels in current and near-future technology

nodes.

• We observe that the EM-induced bump-wearout power delivery quality degradation is a rel-

atively slow process. Therefore, a small extra voltage noise margin can tolerate a significant

increase in permissible bump failures and extend system lifetime. Simulation results indicate

that with an extra noise margin of 0.5% Vdd IR drop, designers can reduce power bump count

by 43% without shortening system MTTF.

• By comparing results against a simplified model that ignores the impact of current re-

distribution, we prove the existence of bump failures’ avalanche effect and show that ignoring

its impact will over-estimate system MTTF by up to 80% and under-estimate the required

noise margin for EM-wearout by over 50%.

• We evaluated the impact of having multiple on-chip voltage domains and observe that split-

ting power grid into multiple islands will degrade bump array’s robustness against EM-

wearout. Under a fixed MTTF target and voltage noise limit, finer grained power domain

setting requires up to 15% more power bumps.

• We design and evaluate two run-time techniques that effectively extend system’s lifetime

beyond designed MTTF with graceful performance degradation.

4.2 Background and Related Work

4.2.1 Single Bump EM Failure

EM refers to the phenomenon of gradual mass transport in metal conductors induced by momentum

transfer from electrons to atoms. It creates an open or short-circuit in the PDN and permanently
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degrades the quality of power delivery. The EM-induced failure mechanism for a single C4 bump

has been extensively studied in the past. The cumulative distribution function (CDF) of a single

bump’s failure probability over time can be well described by a lognormal distribution [56]:

F (t) =
∫ t

0

1√
2πσt

e−(ln t−ln t50)
2/2σ2

(4.1)

where σ is the lognormal distribution’s standard deviation (determined experimentally to be

0.5 [56]). The mean-time-to-failure is determined by Black’s equation. For C4 bumps, the MTTF

equation must be adjusted to consider the impact of current crowding and Joule heating [8]:

t50 = A(cJ)−nexp
(

Q
k (T +∆T )

)
(4.2)

where J is current density, n and Q are material-specific constants (for C4 solder bump, n= 1.8,Q=

0.8eV [6]), k is Boltzmann’s constant, c = 10, ∆T = 40◦C [8], A is an empirical constant, and T is

temperature in Kelvin. With equation (4.1) and (4.2), we can calculate the probability of failure for a

single bump after any time t. We note that although EM wearout can also cause a short-circuit in the

on-chip metal stack, C4 bumps are less likely to suffer from such a phenomenon, since the spacing

between C4 bumps is usually much larger than on-chip metal. Thus in this chapter, we assume that

all EM-induced bumps failures cause an open circuit. Also, because I/O bumps carry bidirectional

current, they are characterized by longer times to the EM-induced failure [27]. Furthermore, I/O

bump failures are independent of each other and do not affect power delivery quality. For these

reasons, we only study the failure of power bumps in this chapter.

4.2.2 Consequences of Power-Supply Bump Failures

Figure 4.1 provides a simplified illustration of bump failure on a 1-dimensional PDN. Once a power

supply C4 bump fails, it can no longer deliver current to the silicon chip. Transistors near the failed

bump therefore have to draw current from neighbouring power bumps through the lateral on-chip

PDN wires. This phenomenon has two consequences. First, the increased current density in those

neighbouring bumps (the two remaining ones in Figure 4.1b) will exacerbate EM wearout, causing
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Figure 4.1: The consequence of a power bump failure.

an avalanche effect where clustered bumps fail more quickly after the first failure within that cluster.

Second, the effective PDN impedance seen by the transistors near the failed bump (e.g., the current

source in the middle of Figure 4.1b), will increase, which intensifies the supply voltage noise in

those regions. The increased noise will result in frequent timing errors and consequently, system

failure. We note that the severity of the avalanche effect directly affects the rate of power delivery

quality degradation (i.e., the increment of on-chip voltage noise over time) and the expected chip

lifetime. If bump failures are scattered across the entire chip, the per-failure-induced increment

of voltage noise will be smaller, and therefore the chip will survive longer before on-chip voltage

noise exceeds the design threshold. If all failed bumps are clustered together, on-chip voltage noise

will rapidly exceed the design threshold after a few bumps fail.

4.2.3 Related Work on Statistical EM Analysis

In Chapter 3, we found that tolerating multiple EM-induced bump failures with extra noise guard-

band could significantly extend system MTTF. However, our first-order analysis made several sim-

plified assumptions about the mechanism of EM-induced C4 failures. For example, because Chap-

ter 3 ignores the impact of bump-failure-induced current redistribution, the potential damage of

the avalanche effect could not be captured. Also, we previously assumed that the bumps with the

largest current always fail first, which neglects the stochastic nature of bump failures. In order to

evaluate the impact of failure-induced bump-current redistribution, and to accurately estimate the

system’s expected lifetime, we improve our previous work with a statistical analysis approach and
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more accurate assumptions.

Li et al. [52] proposed a statistical model for multi-via EM lifetime estimation. Fawaz [14]

designed a MCS framework to estimate the on-chip power grid’s expected lifetime under given a

IR drop target. Although the failure times of a single via or copper line follow the same probability

distribution (i.e., lognormal) as a C4 bump, the prior work is not adequate for the study of multiple

bump failures, because it either ignores the failure-induced current redistribution [14], or is only

capable of modeling a small number of vulnerable elements (e.g., four vias in [52]). To the best of

our knowledge, a whole-system analysis of multiple C4 bump failures that considers the impact of

the avalanche effect is missing from the literature.

4.3 Statistical Simulation of Bump Failures

4.3.1 Monte Carlo Simulation and Results Confidence Level

In this chapter, our primary interest is system’s robustness against EM-wearout. This is usually

measured with system mean-time-to-failure, where the time-of-failure (TOF) is defined as when the

maximum on-chip voltage noise exceeds a pre-determined threshold. Because the failure of each

bump is a probabilistic event, multiple bump failures become a stochastic process. Considering

the total number of power-supply bumps, the permutation space of possible bump failure sequences

will be enormous even if we only allow a small portion of bumps to fail (we use permutation instead

of combination because the order of bump failures matters due to the current re-distribution effect).

For example, for a silicon chip with 1500 total C4 bumps, there are more than 10126 ways to fail 40

bumps. For this reason, an analytical approach would be infeasible for the study of multiple bump

failures.

Fortunately, since we are interested in the mean value of a distribution (system lifetime), Monte

Carlo Simulation (MCS) can be utilized to get reliable results within reasonable time. The idea of

MCS is to take random samples from the population-of-interest and use the sample arithmetic mean

to estimate the true mean. The quality of this estimation heavily depends on the number of samples

taken. Prior work [39] suggests that when sampling from an unknown distribution, the following
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equation can be used as the stopping criteria:

N ≥
(

zα/2sN

|x̄N |ε/(1+ ε)

)2

,( f orN ≥ 30) (4.3)

where N is the minimum number of samples required, x̄N is sample mean, ε is the estimation’s

relative deviation from the population’s true mean µ. zα/2 is the (1−α/2)-percentile of a random

variable Z, where Z has standard normal distribution. sN is sample standard deviation, which can

be calculated by:

sN =

√
1

N−1

N

∑
i=1

(xi− x̄N)
2 (4.4)

In our work, we set ε = 0.005 and zα/2 = 2.32(α = 0.02) therefore our MTTF results have a con-

fidence interval of ±0.5% around the true mean at a confidence level of 98%. In our study, this

confidence level can be achieved with N = (800,1500).

4.3.2 Capturing the Impact of Current Re-distribution

As we discussed in Section4.2.2, the severity of the avalanche effect caused by failure-induced cur-

rent re-distribution directly affects system’s robustness against EM. To model the EM-wearout ac-

celeration phenomenon caused by failure-induced current re-distribution, we need to adjust bumps’

failure probability distribution functions whenever their current changes. This CDF adjustment has

been discussed in previous work [52]. It involves two major steps: stressing current translation and

conditional probability calculation. The rule of current translation is given by equation:

(
Iprev

Inew

)n

=
tprev

′

tprev
(4.5)

where n is the same as in equation 4.2, Iprev and Inew are previous and new current, tprev is the

stressed time under previous current and tprev
′ is the translated stress time. Under this equation,

the probability of failure under current Iprev over time tprev would be the same as if been stressed

under Inew over time tprev
′. With the translated stressed time, we can calculate the new CDF with
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conditional probability:

Fnew
′ (t) =

Fnew (t + tprev
′)−Fnew (tprev

′)

1−Fnew (tprev
′)

(4.6)

For any time period t after the moment of current change, this equation calculates the probability

of bump failure under current Inew, given the condition that the bump hadn’t fail after the first time

period of tprev
′. Fnew is the unmodified CDF under stressing current Inew.

4.3.3 MCS Framework for Bump Failure Study

1 Initialize an empty set S;
2 while stopping criteria (equation 4.3) is not met do
3 foreach bump do
4 calculate current density and generate CDF;
5 generate TOF;
6 end
7 while max on-chip noise < threshold do
8 bump to fail = the alive bump with earliest TOF;
9 current time = bump to fail.TOF;

10 remove bump to fail from PDN;
11 re-evaluate on-chip voltage noise;
12 foreach alive bump do
13 re-calculate current density;
14 adjust failure probability CDF;
15 generate TOF;
16 end
17 end
18 add current time as a new sample to S;
19 end
20 MTTF = mean(S);

Algorithm 1: Our MCS framework for failure study.

Algorithm 1 illustrates the details of the failure model used in our MCS framework. Within a

trial of bump failure simulation, we first calculate the current density of each bump and generate per-

bump failure time CDF (line 4) using equation 4.1 and 4.2. Then we randomly generate the TOF of

each bump using the inverse transform sampling method [10]. To be more specific, we first generate

a random number p for each bump from a uniform distribution between 0 and 1. The bump’s TOF

then equals to F−1 (p) where F−1 is the inverse function of the bump’s CDF. By selecting the bump
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with earliest TOF and removing it from the PDN (line 8-10), we can simulate one random bump

failure event. Every time a bump fails, all remaining bumps’ CDF will be adjusted (line 13-14) and

inverse-transform-sampled (line 15) to capture the impact of current re-distribution.

To monitor the degradation of power delivery quality over time, we re-evaluate on-chip noise

level whenever a failed bump is removed (line 11). As soon as the noise level exceeds the design

threshold, we terminate the trial and record the last failed bump’s TOF as the TOF of the whole

system (line 18). Each iteration of the outer while loop (line 2-19) simulates a trial of bump failures

and generates one system TOF sample. The MCS will stop as soon as the stopping criteria (equa-

tion 4.3) is satisfied and the system’s MTTF equals to the arithmetic average of all samples (line

20).

1 Initialize an empty set S;
2 while stopping criteria (equation 4.3) is not met do
3 foreach bump do
4 calculate current density and CDF;
5 generate TOF;
6 end
7 while max on-chip noise < threshold do
8 bump to fail = the alive bump with earliest TOF;
9 current time = bump to fail.TOF;

10 remove bump to fail from PDN;
11 re-evaluate on-chip voltage noise;
12 end
13 add current time as a new sample to S;
14 end
15 MTTF = mean(S);

Algorithm 2: Simplified bump failure model

To evaluate the severity of the avalanche effect, we also implement a simplified baseline model

that only calculates bump current, CDF and TOF once in every trial and does not adjust bump

current or CDF after bump failures (Algorithm 2). This way, the simplified model ignores the

impact of current re-distribution and the results’ differences between these two models directly

measures the severity of the avalanche effect. We note that the model used in Chapter 3 would

not be a proper baseline for this study because it assumes that bumps with the highest current will

always fail first, which completely neglects the stochastic nature of bump failures and thus unable

to provide system MTTF.
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4.3.4 Supporting Other Random Failures

Although Algorithm 2 and 1 are designed to simulate multiple EM-induced C4 bump failures, they

can be easily extended to study other vulnerable components under EM stress or other reliability

threats. For example, by replacing C4 bumps with other vulnerable units (e.g., on-chip metal wires

under EM stress or transistors under the threat of time-dependent gate oxide breakdown, or TDDB)

and plug in the corresponding failure probability CDF, we can evaluate the consequence of multiple

failures and the whole-system’s MTTF. If the modeled failure events are not independent to each

other, the system re-evaluation and CDF re-calculation mechanism in Algorithm 1 (line 11-16) can

be used to capture the interaction between random failures and their system-level impacts. More-

over, our framework has built-in interfaces with architecture-level power, thermal and voltage noise

models therefore it directly supports the exploration of different failure mechanisms’ dependency

on current, temperature and voltage.

4.4 Simulation Methodology

4.4.1 PDN Modeling

The MCS framework described in 4.3 uses per-bump current to calculate/adjust failure probability

CDF. It also depends on the evaluation of on-chip voltage noise to determine the whole system’s

TOF. To get the PDN’s current and voltage profile, we integrate our MCS framework with VoltSpot.

The parameters used in our study are listed in Table 4.1. We note that although existing circuit level

PDN models (e.g., the SPICE model in [64]) are also capable of simulating PDN current and noise,

they usually involve millions of nodes, which significantly increase simulation time. As a result,

these models can not provide enough MCS trials to derive high quality results within a reasonable

time.

In order to avoid pessimistic results caused by sub-optimal power bump placement, we opti-

mized the location of all C4 bumps in all of our test cases. The optimization algorithm is adopted

from prior work [91].
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On-Chip Metal Resistivity (ρ) 1.68e-8
Global PDN Layers Width/Pitch/Thickness (µm) 10 / 30 / 3.5
Intermediate PDN Layers W/P/T (µm) 400 / 810 / 720
Local PDN Layers W/P/T (µm) 120 / 240 / 216
C4 Bump Diameter/Pitch (µm) 100 / 285
C4 Bump Resistance (mΩ) 10
Package Resistance (mΩ) 0.015

Table 4.1: PDN Parameters used in this study.

4.4.2 Multicore Processor Power, Area and Floorplan Modeling

To study the severity of EM in the near future high-performance processors, we build a multicore

processor based on a 45nm Intel Penryn processor [16] and scaled it down to 16nm. It has 16

32-bit 4-way out-of-order cores. Each core contains a 32kB L1 instruction cache and a 32kB L1

data cache. Unified L2 caches private to each core are each 3MB. The chip area was calculated

with McPAT [53], an architecture-level power model. Application-specific power consumption was

derived by integrating McPAT with a performance simulator Gem5 [4]. We use ArchFP [13] to

generate our floorplans. Figure 4.2 shows the floorplan of our 16nm, 16 core processor. It has an

area of 159.4 mm2 and a total number of 1914 C4 bump sites. With a supply voltage of 0.7V, the

3.7GHz processor’s peak power consumption is 151.7 W. We assume that the silicon chip has an

uniform temperature of 100◦C, which provides a lower bound of system MTTF and therefore an

upper bound of the minimum required noise margin.

Figure 4.2: Floorplan of our example multi-core processor.
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In the past, Tao et al. [84] discovered that the lifetime of metal under high-frequency AC current

stress is determined by the DC component of the stressing current alone. For this reason, we

analyze bump EM stress in steady-state only. To be more specific, we first simulate the Parsec

2.0 benchmark suite [3] with our power and performance simulators and then extract the average

power consumption of the entire suite. With this power map as an input to steady-state VoltSpot

simulation, we can capture the whole system’s EM wearout under the processor’s average behavior.

4.5 Results and Discussions

4.5.1 The Avalanche Effect: How Bad Is It?

In this chapter, the avalanche effect of bump failures refers to the phenomenon that once a power

bump fails, the current it use to carry got re-routed to its neighbouring bumps and causes a chain

effect of accelerated wearout and failures in the neighbouring bumps. To analyze the severity of

the avalanche effect, we perform MCS on our 16-core processor with both detailed and simplified

failure models described in Section 4.3. Figure 4.3 illustrates the whole chip’s MTTF with different

extra noise margins reserved for EM wearout. The baseline case, which is a conservative design

with no extra margin and 40% of total bumps assigned to power supply, has a maximum on-chip IR

drop of 1.24% Vdd. All results are normalized to the MTTF of this baseline design. As we tolerate

larger IR drop (x-axis represents the delta increase of noise margin), we significantly extend system

MTTF by allowing more bumps to fail. Since the only difference between the two models is whether

they consider the impact of current re-distribution, the differences between their results are directly

caused by the avalanche effect. Therefore, Figure 4.3 indicates that the avalanche effect does exist

and in extreme cases (e.g., with 5% Vdd extra noise margin), ignoring it will over-estimate system

MTTF by 80%.

We also evaluated the computational complexity of the two models. In general, the detailed

model requires more simulation time, because failure time CDFs need to be updated for every

bump after each bump failure. However, the simplified model requires more trials for each MC

experiment, because bump failures are not correlated in space and more bump failures are needed
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Figure 4.3: Normalized whole-system MTTF under different noise margin settings. The differences
between the two sets of results are caused by the avalanche effect.

to reach chip failure, while the detailed model requires fewer trials as extra noise margin increases,

because there are fewer paths to failure. As a result, the simulation overhead of the detailed model

ranges from 80% (at 0.5% extra noise margin) to break-even (at 4.5% extra margin).

An interesting observation is that the severity of the avalanche effect will increase as we further

relax noise margin to allow more bumps to fail. This is because as EM-stress gradually fails a cluster

of power bumps, the amount of current re-distributed to the remaining bumps will accumulate and

exacerbate the acceleration of EM-wearout. If we only allow a small portion of bumps to fail (i.e.,

the left-most data points of Figure 4.3), the impact of current-redistribution is fairly small and a

mild increase in noise margin can tolerate those bump failures and significantly increase system’s

MTTF.

4.5.2 Achieving Target MTTF with Reduced Bump Count

The number of C4 bumps allocated as power supply is an important design parameter because it

directly affects both the complexity of chip package design and the available physical width of off-

chip I/O communication channels. Although both design considerations favor fewer power supply

bumps, reducing power bump count will increase bump current and therefore degrade system’s EM-
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robustness. Table 4.2 shows our baseline chip’s expected lifetime without any EM-induced bump

failures. We evaluated different bump allocation schemes and observe that reducing power-bump

count significantly shortens EM-failure-free time.

% of Bumps Allocated 70% 60% 50% 40% 30%as Power Supply

Normalized System 1.00 0.90 0.72 0.54 0.36EM-failure-free Time

Table 4.2: Whole system’s expected EM-failure-free time under different bump allocations.

Fortunately, the observations in Section 4.5.1 indicate that by assigning a mild extra noise mar-

gin to tolerate bump failures, the MTTF of a chip with fewer power bumps could be extended to

match the MTTF of a chip with more bumps. In other words, at the cost of increased noise margin,

power bump count can be reduced without degrading system’s MTTF.

With our MCS framework, we analyzed the tradeoff between chip power bump count and the

required on-chip voltage noise margin under a fixed system MTTF target. Using a target MTTF

that equals the EM-failure-free time of a baseline chip with 70% of total bumps allocated as

power/ground, Figure 4.4a shows the required noise margin for different bump allocation schemes

(In this subsection, we only discuss the single domain case, which is the blue line with diamond-

shaped marker at the bottom). We note that the noise margin values here represent absolute Vdd%

IR drop and they include the guard band to tolerate both bump failures and the power delivery

quality degradation due to reduced bump count (e.g., if we reduce power bump ratio from 70% to

30%, the worst on-chip IR drop will increase from 0.91% to 1.59% even without any bump fail-

ures). We observe that a mild increase in noise margin is sufficient even if we significantly reduce

power bump count. For example, with an extra noise margin of 0.53% Vdd (from 0.91% to 1.44%),

designers can reduce power bump count by 43% (from 70% to 40%) without shortening whole-

system’s MTTF. This increases the physical bandwidth for off-chip I/O communication by up to 2x

(I/O bump count from 30% to 60%) while only incurring less than 1% slowdown (addressable by

under-clocking to increase timing margin).
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Figure 4.4: The required noise margin (in terms of absolute Vdd% IR drop) to achieve target
MTTF for different bump allocations and multiple on-chip power domain settings. We assume
that the target MTTF equals the EM-failure-free time of the single-domain chip with 70% bumps
as power/ground.

4.5.3 Impact of Multiple On-Chip Power Domains

Contemporary processors usually have multiple on-chip power islands instead of supporting the

entire silicon chip with a single power domain. Splitting the on-chip power delivery grid into mul-

tiple isolated domains provides finer-grained spatial support for dynamic voltage and frequency

scaling (DVFS), which improves the energy efficiency of multi-core processors. Also, isolating

high-frequency digital blocks (e.g., CPU cores) from mixed-signal blocks (e.g., PHY unit in mem-

ory controllers) helps to improve the integrity of analog signals. However, separating the power

grid into mutually insulated domains inevitably “cuts off” a portion of lateral current flow in the

on-chip PDN. This not only degrades power delivery quality due to increased PDN impedance, but
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also undermines C4 bumps’ robustness against EM-wearout. This is because for the bumps near

domain boundaries, the amount of redistributed current due to bump failures within one domain

will be higher since the bumps in neighbouring domains could no longer help to share the current

load.

To study the impact of power domains on system EM robustness, we extended VoltSpot by

splitting the virtual on-chip Vdd grid into different islands according to the chip floorplan and the

power domain specification for each block. The lateral circuit branches in the virtual grid that cross

domain boundaries are removed so that different domains are mutually insulated from each other.

With this extension, we performed statistical analysis with our MCS framework and Figure 4.4a

shows the required noise margin to achieve the target system MTTF under different power domain

settings. Using the same MTTF target and bump allocations as Section4.5.2, we tested three cases

with 4, 2, and 1 core(s) per domain, which give us 4, 8 and 16 different domains respectively.

Simulation results indicate that having multiple power domains does exacerbate EM-wearout, and

the required noise margin to guarantee targeted MTTF will increase significantly as we split the

power grid into more domains or reduce power bump count. If the chip design has strict limits for

both MTTF and on-chip noise margin, supporting more power domains will require more power

bumps. For example, with a fixed noise margin of 2% Vdd, a single-domain chip needs only about

35% of total bumps to supply power while a one-core-per-domain chip has to increase this ratio

to around 55%. These results indicate that although more on-chip power islands improves system

energy efficiency with finer-grained support for voltage/frequency tunning, it also comes with the

price of a higher demand for power bumps.

To further explore the impact of the avalanche effect, we performed the same set of analysis

with the simplified model (Figure 4.4b). By ignoring the current re-distribution phenomenon, the

simplified failure model produces optimistic estimations of EM-wearout and therefore ends up with

a much smaller noise margin requirement. In the worst case scenario with 1 core per domain and

30% bumps as power supply, the simplified model underestimates the required noise margin by over

50%, which leads to a design that will fail long before the target MTTF. We therefore conclude that

it is critically important to evaluate the impact of the avalanche effect in the design tradeoff study
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that involves power bump count, noise margin, EM-induced system MTTF and multiple on-chip

power domains. Failure to do so can lead to incorrect pre- and post-RTL design decisions.

4.5.4 Using Graceful Performance Degradation Schemes to Extend Chip Lifetime

The EM-wearout of a silicon chip’s C4 bump array is a gradual process that slowly increases on-

chip voltage noise. Due to the non-uniform current distribution between different bumps and the

presence of the avalanche effect, different on-chip regions will suffer from different levels of EM-

induced power delivery quality degradation. These observations suggest the possibilities of using

graceful performance degradation techniques to extend silicon chip’s lifetime beyond the original

MTTF and thus get more work done with lower performance. For example, with the ability to

further relax noise margin (e.g., slow down clock frequency) after worst-on-chip IR drop reaches

the design-target, the silicon chip could tolerate more bump failures and operate longer with reduced

performance. Another possible scheme is to abandon a core as soon as its IR drop exceeds the

design-target. This way, the processor loses throughput but the remaining cores could operate

longer with unchanged voltage and frequency level.

We implemented both margin adaptation and core desertion techniques in our MCS framework.

For the margin adaptation scheme, we assume a fixed voltage level and only adjusting global clock

frequency to accommodate extra voltage noise. Since there is a linear dependency between the

delay of transistors and supply voltage noise level, we assume that a 1% extra IR drop requires

slowing down clock frequency by 1%. After the on-chip noise exceeds the original design target,

the margin adaptation controller will gradually slowdown the entire processor according to the

actual voltage noise level. It is worth mentioning that in practical designs, designers could set a

hard limit on noise margin beyond which the processor or core will be considered as failed. This

help to maintain a lower performance bound and guarantee silicon chip’s functionality under worst

case voltage noise. We include this hard limit as a design parameter in our framework. For the

core-desertion technique, the controller will power-gate a core as soon as its noise level exceeds

design-target and the abandoned core will be never used again. We note that both schemes assume

ideal voltage sensing that captures worst per-core IR drop. The discussion of noise detection’s role
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exceeds the scope of this chapter but is an interesting direction for future work.
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Figure 4.5: Evaluation of two graceful performance degradation mechanisms. Margin adaptation
technique gradually relax noise margin until a designated limit (different lines with 2-5% Vdd).
Core desertion scheme abandons a core if its noise exceed the design target. All values are normal-
ized to the amount of workdone by the baseline chip without any graceful degradation mechanisms
enabled.

To study the effectiveness of these two schemes, we pick a design point from Figure 4.4a and ap-

ply the graceful degradation techniques with different settings. The baseline design has 40% bumps

allocated to power supply and uses a single on-chip power domain. It requires an IR drop margin

of 1.44% Vdd to meet the MTTF target. Figure 4.5 shows the evaluation results with the metric of

aggregated workdone, which is calculated as ∑clock f requency ∗ number o f f unctional cores ∗

time duration. All results are normalized to the workdone of our baseline design without any grace-

ful performance degradation scheme. By testing the core-desertion technique that abandons up to

14 cores (out of 16) and the margin adaptation technique with different hard noise limit, we found

that the aggregated workdone can be significantly increased (up to 2.5x) with graceful degradation

schemes.

An interesting observation is that if we only apply one technique, the benefit of slightly in-

creasing noise margin would be equivalent to abandoning many cores. For example, by gradually

relaxing noise margin from 1.44% to 2% Vdd, the chip could get 51% more work done. To com-
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plete the same amount of extra work, core-desertion technique must abandon at least 7 cores. The

reason behind margin adaptation technique’s high-efficiency is similar to what we’ve observed in

Section 4.5.1, where a slight noise margin increase could tolerate more bump failures and signifi-

cantly improve chip lifetime. On the contrary, core-desertion technique is not as effective because

the silicon chip usually suffers from multiple EM-damaged regions therefore shutting down only

a few cores could not extend the lifetime of the entire chip. In conclusion, graceful performance

degradation techniques could keep a processor running after The designed MTTF and thus signifi-

cantly increase the amount of work done by the processor.

4.5.5 Transient Noise Evaluation

The majority of this study uses steady-state IR drop as the metric to evaluate power delivery qual-

ity. Although this methodology has been widely used by researchers and engineers [69], it is also

important to understand the impact of bump failures on transient noise. Unfortunately, even though

VoltSpot supports transient noise simulation, evaluating PDN transient behavior will be many orders

of magnitudes slower than steady-state simulation. For example, simulating 2M cycles (which is the

minimum requirement to get an average noise behavior of one application [103]) would take over

200 hours, while one steady-state simulation takes less than 0.1 second. Considering the fact that

each trial in our MCS has to evaluate on-chip noise once after every bump failure and it requires up

to 1000 trials to get high-quality MTTF results, it become impossible to rely on whole-application

transient noise evaluation in our analysis.

In order to validate whether our IR-drop-based observations are consistent with transient noise

evaluation, we significantly reduce simulation time by only evaluating the worst-case transient

noise. Using a 1k-cycle stressmark that triggers the largest transient voltage drop among the entire

Parsec 2.0 benchmark suite, we are able to perform our MCS within an acceptable time period

(e.g., 2 weeks). To be more specific, we replace the steady-state noise evaluation in Algorithm 1

(line 11) with transient simulation of the stressmark and use the maximum on-chip transient voltage

drop during the entire stressmark to determine the failure of the chip (line 7). Table 4.3 shows the

MTTF results under transient noise evaluation. Similar to the steady-state results, a small extra
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margin reserved for EM wearout (e.g., 0.5% Vdd) allows the system to tolerate bump failures and

significantly extend MTTF (e.g., 2x). Also, the fact that larger noise margin gives diminishing re-

turn on MTTF indicates that the avalanche effect also applies to transient behavior. These results

give us confidence that our observations derived from IR-drop evaluation applies to the cases where

transient noise is a major concern. A more detailed transient study is left for future work.

Extra Noise 0.5 1 1.5 2 2.5 3Margin % Vdd

Normalized MTTF 1.99 2.19 2.34 2.43 2.52 2.56

Table 4.3: Evaluation of EM-induced system MTTF under different transient noise margin settings.
A 1k cycle stressmark is used to evaluate chip transient voltage noise. All results are normalized to
the EM-failure-free time of the baseline processor with 40% bumps assigned as power supply.

4.6 Summary

In this chapter, we develop a Monte Carlo Simulation framework for the study of multiple EM-

induced power-supply C4 bump failures. Our results indicate that the degradation of power delivery

quality, in terms of maximum on-chip voltage noise, is a relatively slow process and a small extra

noise guardband enables the system to tolerate the consequence of multiple bump failures and

significantly extends system MTTF. As a result, target lifetime can be achieved with significantly

reduced power supply bump count (e.g., by 43%) and a slightly increased on-chip noise margin

(e.g., 0.5% Vdd IR drop). Also, we show that an avalanche-like wearout acceleration effect exists

and ignoring it will over-estimate system MTTF by up to 80% and under-estimate the required noise

margin for EM-wearout by over 50%. Moreover, we explored the impact of splitting on-chip power

grid into multiple domains and observe that the lack of lateral PDN current flow across domain

boundaries degrades bump array’s EM-robustness. Consequently, chips with finer-grained domains

will require more power supply bumps to maintain the target MTTF.

The design of C4 bumps under EM-induced reliability constraint is a multi-dimensional design

space that consists of bump allocations, system MTTF, voltage noise margin, multiple on-chip
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power domains, and etc. The MCS framework we develop here can guide a designer through this

complex trade-off space and help designers to: 1. Better provision bump allocation in different

design scenarios to reduce packaging cost and support more off-chip I/O channels in near-future

technology nodes; 2. Better reserve timing margin for EM-wearout to achieve targeted MTTF;

3. Better design on-chip power islands to balance system energy-efficiency, I/O bandwidth and

cost. Our framework can be easily extended to study the impact of on-chip temperature gradient.

It also supports the design and evaluation of run-time wear leveling and/or graceful performance

degradation techniques.



Chapter 5

A Cross-Layer Exploration of Voltage-Stacked PDN in

Many-Layer 3D-IC

5.1 Overview

Because the benefits of Dennard scaling (devices that are simultaneously smaller, faster and lower

power) are quickly vanishing, three-dimensional integrated circuits (3D-IC) are becoming an es-

sential path to maintain exponential growth in device integration. However, 3D-IC raises several

fundamental technical difficulties in addition to the fabrication challenges. Because the number of

physical layers in a 3D-IC stack is expected to increase in the future, the problems of delivering

power to the 3D stack seem daunting. The main culprit is the fundamental mismatch between the

volumetric (cubic) aspect of power consumption and dissipation in 3D-IC, and the fact that power

delivery is limited to only the bottom 2D surface (quadratic).

To alleviate the power delivery constraints in the era of 3D-IC, previous research proposals [18,

34, 59] suggest using the idea of voltage-stacking (V-S) to build the power delivery network for

3D-IC. V-S simply refers to the power delivery arrangement of two or more circuit blocks such

that the ground of one block becomes the power supply connection for the next: the blocks are

connected as a series stack for power delivery, with all of them sharing the same current while

their Vdd values are added. With the help of voltage-stacking’s ability to “recycle” current between

blocks, adding more layers to a 3D-IC only requires increasing the off-chip supply voltage while

75
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the current density within the PDN stays constant. For this reason, V-S provides a scalable solution

to break the mismatch between 3D volume power dissipation and 2D surface power delivery.

To make the envisioned 3D-IC V-S practical, explicit voltage regulation is required for the gen-

eral case when the currents of the various layers are not perfectly matched. While circuit solutions

have been proposed for these explicit regulators [34, 59], a cross-layer tradeoff study that exam-

ines the benefits of voltage-stacking’s current reduction, the area overhead and power efficiency

of explicit voltage regulation, and the supply voltage noise under different workload conditions, is

missing from the literature. For example, it is intuitive that compared with regular PDNs, V-S PDNs

are more robust to electromigration wearout due to the reduced current density in through-silicon-

via and Controlled Collapse Chip Connection pads. However, it is not clear how 3D-IC scaling

(i.e., more layers) affects TSV/C4 array’s EM lifetime, or whether designers can improve regular

PDN’s EM-robustness to match V-S PDNs’ lifetime by simply allocating more power supply TSVs

and pads.

In this chapter, we first extract noise/area/power information from a circuit implementation of a

charge-recycled voltage regulator. Based on circuit-level insights, we extend VoltSpot into a system-

level 3D PDN model to explore the impact of V-S on 3D-IC’s PDN design. With the ability to profile

each TSV and C4 pad’s current and on-chip IR drop, 3D VoltSpot enables a detailed comparison of

power delivery quality between regular PDNs and V-S PDNs in the context of 3D-IC. Our results

show that by significantly improving PDN’s EM-induced lifetime with high power-efficiency and

minimal extra voltage noise, V-S provides a scalable and practical solution to the power delivery

challenge in the era of many-layer 3D-IC. Our major contributions are:

• A system-level PDN model for 3D-ICs that supports the study of EM-induced reliability and

supply voltage noise for both regular and voltage-stacked PDN. With a fine-grained modeling

granularity and the ability to capture on-chip voltage regulators’ power efficiency and output

voltage drop, our model can assist system designers with evaluating the benefits and costs of

design scenarios with different number of regulators and different TSV/C4 pad allocations.

• A detailed analysis of voltage stacking’s impact on power-supply C4 pad and TSV array’s
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EM-induced lifetime. Our analysis indicates that although stacking more silicon layers

quickly degrades regular PDNs’ EM-lifetime, V-S PDNs’ EM robustness is much less sen-

sitive to silicon-layer count. For an 8-layer 3D processor, V-S improves the EM-induced

lifetime of C4 pad and TSV array by up to 5x.

• Demonstrating the importance of workload imbalance (i.e., the power consumption differ-

ence between two adjacent layers in a 3D-IC) as a V-S design consideration and quantifying

its impact on supply voltage noise, power efficiency and area overhead. Simulation results

show that with the same total area overhead and an average workload imbalance ratio ex-

tracted from full applications, a V-S PDN’s IR drop is only marginally larger (i.e., 0.75%

Vdd) than a regular PDN.

This work is published in DAC15 [101].

5.2 Background and Related Work

5.2.1 Power Delivery Challenges and Solution in the Era of 3D-IC

As the number of layer increases, the mismatch between 3D volume power dissipation and 2D

surface power delivery will inevitably increase the current density in both power supply C4 pads

and TSVs. Higher current density not only exacerbates supply voltage noise (e.g., IR drop, Ldi/dt

and LC resonance), but also accelerates EM-induced wearout. This indicates that the power delivery

constraints will become more severe in the era of 3D-IC.

Voltage-stacking connects the PDN of two or more circuit blocks in series such that the ground

of one block becomes the power supply for the next. When voltage-stacked, the current consumed

by one block will be reused (charge-recycled) by the next block: all the blocks will share the same

current while their Vdd values are added. While the scalability of V-S is limited in the regular

2D technology due to the fact that all blocks have to share the common substrate, 3D-IC offers a

straightforward platform for supporting multiple blocks with V-S. This is because 3D-IC provides

physical separations between layers thus allocating one block (e.g., a CPU core) per layer will
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significantly reduce the complexity of V-S PDN design. Compared with the conventional power

delivery scheme for an N-layer 3D-IC, V-S reduces the off-chip and cross-layer current density by

up to N times through recycling charges between layers. This not only reduces the resistive noise

(i.e., IR drop) across the PDN, but also significantly improves PDN’s EM-induced reliability. With

the ability to support an arbitrary number of layers with constant current, voltage-stacking provides

a scalable solution for breaking the 3D-IC power delivery wall.

5.2.2 Voltage Regulation in V-S PDN

A major design challenge of V-S arises from the fact that V-S will try to compensate for any current-

consumption mismatch between the stacked loads by re-distributing the intermediate voltage. This

effect of workload imbalance gives rise to voltage noise, which can disrupt the functionality of

the stacked circuits. Explicit regulators have been proposed to handle this accumulation of charge

imbalance at the intermediate nodes. Unlike conventional regulation schemes, where the regulators

provide 100% of the current required by the loads, V-S requires differential converters that only

handles the current-mismatch between the layers, and thereby converters with smaller passives can

attain higher efficiency than conventional regulation. These differential converters have a “push-

pull” ability that can either source or sink charges depending on the behavior of the loads.

To regulate workload imbalance, pioneering work proposed a push-pull linear regulator [72]

for V-S PDN. Although linear regulators have low area overheads, they suffer from poor power

efficiency due to their resistive nature, especially when the current imbalance is large. More recent

work proposed a push-pull switched-capacitor (SC) to recycle the charge imbalance between the

stacked loads [59]. Because of their energy-storage capability, these SC converters provide higher

power-efficiency at the cost of a larger silicon area dedicated to the capacitors. Besides linear

regulators and SC converters, off-chip bidirectional buck-boost converters have also found usage

as differential converters for other types of applications such as power management in photovoltaic

cells [79]. Since various surveys and comparisons of switching regulators in the literature [82] show

that, with the rapid improvement of capacitive technology, switched-capacitors are going to surpass

inductive converters, we focus on SC converters in this chapter and leave the study of inductive
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Figure 5.1: Stacked loads (three layers) with stacked SC converters (two), ideally providing Vdd
voltage headroom to each load. Zoomed up single cell of 2:1 push-pull SC converter shown on the
left.

converters for future work. Figure 5.1 shows the structure of the SC converters we implement/model

in this chapter. It involves two fly-capacitors (C1 and C2) interchanging their positions periodically,

thereby shuttling excess charge between the stacked loads to “source” or “sink” them as the loads

demand. To support many-layer 3D-IC, we extend this converter for two stacked loads [59] into a

scalable, multi-output ladder SC.

5.2.3 System-level Evaluation of V-S

Although researchers have previously identified V-S as a promising solution to alleviate the power

delivery constraints in 3D-IC [75], the impact of V-S on PDN current density and the resulting im-

plications to PDN reliability has not been closely investigated. In this chapter, we build a system-

level PDN model and simulate an example many-core 3D processor to directly compare the EM-

induced lifetime of regular and V-S PDNs. Another important aspect of V-S design is the voltage

noise at the intermediate nodes. Zhou et al. proposed a whole-system PDN model to study SC

converters’ impact on power delivery noise [107]. However, they only studied the traditional 2D-

IC case without voltage stacking. To the best of our knowledge, a system-level noise evaluation
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for SC-converter-supported V-S PDNs is missing from the literature. Adopting a design methodol-

ogy similar to [107], we combine a resistive model of SC converters [77] with a 3D extension of

VoltSpot to evaluate V-S PDN’s noise level. Since the supply noise in V-S PDN is strongly corre-

lated with the workload-imbalance between the adjacent layers [59], we also examine a large range

of workload-imbalance and quantify its impact on voltage noise, system power efficiency, and PDN

area overhead.

5.3 Modeling Methodologies

5.3.1 SC Converter Modeling

A cross-layer design exploration of the benefits and overheads of V-S in 3D-IC requires incorporat-

ing circuit-level insights with architecture-level study. To accurately capture the power efficiency,

output voltage drop and area overhead of SC converters, we implement a 2:1 push-pull SC converter

(as shown in Figure 5.1) in a commercial 28nm CMOS technology. It has integrated fly capacitors

(8nF total), an optimum switching frequency of 50MHz, and 4-way interleaving. Each SC converter

can provide up to 100mA current to the load. Using the Cadence ADE environment and Spectre

simulator, we simulate this converter and use the results to derive a compact model for system-level

exploration.

RPAR

RSERIES

Vtop

VBottom

(Vtop-VBottom)/2

(Vtop-VBottom)/2

VOut

Figure 5.2: Power efficiency and voltage drop model for SC converters.

Figure 5.2 shows the efficiency and noise model for the SC converters. We adopt an analytical
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methodology introduced in [77]. Based on the switch topology, the charge multiplier vectors (ac,i

and ar,i) are derived to calculate the slow (RSSL) and fast switching (RFSL) asymptotic limits of SC

converter output impedance. The optimized RSSL and RFSL are given as:

RSSL =
1

Ctot fSW

(
n

∑
i
|ac,i|

)2

(5.1)

RFSL =
1

GtotDcyc

(
n

∑
i
|ar,i|

)2

(5.2)

where Ctot is the fly capacitance, Gtot is the total switch conductance, fSW is the switching frequency

and Dcyc the duty cycle (assumed 50%) of SC Converter switching cycle. The RSERIES in Figure 5.2

captures the switching and conductance losses while RPAR captures the various parasitic losses

of switch parasitic capacitance, bottom-plate capacitance and gate-drive loss. This model also

captures the resistive voltage drop of the SC converters through RSERIES , which can be calculated

as: RSERIES =
√

RSSL
2 +RFSL

2. For the SC converter we implemented, RSERIES = 0.6Ω.

As shown in Figure 5.1, the voltage-headroom (i.e., the potential difference between VTop and

VBottom) of the SC converters in many-layer 3D-ICs is dependent on the adjoining layers’ workload

imbalance. In order to incorporate this dependency in our cross-layer study, we make both VTop and

VBottom as inputs to our SC converter model and calculate the ideal output voltage (i.e., without the

IR drop on RSERIES) as (VTop +VBottom)/2.

To verify the accuracy of this model, we compare the estimated power-efficiency and output

voltage drop against circuit simulation results of a SC converter for a 2-layer 3D-IC under fixed

capacitance and different load current. We test two different frequency modulation strategies. The

closed-loop scheme modulates SC converter’s switching frequency dynamically with the load cur-

rent while the open-loop control scheme keeps the frequency constant at all time. Figure 5.3 shows

that our model accurately captures power-efficiency and output voltage drop for both control poli-

cies. According to Figure 5.3, closed-loop converters have higher power-efficiency. However,

because it requires the implementation of feedback loops, the closed-loop policy is more complex

to model. For simplicity, we use open-loop SC converters in our 3D V-S PDN analysis and leave
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the evaluation of closed-loop control for future work.
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Figure 5.3: Model validation results.

We implement our SC converters with MIM capacitors and the resulting area of each converter

is 0.472mm2. Considering the fact that the fly-caps contribute to the majority of SC-converters’ area

and MIM capacitors have low density, we also calculate the converters’ area overhead with other

high-density integrated capacitors. For example, if implemented with ferreolectric [82] or trench

capacitors [66], the area of each converter would be 0.102mm2 or 0.082mm2.

5.3.2 PDN Modeling for 3D-IC

In order to quickly explore the multi-dimensional space of 3D-IC’s PDN design and evaluate the

cost and benefits of different design scenarios, we extend VoltSpot to support 3D-IC. Figure 5.4

illustrates our extensions.

To model the traditional PDN for 3D-IC, we simply add more layers of silicon on top of each

other and connect all layers’ Vdd nets and ground nets with TSVs (Figure 5.4a). To model V-S

PDN, we connect all layers’ Vdd nets and ground nets in series with regular TSVs and provide the

off-chip supply voltage (i.e., the single layers’ Vdd multiplied by the number of layers) to the top

layer via through-TSVs (Figure 5.4b). TSVs are modeled as resistors. The resistive model for SC

converters has been described in Section 5.3.1. We uniformly distribute them within each core.
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Figure 5.4: Conventional and Charge-recycled power-delivery scheme for 3D-IC.

With the fine-grained pre-RTL modeling capability of VoltSpot, this extended 3D-IC PDN

model provides a detailed current profile for both the C4 pad and TSV arrays. It also captures

on-chip IR drop for both regular PDN and V-S PDN under given workload behaviors. This model

provides a key link to the tool chain that allows designers to explore the complex tradeoff space

that involves power delivery architecture, C4 pad/TSV allocation, voltage regulation scheme, PDN

noise/reliability, and workload characteristics.

5.3.3 EM-induced System Lifetime Calculation

As we discussed in previous chapters, a metal conductor’s EM-induced lifetime follows a lognor-

mal distribution and the mean-time-to-failure can be estimated with Black’s equation [5]. For a

group of conductors (e.g., C4 pad or TSV array), all elements are subject to EM-induced wearout.

Equation 5.3 calculates the cumulative distribution function (CDF) of multiple metal conductors’

EM failure probability P(t) based on the failure probably of each conductor Fi(t).

P(t) = 1−∏
i
(1−Fi (t)) (5.3)
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Using the detailed per-pad/TSV current information generated by our PDN model, we first deter-

mine Fi(t) for each pad/TSV’s CDF. After that, we calculate P(t) and use the time value which

makes P(t) = 0.5 as a lifetime estimation that represents the whole pad/TSV array’s expected life-

time until the first EM-induced failure. We will use this metric (expected EM-damage-free-lifetime)

in the remainder of this chapter to evaluate PDN’s robustness against EM stress.

5.4 Simulation Setup

5.4.1 Many-core Processor Modeling

In order to establish realistic 3D-IC design scenarios for our cross-layer exploration, we select a

40nm, dual-core ARM Cortex A9 IP implementation running at 1.0 GHz [1] and replicate it 8 times

to build a single-layer, 16-core processor. The reason for selecting ARM processors is that they are

power-efficient and therefore can be used to build many-layer 3D-ICs without relying on aggressive,

volumetric cooling solutions. We use McPAT [53], an architecture-level power/area/timing model

to derive the area and power consumption of the single-layer processor. The processor floorplan

was generated by ArchFP [13]. With a supply voltage of 1V, this 1GHz single-layer processor has

a peak power consumption of 7.6 W and an area of 44.12 mm2. Figure 5.5 shows the processor’s

floorplan generated by ArchFP [13].

Figure 5.5: Floorplan of our single-layer 16-core processor.
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Although many-layer, especially many-logic-layer 3D-ICs pose various fabrication chal-

lenges [75], the possibility of manufacturing 3D stacks economically has been exemplified by

existing commercial products (e.g., the Micron hybrid memory cube with 4-8 layers [62]). To

study the voltage noise in both short-term and long-term future 3D-ICs, and to evaluate how 3D

scaling affects PDN design tradeoff, we build a series of example 3D systems with 2 to 8 layers

stacked together. With the help of a pre-RTL thermal model, HotSpot [81], we find that we can

build 3D-ICs with up to 8 layers of our example 16-core processor while maintaining the hotspot

temperature below 100 Celsius (which is a typical upper limit [81]) with a conventional air-cooling

solution. With 16 ARM cores per layer, the peak power consumption of these 3D processors ranges

from 30.4W to 60.8W.

5.4.2 PDN Modeling and TSV Configurations

One of the major extensions we made to VoltSpot in this chapter is adding an explicit model for

TSVs. The diameter, pitch and resistance values of TSVs come from prior work [43]. As suggested

by Pathak et al. [65], the thermal stress generated by TSVs could potentially impact the electrical

performance of the nearby transistors. Therefore each TSV requires a keep-out zone (KoZ) to

space away other active devices. We use the size of this KoZ to calculate the TSV array’s total

area occupancy. We assume that all TSVs have equal size and resistance, and they are uniformly

distributed within each silicon layer. Other PDN modeling parameters are adopted from Chapter 3

and listed in Table 5.1.

C4 Pad Pitch (µm) 200
C4 Pad Resistance (mΩ) 10
Minimum TSV Pitch (µm) 10
TSV Diameter (µm) 5
Single TSV’s Resistance (mΩ) 44.539
TSV Keep-Out Zone’s Side Length (µm) 9.88
On-chip PDN’s Pitch,Width,Thickness (µm) 810,400,720

Table 5.1: Major PDN modeling parameters

The number of TSVs allocated for PDN is a design parameter for system designers. More TSVs
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provide more vertical current delivery channels, therefore reducing both average TSV current and

the effective inter-layer PDN resistance. At the cost of higher area overhead due to the KoZs,

increasing the number of power-supply TSVs not only reduces voltage noise, but also improves

the TSV array’s reliability against EM-induced wearout. To explore the tradeoff between power

delivery quality and TSVs’ area overhead, we examine three TSV topologies in our study that

represent a conservative (Dense), an aggressive (Few) and an average (Sparse) design scenario.

Table 5.2 gives more details about each configuration’s TSV count and area overhead.

Effective Number of TSVs Total Area
Pitch(um) per Core Overhead

Dense TSV 20 6650 24.2%
Sparse TSV 40 1675 6.1%
Few TSV 240 110 0.4%

Table 5.2: TSV configurations used in this study.

Besides modeling the PDN of 3D-ICs, we also evaluate 3D-ICs’ impact on chip temperature

using a pre-RTL thermal model HotSpot [81]. HotSpot uses compact RC elements to model the heat

transfer within a silicon chip and between chip and the cooling system. It is capable of estimating

the temperature of different layers in a 3D-IC using conventional, passive cooling solution (e.g.,

air or liquid cooling using a heat sink). More advanced volumetric cooling solutions like micro-

channel cooling is not supported yet. However, since those technologies will further reduce the

constraints of heat removal, utilizing them would only make power delivery an even more severe

problem, which further motivates our charge-recycled power delivery scheme. The evaluation of

advanced cooling technologies is left for future work.

5.5 Results and Discussions

5.5.1 Heat Removal and Power Delivery in 3D-IC

The technology of 3D-ICs bring challenges to both power delivery and heat removal. Using our

system-level simulation infrastructure, we examine both temperature and on-chip IR drop of our
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example many-core 3D processors. Figure 5.6 shows the temperature results with both air cool-

ing and a more aggressive liquid cooling technique, and the voltage noise evaluations of different

PDN strategies and different power-supply TSV topologies. Since the basic building block of our

3D processor is a power-efficient ARM core, the power density of each layer is relatively low

(0.17W/mm2). Therefore the traditional convection-based air cooling is sufficient to keep the max-

imum temperature of a silicon stack with up to eight layers under 100 Celsius degrees (which is

normally considered the upper limit [81]). In this chapter, we adopt an air cooling solution for its

low cost and thus evaluate 3D processors with up to eight layers.
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Figure 5.6: Temperature and voltage noise evaluation of our example many-core 3D processors.
For voltage noise, we tested different power-supply TSV topologies described in Table 5.2.

The lines in Figure 5.6 illustrate the 3D-ICs’ maximum IR drop with both V-S PDN and tradi-

tional PDN. Although utilizing the “Dense TSV” topology without V-S only incurs an IR drop of

1.56% Vdd in a 8-layer 3D processor, this noise level is still more than three times higher than the

noise of a V-S PDN with the “Few TSV” topology. More importantly, V-S PDN’s voltage noise

shows a perfect scalability such that adding more layers does not increase IR drop at all. These

results prove that V-S provides a scalable and fundamental solution for 3D-IC’s power delivery

challenge. We note that the IR drop for the V-S case is calculated based on the scenario where all

layers are fully active. Although such behavior is the worst case for traditional PDN in terms of

voltage noise, it is in fact the best case for V-S PDN. This is because when all cores are consuming
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the same power, the voltage regulators do not provide any current and therefore no voltage drop will

incur at the regulators’ outputs. We will further investigate the general cases where the workloads

are not balanced in Section 5.5.3.

5.5.2 EM-Induced TSV/C4 Pad Lifetime
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Figure 5.7: EM-induced lifetime evaluation. All results are normalized to the lifetime of 2-layer
V-S PDN 3D-IC.

Using the methodology described in Section 5.3.3, we evaluated the expected EM-damage-free

lifetime for both regular and V-S PDN’s TSV (Figure 5.7a) and C4 pad (Figure 5.7b) arrays. And

show that the V-S provides significant benefits. As we stack more layers, the increasing current

density significantly reduces the lifetime of the regular PDN’s TSV array by up to 84%. At the

same time, the V-S PDN’s MTTF only slightly degrades. This is because while the current density

of TSVs in the V-S PDN is independent of layer count, adding more layers still requires more TSVs

to support them, which increases the risk of TSV failures. We also observe that the V-S PDN’s

TSV array has a shorter lifetime compared to the regular PDN when the number of stacked layers
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is small (e.g., 2 layers). This is because in the V-S PDN, we connect each Vdd C4 pad with only

one TSV, to provide supply voltage/current directly to the top-layer. Since the number of Vdd pads

(32 per-core in this case) is smaller than the number of Vdd TSVs in a regular PDN (55 per core in

the “Few TSV” case), the Vdd TSVs in the V-S PDN have higher average current, and this limits

the whole-system MTTF. Regardless of this side effect, the EM-induced lifetime of V-S PDNs in

3D-ICs with more layers still surpasses that of the regular PDN by more than 3x.

Similarly, the regular PDN’s C4 MTTF quickly degrades with 3D-IC scaling. For the V-S PDN,

stacking more layers neither increases the number of total pads, nor raises the total off-chip current

demand of the V-S PDN, and therefore its C4 array’s EM-damage-free lifetime is independent of

layer count. For the 8-layer 3D processor, the gap in the C4 array’s MTTF between the V-S PDN

and the regular PDN can be up to 5x. This indicates that, because V-S extends the pad array’s EM

lifetime, it reduces the requirement for power supply pads and allows more pads to be used for I/O.

Please note that since the C4 array’s EM robustness is insensitive to the TSV topology, we use a

fixed topology (“Sparse TSV”) in all the evaluations.

Another interesting observation is that, for the regular PDN, adding more TSVs or C4 pads only

marginally increases MTTF. Even with aggressive allocations (e.g., “Dense TSV” topology or even

allocating 100% of pads as power supply), the regular PDN’s MTTF is still far inferior to that of

the V-S PDN. We therefore conclude that for many-layer 3D-ICs, it is not feasible to improve the

regular PDN’s EM-robustness to the same extent as with the V-S PDN by simply allocating more

power-supply TSVs and C4 pads.

5.5.3 Load-Imbalance-Induced Voltage Noise

Integrated-voltage-regulation is necessary in V-S PDN, because when the current consumptions of

two adjacent layers do not match, the voltage regulators need to either provide or sink the difference.

This introduces extra voltage noise due to the regulators’ output voltage drop (Figure 5.1) and

the lateral impedance of the on-chip PDN. While larger workload-imbalance increases noise with

higher current demand for the SC converters, having more regulators distributed across the silicon

die reduces IR drop by amortizing the per-converter current load and reducing the average load-to-
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Figure 5.8: Voltage noise evaluation of our 8-layer processor. For 3D-ICs without V-S, the worst-
case IR drop happens when all layers are fully active. Therefore the assumption about workload-
imbalance does not affect those evaluations.

regulator distance. Figure 5.8 shows the noise levels of PDNs for a 8-layer 3D-IC under different

regulator configurations and workload behavior conditions. We assume that the power consumption

of the silicon layers has an interleaved “high-low” pattern, where the high-power layers are always

fully active and the low-power layers consume X% lower dynamic power (e.g., 100% imbalance

means that the low-power layers are idle and only consume leakage power). This pattern serves as

a good benchmark, because it requires the converters on all layers to source/sink the same amount

of current, therefore imposing the most stress on the PDN. We use it to study the worst-case noise

of V-S PDNs. We note that since our SC converters are designed to have a maximum load of 100

mA, Figure 5.8 skips all data points that violate this limit.

The lines in Figure 5.8 illustrate the maximum on-chip IR drop of regulator PDNs with different

TSV configurations. Regular PDNs rely on TSVs to provide all current to all layers, and therefore

the worst-case IR drop always happens when all layers are fully active. For this reason, regular

PDNs’ maximum IR drop results are irrelevant to the imbalance of workloads. Since adding one
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SC converter to an ARM core incurs around 3% area overhead (assuming the converters are im-

plemented with high-density capacitors discussed in Section 5.3.1), a V-S PDN with 8 converters

per core and “Few TSV” topology occupies the same area as a regular PDN with “Dense TSV”

topology. If we compare the voltage noise of theses two cases, we find that the V-S PDN has lower

IR drop when the workload-imbalance ratio is lower than 50%. When larger imbalance exists, V-S

PDN’s IR drop surpasses regular PDN by up to 1.58% Vdd.

To give an example of workload-imbalance in full applications, we simulate the Parsec 2.0

benchmark suite [3] with performance simulator Gem5 [4] and adopt the methodology of statistical

sampling from prior work [94]. We simulate one thousand 2k-cycle samples from each application

and calculate their average power consumption with McPAT. Figure 5.9 shows the distribution of

each application’s power consumption. The top/bottom bars in Figure 5.9 represent the max/min

values of each distribution. The edges of the boxes are the 25th and 75th percentiles, and the

central marks are the medians. We observe that although the samples from different applications

have large differences in power consumption, the samples from the same application show much

smaller variance in demand. For example, while the maximum workload imbalance among the

samples from all applications is more than 90%, the best-case application (blackscholes) shows a

maximum imbalance of 10% across all its samples. On average, the applications have a maximum-

imbalance ratio of 65%, which makes the V-S PDN’s IR drop only 0.75% larger than the regular

PDN. These results also indicates that by scheduling different instances of the same application, or

different threads from the same instance onto the cores in the same core-stack, we can reduce the

workload-imbalance and a V-S PDN’s noise. 1

In summary, the voltage noise in V-S PDN is dependent on the imbalance of different layers’

power consumptions. With large workload-imbalance, V-S PDN experiences more severe IR drop

than regular PDN. Furthermore, unlike regular PDN, V-S PDN’s voltage noise is insensitive to the

number of layers. With the advance of cooling technologies that allows designers to stack more

layers, V-S PDN will out-perform regular PDN in terms of noise even in the presence of large

1Prior work have shown that run-time task scheduling can further reduce workload-imbalance [41]. Also, GPU and SIMD archi-
tectures are designed to exploit data-level parallelism, which implies more balanced behavior. These topics are beyond this chapter’s
scope, but provides interesting directions for future work.
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Figure 5.9: A box-plot that shows the distributions of workload imbalance within and across differ-
ent applications.

workload imbalance.

5.5.4 System Power Efficiency

Figure 5.10 shows the power efficiency (i.e., the total power consumed by the processors divided

by the total power drawn from the off-chip power source) results for 3D-ICs with V-S PDN. As the

amount of workload-imbalance increases, the SC converters need to compensate by delivering more

power. Consequently, the power overhead of voltage regulation increases. When we compare V-S

PDNs with different numbers of SC converters, we observe that increasing the number of converters

reduces power efficiency. As we discussed in Section 5.3.1, this is because our open-loop converters

do not modulate their switching frequency at run-time, and therefore each converter’s efficiency

reduces as more converters are allocated to share the current load. Closed-loop control is an area

for future work. Considering the fact that placing more converters can reduce on-chip IR drop,

the allocation of SC converters in V-S PDN becomes a tradeoff between on-chip voltage noise and

system-level power efficiency. Our models can help designers to choose the optimal design point
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Figure 5.10: Power efficiency of 3D processors with V-S PDN.

based on their specific design objectives.

Figure 5.10 also shows the power efficiency of using SC converters in 3D processors with

regular PDN. Unlike V-S PDN, where the voltage regulators only need to compensate for the dif-

ferential power consumption between layers, SC converters in regular PDN have to provide current

to all layers. As a result, V-S PDNs have higher power efficiency.

5.6 Summary

3D-IC provides an essential mechanism for the industry to stay on the historical scaling trend of

device integration while raises power delivery challenges with reduced EM-lifetime and increased

voltage noise. In this chapter, we build a system-level PDN model for 3D-ICs to study a charge-

recycled, voltage-stacking PDN structure and compare it with the regular, non-voltage-stacked

PDNs in the context of 3D-IC. Our EM-robustness analysis on both C4 pad and TSV arrays in-

dicates that V-S PDN’s EM-induced MTTF significantly surpasses (e.g., 5x longer) the regular

PDN’s lifetime. By implementing and validating a resistive model for V-S PDN’s voltage regulator

(i.e., SC converters), we analyze the on-chip voltage noise and observe that with the same total
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area overhead, the V-S PDN has lower IR drop than the regular PDN when the workload-imbalance

ratio is below 50%. Under the average workload imbalance ratio extracted from full applications

(65%), a V-S PDN’s IR drop is no greater than 0.75% Vdd beyond the noise level of a regular PDN.

Combined with the observation that both EM-lifetime and IR drop of V-S PDNs are insensitive to

many-layer 3D-ICs’ layer count, our study demonstrates that V-S provides a scalable and practical

solution to the power delivery challenge in the era of many-layer 3D-IC.

This work is done in collaboration with Kaushik Mazumdar, a Ph.D. student in the Electrical

and Computer Engineering department at University of Virginia. Kaushik’s major contributions

include: 1) the circuit-level implementation of the SC converter; 2) the structure and parameters

of our resistive IVR model; 3) the circuit simulation results for validation. My contributions are:

1) extending VoltSpot to support 3D-IC; 2) integrate the SC converter model with VoltSpot; 3)

whole-system PDN simulation and noise, EM-robustness calculation; 4) workload imbalance char-

acterization.



Chapter 6

Transient Noise in Voltage-Stacked PDNs

6.1 Overview

In Chapter 5, we observe that with reduced current density in C4 bumps and through-silicon-vias,

V-S significantly improves 3D-IC’s robustness against EM-induced PDN wearout. However, V-S

PDNs are not guaranteed to have lower supply voltage noise compared with the traditional power

delivery scheme: when the power consumption in the various layers are significantly imbalanced,

the voltages at the intermediate nodes in the V-S stack deviate from the nominal value. Although

Chapter 5 explored V-S PDN’s steady-state noise, it is necessary to study 3D-IC’s transient noise

before comparing the overall noise quality between V-S PDNs and traditional PDNs. This is be-

cause the transient simulation not only exposes the impact of all types of voltage noise (i.e., IR

drop, LdI/dt, and LC resonance), but also allows us to explore the impact of PDN components like

on-chip decap and package, which cannot be captured in steady-state simulations.

In this chapter, we first design and validate a transient model for the voltage regulators in V-S

PDNs. We then integrate it with VoltSpot, producing the first platform to enable whole-system,

transient simulation for many-layer 3D-ICs’ V-S PDN. Using an example low-power, ARM-based

manycore 3D processor, we then compare the supply noise between voltage-stacked and traditional

PDNs, and explore the impact of (a) cross-layer noise, (b) on-chip decoupling capacitance, and (c)

package impedance. This chapter’s major contributions are:

• We design and integrate a compact model for SC converters with VoltSpot. To the best of

95
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our knowledge, we are the first to develop a model that simulates transient voltage noise in

3D-IC systems using V-S PDNs.

• We demonstrates that unlike the traditional PDN in which voltage fluctuations can propagate

from one layer to another, the V-S PDN provides stronger isolation for the cross-layer noise

interference. As a result, V-S PDNs can better utilize run-time noise mitigation techniques

such as dynamic margin adaptation [51] to improve system efficiency.

• Under different workload-behavior assumptions, we explore the impact of both on-chip ca-

pacitance allocation and the trend of 3D scaling on 3D-ICs’ transient voltage noise. Using a

layer-wise amortized metric that averages all layers’ maximum noise, we observe that with

the same on-chip area overhead for integrated capacitors, the V-S PDN provides up to 60%

lower worst-case noise amplitude than the traditional PDN.

• By simulating packages with a wide range of impedance, we observe that the V-S PDN’s

noise level is insensitive to the quality of chip package. We therefore conclude that the V-S

scheme can reduced 3D-IC’s packaging cost.

Consequently, we conclude that V-S achieves lower noise and lower cost compared with traditional

3D PDNs.

6.2 Background and Related Work

6.2.1 Voltage Noise and Timing Margin in 3D-IC

As we discussed in Chapter 3, transistor delay is directly proportional to the source-to-drain poten-

tial differences [74]. Therefore, it is a common design practice to assign a timing margin to critical

paths to avoid noise-induced timing errors. Besides allocated at design-time to guard against the

worst-case scenario, the timing margin can also be dynamically adjusted to improve system effi-

ciency. For example, Lefurgy et al. [51] proposed a technique that detects available timing margin

at run-time with critical path monitors. Using digital phase-lock-loops, their scheme can rapidly
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change clock frequency to save energy during average-case execution (i.e., reduce margin) while

guaranteeing functionality in the worst case (i.e., increase margin).

As more layers of active device layers are stacked together, the aggregate current demand in-

creases, and the amplitude of the voltage noise grows proportionally with the layer count if the

PDN impedance is kept constant [23]. To maintain a traditional PDN’s robustness against volt-

age noise, 3D-IC designers will have to keep increasing timing margin (which degrades system

performance with lower clock frequency), and/or reducing PDN impedance (which increases PDN

cost with extra area overhead for on-chip decoupling capacitance or higher packaging complexity).

Unfortunately, neither of these two approaches are scalable to many-layer 3D-ICs.

6.2.2 Voltage Regulation in V-S PDN

V-S introduces extra voltage noise caused by the workload imbalance between device layers. This

is because when layers are connected in series, the ratio of their effective resistances (which are

inversely proportional to their power consumptions) directly affects the voltage levels of the in-

termediate nodes. Consequently, layers with higher power will experience greater voltage drops.

To regulate this noise, prior work proposed using explicit regulators with V-S PDN [59, 72]. Con-

sidering the rapid improvement of capacitive technology, we focus on switching-capacitor (SC)

converters in this chapter due to their regulation efficiency [82].

Figure 6.1 shows the detailed circuit structure of the V-S SC converter we adopt from the lit-

erature [59]. Each converter cell consists of two fly-capacitors (C1 and C2) and eight switches

(SW1-8). By periodically interchanging the positions of the fly-caps (i.e., phase CLK1 and CLK2

in Figure 6.1), the SC converter can either “source” or “sink” the charge difference between the

stacked loads to regulate the voltage at its output.

6.2.3 System-level Supply Voltage Noise Modeling

In the past, researchers constructed system-level models to examine the supply voltage noise in both

2D ( [19, 103]) and 3D ( [23, 101]) chips. While prior work has demonstrated that stacking more

layers of active silicon using the traditional PDN structure will monotonically increase on-chip
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Figure 6.1: A single cell of our 2:1 push-pull SC converter and its equivalent circuits in the two
different clock phases.

noise [23], it is still not clear whether, or in which scenarios the V-S scheme provides better power

delivery quality (in terms of transient noise) for 3D-ICs. To answer this question, we build a whole-

system evaluation platform for V-S PDNs by designing a compact RC model for SC converters and

integrating it with VoltSpot.

The topic of SC converter modeling has been discussed in the past. However, prior work either

focused on the traditional 2D-IC case without voltage stacking ( [107]), or only studied the static

noise (i.e., IR drop) of SC converters (our own work in [101]). To the best of our knowledge, ours

is the first work to model transient voltage noise in SC-converter-supported V-S PDNs and compare

V-S PDNs with traditional PDNs.
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6.3 V-S PDN Modeling Methodologies

Despite that fact that contemporary, planar-IC processors’ PDNs are already large systems with up

to several billion nodes, 3D integration and voltage stacking further increase the PDN’s complex-

ity with more device layers and new components like TSVs and voltage regulators. Consequently,

circuit-level simulations will be extremely computational-intensive and incapable of supporting

whole-system design-space exploration studies. To enable a system-level study of V-S PDN’s volt-

age noise, we design and validate a transient model for the SC converters and integrate it with

VoltSpot. This section discusses our modeling methodology and the validation results.

6.3.1 A Transient Model for SC Converters
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Figure 6.2: An RC model for the interleaved SC converters and a whole-system view of a V-S PDN
in a many-layer 3D-IC.

Figure 6.2a shows the compact RC circuit we use to model the interleaved SC converters. Each

pair of top and bottom RC branches represent a cell of the converter that is controlled by a separate
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clock signal. At each clock edge, we exchange the position of the top and bottom fly-caps to model

the switching activities of the converter cell. That is, we calculate Vhead−Vt1
′
=Vb1−Vf oot , where

Vt1
′

is the voltage value after the clock edge while Vb1 is the value before. Note that although we

exchange the positions (i.e., electric charge) of the fly-caps at each clock edge, the resistance of

each top and bottom branch is kept unmodified. This is because each time we “flip” the position of

the fly-caps, we also change the set of switches to conduct the current (Figure 6.1). Fortunately, the

switches are designed in a symmetric way such that both the top and bottom RC branch in the two

different clock phases have the same equivalent resistance [59]. Therefore, we can collapse the eight

switches into two resistors (Rt represents SW1&5 and SW2&6, Rb represent SW4&8 and SW3&7)

and reduce the model’s complexity. From circuit simulations, we extract that Rt = 4.208Ω, and

Rb = 4.68Ω (Rt 6= Rb because NMOS and PMOS have different channel resistances).

As common design technique to smooth the output voltage ripple, designers divide the single-

cell converters into multiple sub-cells and interleave their switching clocks [59]. To model this

interleaved structure, we simply instantiate a pair of top/bottom RC branches for each sub-cell,

scale the capacitance values according to the number of total sub-cells, and shift the phase of each

sub-cell’s control clock. Figure 6.2a illustrates an example model for a two-way interleaved SC

converter. Similar to [59], we assume that all the sub-cells have identical structure, and therefore,

the same RC values.

6.3.2 Validation

Similar to Chapter 5, we implement a 4-way interleaved, 2:1 push-pull SC converter in a commer-

cial 28nm CMOS technology to validate our modeling methodology. It has an optimum switch-

ing frequency of 50MHz and a total capacitance of 8nF. Each SC converter can source/sink up to

100mA current to/from the load at a nominal voltage of 1V. Using the Cadence ADE environment

and the Spectre simulator, we simulate this converter in a two-layer, voltage-stacked system (i.e.,

Vhead = 2V,Vf oot = 0V ) and compare results against the output of our RC model.

Figure 6.3a shows the DC results comparison under constant workload conditions. Since the

SC converter’s output voltage is directly related to its output current, we attach an ideal current
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Figure 6.3: Validation results.

source directly to the Vout port and sweep the test cases from maximum sourcing (positive 100mA)

to maximum sinking (negative 100mA). Under a constant workload, the output voltage shows a

periodic rippling behavior caused by the converters’ switching activities. Validation results show

that our model’s maximum DC error is 75mV, or 0.75% Vdd.

We also use a time-varying load current to validate our model. Figure 6.3b shows the output

voltage trace over 300 ns. The load current is sampled from Parsec 2.0 benchmark raytrace [3];

it induces an average current of 66.3mA in an ARM Cortex A9 core. Over the entire simulated

time window, the output voltage trace of our model matches well with circuit simulation in term of

DC component, AC amplitude, and slew rate. Overall, our model can capture the SC converter’s

transient output voltage with less than 72mV error at all times.
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6.3.3 Whole-system Model

To study the interaction between the SC converters and the on-chip PDN grid, and to evaluate V-S

PDNs’ overall noise quality, we combine our SC converter model with VoltSpot. Section 6.4.2 will

discuss the parameters we use and the modifications we made to VoltSpot in detail. Figure 6.2b

shows the structure of the whole-system model we build for many-layer V-S PDNs. For each SC

converter, we connect its three ports (i.e., Vhead , Vout , and Vf oot) to three consecutive layers in the

voltage-stacked power grids. We note that ideally, Vout = (Vhead +Vf oot)/2, which indicates that any

change in either Vhead or Vf oot will also affect the regulator’s output voltage. Our model directly

captures this inter-layer voltage dependency.

6.4 Simulation Setup

6.4.1 Many-core Processor Modeling

In this chapter, we utilize the same set of example power-efficient 3D processors used in Chapter 5

to study transient noise. Please refer to Section 5.4 for more detailed descriptions.

6.4.2 PDN Modeling

Besides integrating our SC converter model with VoltSpot, we also extend it to support transient

simulations for 3D-IC. Here, the major modification is an explicit resistor-inductor model for the

TSVs. We adopt TSV parameters from prior work [43]. Similar to prior work [26], we ignore

TSV capacitance in this chapter because it is usually orders-of-magnitude smaller than the on-chip

and package decoupling capacitance. Other PDN modeling parameters are also adopted from prior

work [103] and listed in Table 6.1.

By default, VoltSpot utilizes ideal current sources to model the load (i.e., switching transistors).

In order to model the voltage-stacked PDN organization, we replace the current sources with time-

varying resistors. This is a necessary modification, because V-S PDN connects multiple layers

of load in series, and using a resistive load model eliminates potential current source cutsets (if

it exists, the solution is not unique) in the modeling circuit. The load resistance is calculated as
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Minimum C4 Pad Pitch (µm) 150
Single Pad Resistance/Inductance (mΩ/pH) 10 / 7.2
Minimum TSV Pitch (µm) 10
Single TSV Resistance/Inductance (mΩ/pH) 44.5 / 36.3
On-chip PDN’s Pitch,Width,Thickness (µm) 810,400,720
Package Capacitance (µF) 7.3
Package Resistance/Inductance (mΩ/pH) 0.054 / 10.8

Table 6.1: Primary PDN modeling parameters

R = V dd2/Power. This modification increases the model’s computational complexity with more

frequent LU-decomposition operations. This is because, unlike the previous VoltSpot where the

modeling circuit is time-invariant (only the current excitation changes), this new model changes

the load resistors over time to match the power consumption. To explore a broader design space

within an affordable simulation time (e.g., 1 hour to simulate 1k cycles), we adopt the modeling

methodology from Huang et al. [26] and only simulate a “slice” of the entire 3D stack. Since each

layer of our example 3D processor is a homogeneous 16-core ARM chip, we utilize the symmetry

and simulate a reduced system of 2 cores per layer.

6.4.3 Workload Modeling

Using an integrated tool flow that combines McPAT with performance simulator Gem5 [4], we

simulate the Parsec 2.0 benchmark suite [3] and extract dynamic power consumption traces to

build realistic test cases for our noise study. Due to the simulation-speed constraint, we simulate

2k-cycle-long samples of power traces instead of whole-applications (which normally execute for

billions of cycles). We collect a pool of workload samples by taking a large number of snapshots

(i.e., 1000) from each benchmark. We then profile each sample’s average power consumption

and maximum noise amplitude when running alone (on a 2D-IC). This sample pool, along with

the profile information, helps us to construct different multi-layer load patterns to study 3D-IC’s

voltage noise. Section 6.5 will give more details about the specific load combinations we use in

different explorations.
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6.5 Results and Discussions

6.5.1 Cross-layer Noise Interference

The technology of 3D stacking significantly improves silicon chips’ level of integration because

through-silicon-vias provide high-density connections between different layers. However, while

signal TSVs enable low-latency cross-layer communications, power-supply TSVs bring active sili-

con closer to each other. As a result, large supply-voltage noise triggered by one layer can propagate

to other layers and undermines the whole stack’s robustness against noise-induced timing error.

To study whether or how different layers’ voltage variations affect each other in traditional and

V-S PDN, we pick one noisy workload and three less noisy ones from our sample pool and assign

them to our 4-layer example 3D processor. The first row in Table 6.2 shows each workload sample’s

maximum noise amplitude when running alone on a single-layer chip. Figure 6.4 shows each layer’s

maximum voltage drop (%Vdd) over time.

In the traditional PDN (Figure 6.4a), voltage noise in all layers is clearly highly correlated, a

consequence of the layers’ high-density, parallel interconnection. Supply voltage fluctuations in

one layer affect the entire 3D stack through the vertical connections (i.e., TSVs). Conversely, the

V-S PDN connects layers in series and regulates voltage levels with SC converters. Consequently,

it breaks the inter-layer noise correlation (Figure 6.4b). Table 6.2 shows each layer’s maximum

noise amplitude over the entire simulated time window. Compared with a 2D PDN, the traditional

3D PDN significantly reduces Task3’s noise because the decoupling capacitors (decap) on adjacent

layers help to stabilize local voltage variation. However, other layers’ voltage noise is also affected

by Task3. The V-S PDN isolates Task3’s noise so that other layers have lower noise.

Task1 Task2 Task3 Task4 Cross-layer
Layer1 Layer2 Layer3 Layer4 Mean

Single-layer 4.0 3.0 10.9 2.8 N.A.
Traditional 3.7 4.2 4.2 4.3 4.1
V-S 2.8 1.9 3.6 2.3 2.7

Table 6.2: Maximum voltage noise (%Vdd) per layer for different workloads on 3D-ICs with dif-
ferent PDN schemes. The “cross-layer mean” value averages all layers’ maximum noise amplitude.
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Figure 6.4: A plot of per-layer maximum noise amplitude over time. Only layer 3 has a noisy
workload.

With dynamic margin adaptation (see Section 6.2.1, Chapter 3, and also reference [51]), each

layer can adjust its timing margin according to its own maximum noise amplitude. Consequently,

less noisy layers can run faster. Given the linear relationship between noise amplitude and tran-

sistor delay, we assume that x% Vdd noise also requires an x% decrease in clock frequency. The

last column in Table 6.2 shows the arithmetic mean of all four layers’ maximum noise amplitude.

This cross-layer mean metric shows the whole-stack’s average slowdown when we use per-layer

margin adaptation. By isolating the cross-layer noise interaction, V-S PDN can improve system

performance with less slowdown.
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6.5.2 Allocating On-Chip Capacitance: A Tradeoff Study

The on-chip integrated capacitors can serve as either explicit decap for both traditional and V-S

PDNs, or as fly-caps for V-S PDNs’ SC converters. Because of their high area overhead, the total

amount of on-chip capacitance is usually limited. It is therefore important to understand the tradeoff

between the allocation of explicit decap and SC converters in the V-S PDN before we compare the

overall area overhead and voltage noise quality between the two schemes.

6.5.2.1 Workload selection

In order to understand 3D-ICs’ voltage noise level under a wide range of workload conditions,

we construct different scenarios to stress both traditional and V-S PDNs. Starting from our sample

pool, we first sort all workloads by average power consumption and then select the top, medium, and

bottom one-percentile samples as candidate-groups, categorized as high (H), medium (M), and low

(L). Using these candidate groups, we build the following three classes of multi-layer workloads.

The first class (All H, All M, and All L) assigns different samples from the same group to different

layers in the 3D-IC. The second class (H/M and H/L) selects samples from any two candidate

groups and assigns them to the 3D stack in an interleaved fashion. This pattern is particularly

stressful for V-S PDNs because it forces all layers’ SC converters to provide the same large amount

of current, and the SC converters’ output voltage drop is directly proportional to the load. In fact,

the interleaved high-low (H/L) combination is the worst-case scenario for V-S PDNs. The last

group (H lkstp, M lkstp, and L lkstp) constructs a “lock-step” execution pattern by replicating the

same workload to the entire stack. With all layers’ power consumption changing simultaneously,

this group can excite large LdI/dt and LC resonance voltage noise in the PDN. As an estimation to

the worst-case scenario, we select the workloads with the highest single-layer noise within each H,

M, and L candidate group.

6.5.2.2 Tradeoff study

Using our example 4-layer 3D processor, we simulated both V-S PDNs and traditional PDNs with

different on-chip capacitance allocations. Figure 6.5a shows the cross-layer-mean noise amplitude
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Figure 6.5: A 4-layer 3D stack’s voltage noise amplitude under different PDN configurations and
workload conditions. The x-axis numbers within each data cluster represent the percentage of die
area allocated for explicit decap. The size of each SC converter equals 3% of an ARM core.

For both PDN schemes, we sweep the percentage of die area allocated for explicit decap (x-axis

within each data group). For V-S PDNs, we assign different number of SC converters to each core

(lines with different markers). We note that all SC converters have the same amount of capacitance

and switching frequency. Using an advanced, high-density technology (e.g., trench capacitors [66]),

each SC converter occupies 0.082mm2, which is 3% of an ARM core. Therefore, the V-S PDN’s

on-chip capacitance area equals decap area+number SC percore∗3%.
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According to Figure 6.5a, the V-S PDNs’ overall noise is not as sensitive to the amount of

explicit decap as traditional PDNs, especially in the lock-step scenarios, where the traditional PDN

suffers from LC resonance. This is because the SC converters not only help to smooth local LdI/dt

noise with the built-in fly-capacitors, they also isolate the on-chip PDN from the package RLC loop,

so that the package LC resonance is greatly suppressed. Consequently, designers can significantly

reduce the amount of explicit decap in V-S PDNs. If we compare two PDN designs with the same

amount of on-chip area allocated for overall capacitance (i.e., a V-S PDN with 4 per-core converters

and 3% decap allocation, and a traditional PDN with 15% decap allocation), we observe that under

their respective cross-layer means, the V-S PDN’s noise is significantly lower than the traditional

PDN’s. This means that if per-layer runtime margin adaptation is used, the performance loss will

be significantly lower for V-S.

Figure 6.5b shows the maximum noise amplitude observed in any layer for all test cases. The

observation that the V-S PDN’s cross-layer mean noise (Figure 6.5a) is significantly lower than its

global maximum noise (Figure 6.5b) further proves the superior cross-layer noise isolation of V-S.

This suggests that if a static worst-case noise margin is used, the V-S PDN will be worse. V-S PDN

performance is only better when we utilize the per-layer dynamic margin adaptation.

6.5.3 Impact of 3D Scaling

To explore the effect of 3D scaling (i.e., stacking more layers) on both the V-S and traditional PDN’s

noise, we simulate our example 3D processors with two to eight layers, using the eight workload

combinations. To make fair comparisons, we pick the design points described in Section6.5.2 that

allocate a 15% on-chip area for capacitors in both PDN schemes.

Figure 6.6 plots all test cases’ maximum noise amplitude (both whole-stack max and cross-

layer mean) across all workload conditions. In general, stacking more layers together increases

voltage noise in both types of PDNs. If a constant noise margin is applied to all layers at design-

time, this margin has to accommodate the worst-case whole-stack maximum noise. Consequently,

V-S structure requires smaller margin in 3D-ICs with 2 layers or more than 6 layers. With a per-

layer dynamic margin adaptation technique enabled, the whole-stack’s average margin will be no
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Figure 6.6: 3D scaling’s impact on worst-case voltage noise.

larger than the worst-case cross-layer mean value. As a result, V-S PDNs always requires smaller

timing margin, regardless of layer count. In the 8-layer 3D-IC, V-S PDN’s noise is 60% lower than

traditional PDN.

One interesting observation is that a 2-layer V-S PDN’s whole-stack maximum noise is signifi-

cantly lower than the maximum noise of V-S PDNs with more layers. This is because in a 2-layer

V-S PDN, the output voltage variations of the SC converters only affect one supply net (either foot-

bounce or head-droop) of any layer while the other net is directly connected to the off-chip voltage

source via C4 pads. As silicon layers are added, foot-bounce and head-droop can be added to the

same layer, which significantly increases noise.

6.5.4 Impact of Package Impedance

Chip package impedance has a significant impact on the supply-voltage noise [69]. Although pack-

age designs with lower impedance can provide more current with lower noise, they usually have

higher cost due to their increased complexity (e.g., more layers of power planes to reduce the

package resistance and inductance, more package decap, etc.). To explore the impact of chip pack-

age quality, we simulate a series of package designs by applying different scaling factors to the

resistance, inductance, and capacitance values of our PDN model’s lumped package model. For ex-
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ample, to get a package with 200% impedance, we double the baseline package model’s RL values

(listed in Table 6.1) and reduce the package capacitance by half. We note that this scaling factor

does not change the package RLC loop’s resonance frequency.
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Figure 6.7: Package impedance’s impact on 3D-IC’s whole-stack maximum noise. The x-axis of
each data group shows the normalized package impedance.

Figure 6.7 illustrates how package impedance affects both V-S and traditional PDNs’ noise in

a 4-layer 3D processor. Compared with the traditional PDNs, the maximum noise in V-S PDNs is

much less sensitive to the package quality. For example, a 300% impedance increase only raises

the V-S PDN’s worst-case noise by 0.23% Vdd. Since the V-S PDN reduces off-chip current sig-

nificantly, package impedance contributes much less noise overall. By relaxing the constraint on

package impedance, the V-S PDN is expected to reduce the cost of 3D-IC’s packaging.

6.6 Summary

In this chapter, we build a whole-system transient PDN model to: 1. Examine voltage-stacked

3D-ICs’ transient noise under different workload conditions; 2. Compare voltage noise between

V-S PDN and traditional PDN in the context of 3D scaling; 3. Explore the impact of various PDN

design parameters. Our simulation results show that, compared with a traditional PDN, the V-S

PDN provides stronger isolation for the cross-layer noise interference, but suffers higher noise in
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the particular case of highly imbalanced workloads. This is mitigated if dynamic, per-layer margin

adaptation is used to respond to severe noise. If so, V-S PDN can better reduce timing margin

and improve system performance. Without incurring extra on-chip area overhead for the integrated

capacitors, the V-S PDN’s cross-layer-mean noise amplitude under the worst-case scenario is up

to 60% lower than the traditional PDN. Furthermore, we observe that the V-S PDN allows lower

packaging cost for 3D-ICs. Overall, we demonstrate that the V-S PDN provides a low-noise, low-

cost, and scalable solution to the challenges of 3D-ICs’ power delivery.

My colleague Kaushik Mazumdar (from U.Va.’s ECE department) and I worked together on this

research project. His contributions include: 1) the circuit-level implementation of the SC converter;

2) the structure and parameters of our transient SC converter model (joint effort); 3) the circuit

simulation results for validation. My contributions are: 1) extending VoltSpot to support transient

simulations for 3D-IC; 2) the structure and parameters of our transient SC converter model (joint

effort); 3) integrate the SC converter model with VoltSpot; 4) workload characterization/selection,

whole-system PDN simulation, and transient noise evaluation.



Chapter 7

Conclusions and Future Work

7.1 Dissertation Summary

In this dissertation, we first discuss the power-delivery difficulties for contemporary and near-future

processors, and address the importance of early-stage PDN design and evaluations. Then we build

an architecture level PDN model and use it to study the impact of supply voltage noise and EM-

wearout on system design.

Pre-RTL PDN Modeling We design and implement a pre-RTL PDN model VoltSpot that is

capable of both modeling PDNs’ physical structure in detail and simulating whole-application

power supply noise. Compared with previous pre-RTL PDN models, VoltSpot makes two key

improvements: (1) transient PDN grid modeling at the granularity of pad pitch or smaller, and (2)

multi-layer-metal PDN modeling using multiple, parallel RL branches. VoltSpot has been validated

against an IBM PDN analysis benchmark suite [64]. Validation results show that for representative

silicon chips, VoltSpot has high accuracy in modeling both steady-state on-chip current distribution

(up to 3.3% error in pad current) and transient voltage fluctuation (errors in capturing max voltage

drop go up to 0.54% Vdd). Furthermore, we integrate VoltSpot with architecture-level performance

(Gem5 [4]), power (McPAT [53]), and floorplan (ArchFP [13]) tools for the purpose of exploring

the impact of PDN resource allocation on application-level voltage noise behavior.

Scarcity of C4 Pads By simulating PDN configurations with different number of pads dedi-

cated to power supply, we found a strong correlation between power pad count and supply voltage

112
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noise emergency rate. However, although removing power pads increases emergency rate drasti-

cally, the increment of noise amplitude is relatively mild as long as the locations of power pads

are optimized. To evaluate the performance impacts of mitigating the extra voltage noise caused

by C4 pad configuration change, we compared different state-of-the-art run-time noise mitigation

techniques. Our simulation results indicate that a hybrid mechanism that combines dynamic margin

adaptation [51] and noise-induced error recovery [20] is the most robust to technology scaling and

worst-case noise-inducing power viruses. With this hybrid technique, noise introduced by replac-

ing P/G pads with I/O pads (e.g., triples I/O bandwidth) can be mitigated with negligible overhead

(e.g., 1.5% slowdown). The key insight is that a very small increase in the default timing guardband

eliminates problems due to the much greater frequency of small/medium noise events.

Statistical analysis of EM-induced C4 failures To study C4 pads’ reliability subject to EM

damage and the performance impact of pad failures, we first derive per-pad DC current from

VoltSpot and use Monte Carlo simulation to estimate whole-chip expected lifetime under a given

supply-noise tolerance. Our results indicate that power pad failures tend to happen early. For ex-

ample, in a silicon chip with 1900 power supply pads, the expected lifetime to the first EM-induced

pad failure is only one-third of the expected lifetime of the single pad that carries the highest cur-

rent among the entire chip. With the MCS framework we built around VoltSpot, we quantitatively

examine both the mechanism and consequences of power pad failures. Our results indicate that the

degradation of power delivery quality due to power pads’ EM wearout is a relatively slow process

and a small extra noise guardband (either allocated constantly or adjusted dynamically) enables the

system to tolerate the consequence of multiple pad failures and significantly extends system MTTF.

As a result, target lifetime can be achieved with significantly reduced power supply pad count (e.g.,

by 43%) and a slightly increased on-chip noise margin (e.g., 0.5% Vdd IR drop).

Power Delivery in 3D-IC Starting with a circuit implementation of a switched-capacitor con-

verter, we build and validate a compact model for this charge-recycled voltage regulator and inte-

grate it with VoltSpot to study the costs and benefits of utilizing voltage-stacking in 3D-ICs. Our

EM-robustness analysis on both C4 pad and TSV arrays indicates that V-S PDN’s EM-induced

MTTF significantly surpasses (e.g., 5x longer) the conventional PDN’s expected lifetime. Transient
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simulation results show that compared with the traditional PDN scheme, V-S provides stronger

isolation for cross-layer noise interference, which in turn grants higher performance benefits for

run-time noise mitigation techniques, such as dynamic margin adaptation. With the same die area

overhead for integrated capacitors, V-S PDNs provide up to 60% lower transient noise under the

most noise-incurring workload behaviors. Furthermore, we show that V-S PDNs significantly re-

duce the packaging cost, because their noise is almost insensitive to the package impedance (e.g., a

300% impedance increase only raises worst-case noise by less than 0.3% Vdd). Our study demon-

strates that V-S provides a practical, scalable, and affordable solution for many-layer 3D-IC’s power

delivery challenge.

7.2 Future Directions

7.2.1 Pre-RTL Power Delivery Network Modeling

While this dissertation has closely examined the power delivery challenges in both 2D and 3D

silicon chips, our evaluations are mostly focused on the on-chip PDN, and the chip package is

modeled as a lumped RLC loop. One interesting direction for future work is to extend VoltSpot with

a distributed package model that captures the impact of package-PDN design details (e.g., number

of power planes, number and locations of package pins, distribution of package decap, etc.). With

an improved off-chip modeling granularity, VoltSpot will be able to support the study of package

design tradeoffs. For example, because the number of affordable metal layers in the package is

usually much smaller than the layer count of the on-chip metal stack, package I/O routing generally

requires a significant amount of metal resource [50]. This metal-layer scarcity creates yet another

resource contention between power delivery and chip I/O, which can be resolved or balanced at

early design stages with the extended version of VoltSpot.

Even though VoltSpot provides a first-order support for multiple on-chip voltage domains, it

does not model the potential hierarchical structure where several localized power grids attach to a

global network through header transistors or IVRs. Since such organizations are critical for power

management techniques like power-gating and DVFS, another future step is to include this hier-
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archical formation in VoltSpot. Such extensions enable detailed analysis of fine-grained power-

gating/DVFS and their implications on C4 pad/decap requirement.

7.2.2 Statistical Analysis of PDN Wearout

In our statistical simulations, we assumed that the consequence of EM-induced failure is creating

a short circuit instantaneously at the time of failure. This assumption can be relaxed to consider

the phenomenon that before breaking the metal conductor, EM will gradually increase its resis-

tance [15]. A more detailed failure model can improve the accuracy of MTTF estimation, and

more importantly, prevent designers from over provisioning the scarce resources for PDN. Further-

more, our MCS framework can also be extended to study other failure mechanisms such as thermal

migration and thermal-stress, or other components of the PDN such as TSVs in 3D-IC. These ex-

tensions will be helpful for identifying bottlenecks in near-future processors’ PDNs and to design

and evaluate solutions to improve PDN long-term reliability.

Another direction for future work is the design and evaluation of run-time scheduling techniques

that balance the level of wearout in different chip regions. Due to the stochastic nature of EM-

induced conductor failures and the phenomenon of current-redistribution-induced PDN wearout

acceleration, different regions of the PDN might experience different level of damage. For example,

once a power C4 pad fails, the “avalanche” effect accelerates the EM wearout in its nearby region.

Depending on the severity of the avalanche effect, the C4 pads in this region could start breaking

consecutively and fail the entire system before the rest of the pad array receives significant EM

damage. One solution to prevent this potential catastrophic failure is to reduce a region’s current

stress soon after it starts to suffer from EM-induced open-circuits. Unfortunately, the exact control

sequence of this technique cannot be determined at design-time, because any bump could fail and

initiate a cascade of failure events. Therefore, it would be interesting to study how to detect EM-

wearout at runtime and how to adjust on-chip power consumption (e.g., through scheduling or

frequency scaling) to avoid catastrophic failure and extend system MTTF.
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7.2.3 3D-IC and Voltage Stacking

Chapter 5 and Chapter 6 studied the benefits and costs of using an SC-converter-supported V-S

power-delivery scheme in 3D-ICs. Although an SC converter provides high power efficiency and

low-cost integration, it requires that all layers must have the same nominal supply voltage. This

requirement becomes a limitation for the design and implementation of heterogeneous 3D systems,

where components with different supply voltages can be stacked together. Fortunately, with the

help of inductive voltage regulators, voltage-stacked PDN can support heterogeneous systems [79].

An interesting future direction is to build a compact model for inductive IVRs and integrate it with

3D VoltSpot to study the design tradeoff of inductive-IVR-supported V-S PDNs.

7.2.4 Other Directions

In general, VoltSpot directly supports, or can be extended to facilitate the study of a wide variety

of power-delivery-related issues. As we illustrated in our previous work [90, 91], VoltSpot’s fine-

grained on-chip modeling capability enables the evaluation of pre-RTL C4 placement optimization

algorithms. Besides C4 pads, VoltSpot also makes it possible to quickly evaluate the impact of

other PDN design details, such as the distribution of on-chip decap, the configuration of IVRs,

and the topology of TSVs (in 3D-ICs). Combined with the ability to examine processors with

different architecture configurations and floorplan arrangements, our pre-RTL tool chain provides a

versatile platform for the development and evaluation of early-stage PDN optimization algorithms.

It would be interesting to develop optimization schemes that either focus on single PDN component,

or jointly optimize multiple design parameters. Another possible future direction is to expand

the optimization algorithm’s cost function to include not only supply voltage noise, but also EM-

induced lifetime.
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