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Abstract This paper presents a novel type of high-
speed and area-efficient register-based transpose mem-
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ory architecture enabled by reporting on both edges of
the clock. The proposed new architecture, by using the
double-edge triggered registers, doubles the through-
put and increases the maximum frequency by avoiding
some of the combinational circuit used in prior work.
The proposed design is evaluated with both FPGA and
ASIC flow in 28/32nm technology. The experimental re-
sults show that the proposed memory achieves almost
4X improvement in throughput while consuming 46%
less area with the FPGA implementations compared to
prior work. For ASIC implementations, it achieves more
than 60% area reduction and at least 2X performance
improvement while burning 60% less power compared
to other register-based designs implemented with the
same flow. As an example, a proposed 8X8 transpose
memory with 12-bit input/output resolution is able to
achieve a throughput of 107.83Gbps at 647MHz by tak-
ing only 140 slices on a Virtex-7 Xilinx FPGA platform,
and achieve a throughput of 88.2Gbps at 529MHz by
taking 0.024mm2 silicon area for ASIC. The proposed
transpose memory is integrated in both 2D-DCT and
2D-IDCT blocks for signal processing applications on
the same FPGA platform. The new architecture allows
a 3.5X speed-up in performance for the 2D-DCT algo-
rithm, compared to the previous work, while consuming
28% less area, and 2D-IDCT achieves a 3X speed-up
while consuming 20% less area.

Keywords Transpose · FPGA · ASIC · Signal
Processing · Adaptive Systems

1 Introduction

A wide range of applications, such as computer graph-
ics, medical imaging and telecommunications, all rely
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on signal-processing technology. Signal processing re-
quires fast math, often on complex numbers, but many
applications require computations in real-time: i.e., the
signal is a continuous function of time that must be
sampled and converted to digital form and analyzed
for real-time monitoring or control purposes. Thus, the
processor must be able to execute algorithms perform-
ing discrete computations on the samples as they ar-
rive. Many media processors and digital signal proces-
sors (DSPs) use special memory architectures that are
able to fetch multiple data and instructions for supply-
ing multiple computational functional units at the same
time.

Many signal-processing algorithms, such as discrete
cosine transform (DCT) and inverse DCT (IDCT) [1]
must repeatedly transpose matrices. Besides signal pro-
cessing applications, the transposing operations are also
widely used in numerous applications, such as Linear
Algebra [2,3], spectral methods for partial differential
equations [4], quadratic programming [5], and so on.
Furthermore, DWT [6], FFT [7], and encryption [8] re-
quire transposition operations as they are dominated
by matrix techniques.

Transposing a matrix using conventional operations–
reading out rows and writing columns from/to the cache,
or vice-versa—is expensive, requiring many clock cycles
(thus burning more power). These read/write opera-
tions are a form of overhead, and a prime target for
optimization to improve the performance and energy
efficiency of algorithms involving transpose operations.
To support efficient transpositions, memory architec-
tures have been proposed (see related work below) that
allow direct access to both the rows and columns (in
contrast to conventional memory structures that only
allow row access). Transpose memory (TRM) can be
implemented either with shift registers or SRAM. The
register-based design can be shifted in both row and col-
umn direction. The intermediate results of the row are
shifted into the row direction. After the row transforma-
tion is finished, the results stored in registers are shifted
out in column direction. The SRAM-based design works
differently by only accessing column or row directions.
The intermediate results of row transform are written
into the transpose memory in the row direction and are
read out by column transform in the column direction
[9,10]. Solutions based on RAM usually lead to high
latency and have a high cost in power efficiency [11,12,
13]. Furthermore, when it comes to the design flow, de-
signing SRAM needs more effort. Although most of the
SRAM array can be generated from the memory com-
piler, optimizing the memory cell is very hard because
it is usually hard-coded [14]. Thus, implementations of
the transpose memory with configurable size [15] and

low latency [16,17] are usually based on shift-register
structures because of their flexibility and lower control
overhead.

The disadvantage of the register-based transpose
memory architecture is usually that the area efficiency
is lower than in the SRAM-based design, as the register-
based transpose memory needs to store the interme-
diate results [18,19,9]. The hardware cost makes the
ASIC implementation unaffordable for big transforma-
tions like 32X32. To solve the previous challenges and
achieve both area and performance efficiency, this paper
describes the changes necessary to previously proposed
transpose-memory organizations to support operations
on both edges of the clock, doubling the throughput
while keeping the design compact for both FPGA and
ASIC implementations. This module also consumes low
power and can be used in a wide variety of DSPs and
other organizations to support DCT, IDCT[20,21], and
other algorithms requiring efficient transpose operations
such as 2D-FFT [22,8,23]. The total area scales up more
slowly with the matrix size compared to other register-
based designs. This paper describes the design and im-
plementation of the double-edge transpose memory unit
on both FPGA and ASIC platforms, as well as its use
within both DCT and IDCT units for signal processing
applications.

The rest of the paper is organized as follows. Sec-
tion 2 describes the related work. Section 3 presents the
transpose memory architecture. Section 4 presents the
transpose memory performance based on the FPGA im-
plementations along with comparisons with previously
proposed schemes. Sections 5 shows the ASIC imple-
mentations of the proposed architecture in 28/32nm
and compares against other previous ASIC implemen-
tations. In addition, the impacts of resolution and ma-
trix size on different metrics are studied in that section.
Section 6 presents the potential applications that could
benefit from the proposed transpose memory (TRM).
Finally, some concluding remarks about the applica-
tions of this memory architecture are presented in Sec-
tion 7.

2 Related Work

In the past, several architectures for transpose mem-
ory have been proposed. In [24,25], an SDRAM-based
transpose memory on FPGA is proposed for FFT and
transposing applications. Their designs are for large size
matrix transposition, while, because the access latency
of SDRAM is usually huge, the designs in [24,25] are
not preferable for high-performance systems. [26] uses
four single-port SRAM blocks to implement the trans-
pose memory. The width of each SRAM block is 512-bit
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and the depth is 8 (8X512), and [27] proposes a 32X15
bit SRAM-based design, while in both cases, the data
width of SRAMs is larger than the data parallelism of
IDCT, so the I/O of SRAMs are not fully used. [19]
solves the utilization issues by proposing a cyclic data
mapping that can achieve 100% I/O utilization for each
SRAM and utilize the two-port SRAM instead of sin-
gle port SRAM. However, the throughput of the de-
sign is still low. In [9], a new diagonal data mapping
scheme is proposed for improving the speed of SRAM-
based transpose memory, which usually allows only col-
umn access. In this new design, the intermediate results
of the transform are written into the transpose mem-
ory in diagonal direction instead of row direction.[28]
describes a transpose memory architecture for a row-
column DCT architecture on FPGAs that relies on two
RAM structures. However, the first RAM is receiving
the data from the first stage of the 1D-DCT, the sec-
ond stage of 1D DCT reads the input values column by
column from the other RAM. Those two RAMs are con-
trolled by a control block that decides whether a RAM
should be in read or write mode at each memory-access
step. The authors’ reason for using RAMs for the trans-
pose memory implementation is the availability of RAM
blocks on the FPGA. In addition, the use of registers in
FPGAs is costly in terms of logic cells. However, block
RAM is inefficient when both row and column access
are frequent.

[29] introduces an 8x8 transpose memory as an ar-
ray of register pairs. The data are input to the trans-
pose memory in row-wise fashion until all the 64 reg-
isters are loaded. Then, the transpose memory outputs
the transposed version serially. The transpose memory
has a latency of 64 clock cycles, and this is inefficient
compared to our design for transposing an 8x8 ma-
trix; the latency in this case is just four cycles. [30]
and [31] also propose a register-based architecture for
floating-point 8X8 2-D IDCT and 2-D 4X4 DCT/IDCT
of H.264. However, [9] shows that these two designs ([30]
and [31]) are not area-efficient for large transpose mem-
ory applications. [32] implements two transposed mem-
ories to support the high-efficiency inverse transform
(IDCT) for a 32-point transform unit using a single
one-dimensional (1D) transform core, but the transpose
memory is not the focus of that paper. [33] introduces a
double-buffered transpose memory and implements the
design with both FPGA and ASICs, but the area of
the memory is huge. [34] proposes a similar design by
integrating two transpose memories into the 2D-DCT
accelerator. However, details of the memory architec-
ture are not mentioned. [27], [35], [36] and [37] imple-
ment the register-based transpose memory for HEVC

(high-efficiency video coding) applications, but the syn-
thesized results show that the area is very high.

In this paper, our new memory transpose architec-
ture is an improvement upon two prior implementations
of similar FPGA-based, flip-flop-based transpose mem-
ory organizations. In the method proposed in [16], a
single-edged memory subsystem for data transposition
is detailed. This subsystem, in its NXN implementa-
tion, takes N clock cycles to saturate all of its cells with
values, and then N clock cycles to output the values be-
fore the next set of data can be input into the transpose
memory. The transpose memory can only receive val-
ues in the horizontal direction and can only output val-
ues in the vertical direction. Thus, 2N clock cycles are
consumed to obtain each transposed output set. The
method proposed in [17] remedies this shortcoming by
creating a memory subsystem that allows values to be
input and output in both the horizontal and vertical
directions. This allows for decreased latency because,
while data is being output in a particular direction, in-
put data can be fed into the transpose memory subsys-
tem in the same direction, i.e. in a pipe-lined fashion.
This means that, for every N cycles (in an NXN im-
plementation), a new set of inputs will be loaded and
a new set of outputs will be produced. Over many in-
puts, the number of clock cycles consumed to obtain
each output converges to N cycles, which is half that
of the memory transpose implementation proposed in
[16].

Both architectures rely on using a register file con-
sisting of connected cells to shift the data in horizontal
and vertical dimensions based on the inputs’ direction.
The difference comes from using a different cell archi-
tecture. For instance, in [17], the cell consists of an in-
put 2X1 multiplexer for choosing which input should
be processed first. This is followed by a set of flip-
flops (register) reporting on the positive edge of the
clock to store the data, which are shifting every-cycle.
The output from the register is connected to a 2X1 de-
multiplexer to choose to which direction (X-direction
or Y-direction) the output should be assigned.

On the other hand, as shown in Fig. 3, the cell
architecture of the new TRM relies on using a 2X1
multiplexer to choose which input dimension should be
processed—the row or column inputs. This is followed
by two sets of flip-flops, one of them reporting on the
positive edge and the other on the negative edge. The
outputs of these registers can then be used without a
2X1 de-multiplexer [17]. Although the actual hardware
changes are small, these insights yield a significant im-
provement in terms of speed. With the new architec-
ture, by using the double-edge register, we decrease
the latency by half, plus we increase the maximum fre-
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quency by removing the combinational circuit of the
2X1 de-multiplexer in the prior work [17]. This speeds
up the new memory by almost 4X compared to [17]. In
other words, this new transpose memory module can
produce a transposed output matrix every N/2 clock cy-
cles, assuming an NXNmemory transpose system. Most
of the previous work is implemented only on FPGAs by
utilizing the SDRAM resources (e.g. [24,25,28,38]) or
LUT resources (e.g. [16,17,39,40]). Only few works pro-
vide the ASIC implementations. For example, [41] and
[42] implement the design in 0.6um and 0.35um, [9] im-
plements in 130nm, and [37,43] synthesizes the design
in 90nm. While in all of the previous ASIC implementa-
tion work, only area and throughput/performance are
addressed, the power consumption (including leakage)
related analysis is missing in most of the literature. Al-
though [44] provides the power analysis, it is for the
whole system. Also in that work, no explicit transpose
memory is mentioned. Besides, a complete scalability
analysis like impact of the matrix size and resolutions
on power and other metrics is also not provided in the
previous work. In this paper, we validate the proposed
design with both FPGA platform and ASIC design flow
in the advanced technology node (28/32nm). We thor-
oughly evaluate the power consumption of the design
with the standard ASIC design flow. We also explore
the new design tradeoffs and design space by conduct-
ing the scalability analysis. To further evaluate the pro-
posed design, we integrate the memory architecture in
both 2D-DCT algorithms and 2D-IDCT algorithms on
a FPGA platform.

3 Transpose Memory Architecture

As shown in Fig. 1, the architecture of the transpose
memory consists of three primary components: the reg-
ister file, the cell mapper, and the control unit. The
NXNXM register file, shown in Fig. 2, operates on M-
bit-long inputs. Each cell in the register file has a clock
and an asynchronous reset signal, which synchronizes
operation and reset. In addition, the selector signal dic-
tates the direction of data flow within the memory trans-
pose matrix: X or Y. At the end, the TRM has a display
signal, which controls the direction of the outputs.

3.1 Register File

The register file consists of a set of cells (NXN), each cell
receives data from both X and Y directions, as shown in
Fig. 3, and directly streams one direction’s input to the
appropriate output, shifting the data on each half-clock
edge. The cell consists of a 2X1 (M-bit) multiplexer, as

Fig. 1: NXNXM-bit Transpose Memory Architecture

Fig. 2: NXNXM-bit register file architecture

shown in Fig. 3a, which is controlled by a 1-bit selector
signal, and an M-bit register. The 2X1 multiplexer is
used to select the direction from which the M-bit regis-
ter receives data. The M-bit register is used to transfer
the multiplexers’ output on either the positive or neg-
ative edge of the clock CLK. The double-edge register
architecture, as shown in Fig. 3b, is based on two sets of
flip-flops running in parallel, one for the positive edge
and the other for the negative. Both sets are connected
to a 2X1 multiplexer, and the control bit of the multi-
plexer is connected to the clock.

In this way, the TRM processes the data in both
edges of the clock. Removing the de-multiplexer from
the TRM in [17] decreases the propagation delay, which
helps increase the maximum frequency compared to [17].
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(a) M-bit Cell Architecture

(b) Register structure

Fig. 3: Cell internal architecture

The register also has an asynchronous reset signal RST,

Fig. 4: Cell mapper architecture

that has a priority over the clock CLK and is used to
clear the cell’s output.

3.2 Cell Mapper

As shown in Fig. 4, the cell mapper works as a multi-
plexer, which takes the outputs (X and Y directions) of
the register file as inputs. The “Disp” signal determines
which output values (X or Y) will be the output from
the cell mapper on every clock edge.

3.3 Control Unit

The size of the control unit depends on the (TRM)
dimensions. For instance, if the TRM is NXN, the con-
trol unit will function as a 2N-bit counter, counting on

both edges of the clock. The most significant bit of the
control unit (2N-1) determines the direction of the in-
puts and the outputs. The selector signal is connected
to the most significant bit of the control unit. On the
other hand, the disp’s signal is connected to the inverse
of the same bit. That allows the output to be taken
from the Y-direction, while the input is sent from the
X-direction, and vice versa.

4 Transpose Memory Performance on FPGA

In this paper, the functionality of the proposed TRM
was verified on the Xilinx Virtex-7 XC7VX485T-2FFG1761
device. The prior works were implemented on the Xil-
inx Virtex XCV800 [16,17] so for fair comparison, the
prior works are re-implemented on the new Virtex-7
(VC707). In this paper, VHDL is used for describing
the prior and proposed works on the FPGA platform
and was synthesized using ISE design suite 14.7.

Fig. 5 and Fig. 6 show the resource utilization of
the 8X8 dual-edge TRM with different input/outputs
resolutions on Virtex-7 platform. As shown in Fig. 7,
the total area of the proposed memory is a function
of the input/output resolution. The area steadily in-
creases with resolution. While the maximum frequency
is almost unchanged, it varies from 626 to 656 MHz.

In FPGA platforms, the area is typically reported
based on the total number of slices. Each slice con-
tains some number of Look-Up-Tables (LUTs), flip-flops
(FFs), and multiplexers (MUX). For example, a Virtex-
7 slice contains four LUTs and eight flip-flops [45]. As
shown in Fig. 6, the proposed dual-edge TRM relies on
using these LUTs and FFs, and the utilization increases
with the resolution.

As shown in Fig. 7, in terms of area, the proposed
TRM is 39% smaller than the design in [16] and 46%
smaller than the design in [17]. In terms of max. fre-
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Fig. 5: TRM 8X8 Performance, Area/Throughput

Fig. 6: TRM 8X8 performance: resource utilization
comparison with different word-sizes

Fig. 7: TRM 8X8X12 comparisons on VIRTEX-7,
Area/Max.Freq comparison

quency, the proposed TRM works at 647 MHz, which
is 3.5% better compared to [16] and 71% better com-
pared to [17]. In terms of latency, for the TRM8X8,
the proposed TRM has fewer cycles of latency com-
pared to prior works; for example, for the 8X8 TRM,
the proposed TRM has just four cycles, compared to
eight cycles in [17] and sixteen in [16].

The results of Fig. 8 show that the proposed TRM
consumes 350% more full LUT-FF pairs than the design
in [16] and 11% less than the design in [17]. However, for

Fig. 8: TRM 8X8X12 on ViRTEX-7: resource utiliza-
tion comparison with 12-bit word-size

the total LUT-FFs used (unused FF + unused LUT +
full used LUT-FF pairs), the proposed TRM consumes
almost 50% less than [16], and 39% less than [17]. The
proposed TRM, in terms of LUT-FF pairs compared to
prior work, is expensive because of using these LUTs for
building the double-edge sets of registers per each cell
in the register file. However it still yields area savings
and performance improvement.

The results in Fig. 7 and Fig. 8 show that the pro-
posed TRM, using just LUTs and FFs, achieves better
performance in terms of area and frequency compared
to prior work.

Fig. 9: Speed/Area Performance

By applying equation. 1 on the posted data in Fig.
7 and Fig. 8, we can find in Fig. 9 that the proposed
TRM is 3.7X faster than [16] and around 3.4X times
faster than [17].

Throughput =
Number of input bits×Max frequency

Number of clock cycles per block
(1)
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Fig. 10: Layout of the proposed transposed memory after place and route (P&R) with core utilization of 70%.
(a) 8X8X4, (b) 8X8X12

5 ASIC Implementations

To explore the potential benefits of the proposed trans-
pose memory architecture on the ASIC platforms, the
design is implemented and synthesized with the stan-
dard top-down ASIC design flow using the Synopsys
28/32nm standard cell library [46]. As the proposed de-
sign is register-based and comprises only basic design
elements, such as MUXs, registers and AND/OR gates,
which can be taken directly from the regular standard
cell library, this makes it easier for it to be implemented
in a standard design flow compared to the SRAM based
architecture (e.g. [9]), where memory macro cells are
necessary for the memory compiler to be able to gen-
erate the memory array; this might increase the design
complexity and limit the design flexibility. In addition,
the memory cells are usually hard coded, optimizing
the design becomes very challenging.

5.1 Design flow

The design (written in VHDL) is synthesized with the
Synopsys Design Compiler on the worst case corner
(0.95V instead of nominal voltage of 1.2V and 125◦C in-
stead of room temperature of 25◦C) of the technology to
guarantee the design works even under the extreme con-
ditions. The upper limit of the clock frequency (maxi-
mum frequency) is decided by achieving positive slacks
for all paths during static timing analysis and timing
closure in Primetime. The average power is evaluated
with the Primetime PX tool. The synthesized gate-level
netlist is fed into the IC Compiler for place and route
(P&R), which will later report the area information.

Fig. 11: Area comparison against other work for
8X8X12 design

Fig. 10 shows two example layouts for the proposed
8X8 designs with different resolutions after P&R (with
the core utilization of 70%).

5.2 Comparisons against other designs

The proposed TRM, and the other register-based de-
signs in [16] and [17] are implemented on the same tech-
nology node with the same flow, to make a fair compar-
ison. Fig. 11 shows that the proposed design (8X8X12)
achieves about 63.1% of area reduction compared to the
design in [16], and 62.5% of area reduction compared
to the design in [17]. The area improvement leads to
the reduction of both parasitic capacitance and leakage
power, which contributes more than 10% of the total
power.
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Fig. 12: Comparing power against other work for
8X8X12 design at 444.4MHz

Fig. 13: Throughput comparison against other work
based on equation (1)

Fig. 12 shows the power breakdown of the three
designs (8X8X12) at the same frequency of 444MHz,
which is the maximum clock frequency of [17]. The re-
sult shows that the proposed design consumes about
62.2% less total power compared to the design in [16],
and 60% less total power compared to the design in [17].
The leakage power reduction of the proposed design is
about 63.1% compared to other designs.

The performance comparison is presented in Fig. 13,
where the proposed design achieves about 3.95X and
2.1X throughput improvement over [16] and [17]. As
a result of the small area, the proposed design shows
huge performance/area improvement (about 12X and
6X over other the two designs). This provides a big po-
tential of implementing the proposed design in a speed
critical applications that have extreme demands on lim-
ited silicon area, such as in portable electronic devices.

Fig. 14: Area comparison with different resolution

In [9], a metric, Equivalent Gate Count per bit (EGC),
is used to measure the efficiency of the transpose mem-
ory across different technologies. It is defined in the
following:

EGC =
The transpose memory gate count or Cell area

N*N*Resolution
(2)

where N * N * resolution (M) is the overall trans-
pose memory size. The lower the EGC, the better area
efficiency will be. As the gate count is not directly re-
ported from the synthesis tool, it is estimated based on
a method suggested in [47], where it is given by

Gate Count ∼ Total cell area
Smallest NAND Cell Area

(3)

The total cell area is reported by the tool, and the
smallest NAND cell area is provided with the tech-
nology design kit. In our case, it is 2.795584um2 for
a NAND2 cell [46].

Table 1 summarizes the comparisons of the proposed
transpose memory against previous works (with ASIC
implementations), including the SRAM-based designs.
Although these designs might be implemented in dif-
ferent technology nodes, EGC can provide a rough es-
timate of the area efficiency assuming that cell area is
a function of gate counts for all designs. It shows that
the proposed design has the lowest EGC compared to
other work implemented with registers or SRAMs. The
area efficiency remains almost unchanged with different
resolutions for the proposed design.

5.3 Resolution Analysis

Because the resolution for different applications varies,
it is important to see how the proposed design performs
with large data size. In this section, detailed analysis
based on the 8X8 design will be presented.
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Table 1: Comparison with previous work (with ASIC implementations)

Memory Type Memory Size Technology Area (um2) Gate Count EGC (Equivalent Gate Count/bit)
[16] Register 8X8X12 28/32nm 65142 14K 18.1
[17] Register 8X8X12 28/32nm 63959.3 13.8K 18
[9] Register 8X8X16 130nm - 10.08K 9.84
[31] SRAM 8X8X16 - - 10.03K 9.8
[48] SRAM 8X8X16 - - 8.66K 8.5
[37] Register 8X8X16 90nm - 70K 68.3

This work Register 8X8X12 28/32nm 24014.33607 5.2K 6.7
This work Register 8X8X16 28/32nm 22806.37465 6.9K 6.7

Fig. 15: Maximum frequency with different resolution

Fig. 16: Average power with different resolutions at
their maximum frequency

Shown in Fig. 14 is the area comparison with dif-
ferent resolutions ranging from 2 to 32 bits. Similar to
what has been shown in the FPGA implementations,
the total area is a function of resolution and increases
almost linearly with the resolution. It is worth mention-
ing that for ASIC implementations, the overall area in-
creases slower than that of the FPGA implementations.
For example, in ASIC design, if the resolution increases
from 12 to 16, the area is only 1.3X larger, while it
is about 2X in FPGA (shown in Fig. 5). This further
shows the area efficiency of the proposed design and in-
dicates great potential of being embedded into compact
ASIC designs.

It has been already shown in Section 4 (Fig. 5) that
the maximum frequency is almost unchanged as the
resolution increases. Fig. 15 shows the maximum fre-
quency trend for the ASIC implementations. The fre-
quency scales down slowly, the reason is that with the
increase of the resolution, the area increases, as well
as the parasitic capacitance. In addition, the critical
path becomes longer as the resolution increases. These
facts together will impact the performance and result in
the slight reduction of achievable maximum frequency.
However, for FPGA fabrics, the number of LUTs each
node drives doesn’t change with the configurations, so
the parasitic capacitance for each node is almost un-
changed even with different resolutions. One observa-
tion that can be made from Fig. 15 is that the reduc-
tion rate of the maximum frequency is much smaller
than the increase rate of the resolutions. Therefore, this
still guarantees the good performance with larger reso-
lutions.

Fig. 16 presents the average power consumption with
different resolutions. The power is obtained under their
maximum frequency respectively. For both leakage power
and dynamic power, it shows a linear increase with the
resolution bits. The power for the 8X8X32 design is al-
most comparable with the 8X8X12 design implemented
in [16] and [17]. Based on the results, it can be estimated
for the large memory size design like 8X8X64, the av-
erage power is expected to be less than 10mW under
500MHz.

5.4 Scalability Analysis

Besides the resolution, the matrix size (NXN) will also
affect all the metrics. In this section, we study the scal-
ability of the proposed design by implementing designs
with different matrix sizes N.

To make the analysis complete, the design is im-
plemented with both resolutions of 4 bit and 12 bit.
The matrix size scales up from 4X4 to 16X16. Here,
we define the scaling factor (SF_X) as the quality im-
provement/loss that are normalized to the 4X4 design
for metric X. For example, if SF_power = 2, this means
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Fig. 17: Scaling factors for 4X4X4 to 16X16X4 (All
metrics are normalized to the 4X4X4 design)

Fig. 18: Scaling factors for 4X4X12 to 16X16X12 (All
metrics are normalized to the 16X16X12 design)

the power consumption of the design is twice larger than
the baseline design (e.g. 4X4) with the same resolution.

Fig. 17 and Fig. 18 show the scaling factor of all
metrics for both 4 bit and 12 bit. In both cases, it gives
a similar trend. The area increases as expected, while
the scaling factors for the total area (including the inter-
connect overhead) for 4X4 to 8X8 are less than 4 (2X2),
and from 8X8 to 16X16 roughly 4. This indicates that
the total area doesn’t scale up with N quadratically for
smaller design. It ends up increasing much slower. For
larger design, because of the complexity of the intercon-
nect, the area increases faster, but even in this case, the
total area almost increases with N quadratically. The
maximum frequency decreases because of the increased
parasitics and logic depth. But the reductions are still
within 30%. The throughput improves because of the
bigger input size. Power consumption also increases as
the area increases. SF_Leakage is almost the same as
SF_Total Area for all three cases.

Fig. 19: Scaling factor comparison for 4 bit and 12 bit
design (from 4X4 to 8X8)

Fig. 20: Scaling factor comparison for 4 bit and 12 bit
design (from 8X8 to 16X16)

Fig. 19 and 20 compare the scaling factors for both
4 bit and 12 bit resolution. Although the interconnect
area increases faster (SF_Interconnect is bigger) for 12
bit, the total area scaling factor (SF_Total Area) re-
mains almost the same. And this suggests that the total
area increase caused by expanding the matrix is almost
independent of the resolution. Based on the through-
put and maximum frequency comparisons, it shows that
as the resolution increases, the performance reduction
is larger for bigger resolutions, which results in the
power consumption for bigger resolution (12 bit) in-
creases much slower (22% slower) than the smaller res-
olution (4 bit) design. In summary, bigger resolution
is preferable for reducing the power consumption while
sacrificing some of the performance.

Table. 2 compares the scaling factor of the proposed
design against previous SRAM-based work [9], which
conducts similar analysis. In that work, only area data
are available, so only SF_Area is included in the table.
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Table 2: Scaling-factor comparison

Resolution Matrix size SF_Area

[9] 16 4X4 → 8X8 3.52
[9] 16 8X8 → 16X16 3.8
[9] 16 16X16 → 32X32 3.9

This design 4 4X4 → 8X8 3.51
This design 12 4X4 → 8X8 3.52

As shown in the table, the proposed design achieves the
comparable scaling factor for the total area.

The above tradeoff analysis opens great opportuni-
ties of optimizing the design by picking the right matrix
size and resolution for the given data set size.

6 Applications

For better comparisons, the proposed transpose mem-
ory has been integrated in both 2D-DCT and 2D-IDCT
blocks [49]. Specifically, the 2D-DCT and 2D-IDCT im-
plementations and transpose-memory structures in [17]
have been re-implemented on the Virtex-7. Section 6.1
shows the fast version of the 2D-DCT that has two 1D-
DCT computations, one in the X and one in the Y di-
mension, with a transpose unit between them. Section
6.2 shows the fast version of the 2D-IDCT, followed by
Section 6.3, which shows the compact version of the 2D-
DCT. The fast version can be used in high-performance
applications, while the compact version can be used for
the area-efficient applications.

6.1 2D-DCT component

Numerous applications, from lossy compression of im-
ages (e.g. JPEG [50], watermarking [16]) to spectral
methods for numerical solutions of partial differential
equations [51], depend on using the DCTs.

Although 2D-DCT can be performed on blocks of
various sizes, experiments have shown that compression
is always a trade-off. One can always get sharper images
by keeping more information. Experience shows that
8x8 blocks provide a good balance between fidelity and
compression [52]. Equation 4 describes the formula of
the 2D-DCT (omitting normalization and other scale
factors), where N and M represent each dimension size,
f(i,j) is the intensity of the pixel in row i and column j,
and F(u,v) is the DCT coefficient in row k1 and column
k2 of the DCT matrix. For instance, in 8X8 2D-DCT
N = M = 8.

F (u, v) =

(
2

N

) 1
2
(

2

M

) 1
2

Λ(i)Λ(j)

N−1∑
i=0

M−1∑
j=0

cos
[ πu
2N

(2i+ 1)
]
cos
[ πv
2M

(2j + 1)
]
f(i, j)

where,

Λ(ε) =


1√
2

, for ε = 0

1 , otherwise
(4)

Computing a 2-dimensional DCT is typically achieved
by two 1D-DCT computations, one in the X and one in
the Y dimension, with a transpose unit between them.
This is known as a row-column algorithm. El-Hadedy
et al [17] relied on a combinational architecture to build
the 1D-DCT followed by a register processing the data
every cycle to decrease the effect of the critical path. In
this paper, we used the same structure of the 1D-DCT
in the prior work while modifying the end-stage register
to perform every half cycle by applying the approach
in Fig. 3b.

Fig. 21: Performance result of the 8X8 2D-DCT using
the proposed TRM

The performance comparison between [17] and the
proposed double-edge TRM in Fig. 21 shows that the
double-edge TRM improves the performance of 2D-DCT,
with 3.5X speedup and a 28% reduction in area.

6.2 2D-IDCT component

The IDCT decodes an image back into the spatial do-
main from a frequency-domain representation of the
data better suited to compression. It is the inverse op-
eration of the DCT in Section 5.1.

The 2D-IDCT consists of three blocks. The first and
the last blocks are 1D-IDCT and the middle block is
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the transpose memory. The 1D-IDCT in this paper re-
lies on using the modified Loeffler’s technique [49] with
modifications in [17], so that one 1D-ICT operation re-
quires 11 multiplications and 29 additions, using the
pipelined approach as shown in [17]. In Fig. 22, each√
2Cn block consists of three multiplication and three

adders/subtractors [16].

Fig. 22: Modified 1D-IDCT [16]

As shown in Fig. 23, by integrating the proposed
TRM in the 2D-IDCT, a speedup of 3X is achieved
compared to the prior work [17], while the total area
decreases by 20%.

Fig. 23: Performance result of the 8X8X12 2D-IDCT
using the proposed TRM

6.3 Compact 2D-DCT processor

Area is critically important for many applications, such
as medical, military, and space applications. Instead of
capturing the data from a local sensor and transmitting
the raw data, it is preferable to compress it, or perhaps
perform a local analysis and send only results. These
operations rely on algorithms, such as DCT and IDCT.

The speed improvements of the TRM in Section 4
can be invested to build a compact version of the 2D-
DCT that relies on using one 1D-DCT connected to the
TRM and looping back. This provides almost the same
speed as the fastest version of the prior work [17], with
a much smaller area.

As shown in Fig. 24, the new processor processes
8X8 blocks with 8-bit input resolution per element. It
consists of a “padder”, a parallel data-bus, a 1D-DCT,
a TRM, and a control unit. The total latency of this
processor is 10.5 cycles.

6.3.1 Padder

The padder is a combinational circuit that converts the
input stream resolution from 8-bit to 12-bit width by
adding four zeros on the most significant bits (The extra
bits are needed by the 1D-DCT).

6.3.2 Parallel Data_Bus

The parallel data_bus works as two parallel multiplex-
ers. The first multiplexer takes the output streams of
the padder and the TRM and sends them to the 1D-
DCT unit according to the control unit’s DBIN_CTRL(1-
bit) signal. The second multiplexer takes the output
streams from the TRM (for debugging purposes) and
the 1D-DCT and sends them as 2D-DCT outputs ac-
cording to the control unit’s DBOT_CTRL signal. The
same architecture of the 1D-DCT and TRM in Section
5.1 and Section 3, respectively are used.

6.3.3 2D-DCT Control Unit

The control unit consists of a 5-bit counter, which is re-
porting the output every half cycle. It controls the par-
allel data-bus unit and DBIN_CTRL(1-bit) through
DBOT_CTRL(1-bit), DBIN_CTRL(1-bit), and
DCT_CTRL respectively.

6.3.4 The Performance of the 2D-DCT Compact
Processor

The processor has been implemented in 256 slices, re-
quiring 13.5 cycles to process 96-byte blocks of data,
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Fig. 24: 2D-DCT compact processor

Table 3: Performance Comparison

Proposed Fast Proposed Compact ref[53] ref[54] Ref[55] arch(1) Ref[55] arch (2)

Device Virtex-7
XC7VX485t

Virtex-7
XC7VX485t XC2VP3 Spartan XC3S500E Virtex-7

XC7VX330T
Virtex-7
XC7VX330T

Throughput (Gpbs) 15 5.6 8.36 3.44 1.84 1.97
Area 322 256 2823 1145 1354 1110
Throughput/Area (Mbps/Slices) 47.7 22.4 3.03 3.07 1.39 1.82
Maximum Frequency (MHz) 300 100 107 84.81 338.5 256

achieving throughput of 5.6 Gbps at 100 MHz. The
throughput/area (Mbps/Slices) ratio of the compact
processor is 22.4, which is higher than the ratio of the
implementation of the 2D-DCT in [17] by 54%. On an
FPGA, this frees up area, which allows a smaller FPGA
to be used, or allows the FPGA to support a greater
amount of functionality. It is also suggestive of the po-
tential savings in an ASIC implementation.

Table 3 shows a comparison between the implemen-
tation of the 2D-DCT by using the proposed TRM
and others. The throughput/area (Mbps/slices) ratio
of both fast and compact processors are higher than
the ratio reported in the prior work. For instance, the
ratio of the fast processor is higher than the ratio of the
implementation in [53,54] by 15 times. Even though the
maximum frequency in [55] is higher than the proposed
fast version by 12.8%, the throughput/area ratio of the
fast version is 34 times higher. The throughput of the
proposed fast version is almost 2X higher than [53,54],
almost 5X higher than the implementation in [54], and
almost 8X higher than in [55].

7 Conclusions

In this paper, we presented both FPGA implementa-
tions and ASIC implementations of a novel transpose
memory architecture that leverages both edges of the
clock to improve throughput and area efficiency. In fact,
with careful organization, the transpose memory itself
can achieve a speedup of almost 4X over prior work,
while consuming 46% less area for FPGA implemen-
tations, and more than 2X performance improvement
and 60% area reductions for ASIC implementations.
In addition, the reported power reduction for ASIC
implementations is about 60% compared to two other
register-based architectures. The detailed scalability anal-
ysis for ASIC implementation shows that the area of the
proposed design scales linearly with the resolution and
sub-linearly with the matrix size. As the matrix size
increases, the power consumption increases slower for
larger resolutions, and this opens the opportunities of
implementing the proposed design for big matrix trans-
position while burning less power.

In transpose-heavy algorithms that rely heavily on
transpose operations, such as 2D-DCT and 2D-IDCT,
we also implement the computation logic on FPGAs
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to benefit from new data every half cycle. The result-
ing architecture achieves 3.5X speedup on 2D-DCT and
3X speedup on 2D-IDCT with the FPGA implementa-
tion. This new TRM architecture allows a more com-
pact DCT architecture that needs only a single stage
of 1D-DCT, by looping data back through the TRM
to reuse the computation hardware, maintaining high
performance while further reducing the area. Both nor-
mal and compact implementations of the 2D-DCT by
using the proposed transpose memory show significant
improvements compared to the prior works in terms of
speed and area.

The future work in this area will be to explore and
implement more algorithms and applications, which are
able to benefit from the low latency of the proposed
transpose memory architecture. Additionally, integrat-
ing this memory structure into DSPs for signal process-
ing applications is another direction.
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