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Abstract
This paper describes a thermal-modeling approach that is easy to

use and computationally efficient for modeling thermal effects and
thermal-management techniques at the processor architecture level.
Our approach models thermal behavior of the die and its package
as a circuit of thermal resistances and capacitances that correspond
to functional blocks at the architecture level. This yields a simple
model that still accounts for heating in individual architecture-level
blocks, while also capturing heat flow among blocks and through
the package. A model like this that can be integrated with cycle-
level microarchitecture simulators is needed, because the architec-
ture community has demonstrated growing interest in thermal man-
agement, but currently lacks any way to model on-chip temperatures
in a tractable way.

1. Introduction
Many analysts suggest that increasing power density and re-

sulting difficulties in managing on-chip temperatures are some of
the most urgent obstacles to continued scaling of VLSI systems
within the next five to ten years. Just as has been done before for
power-aware computing, “temperature-aware” computing must be
approached not just from the packaging community, but also the
VLSI and processor-architecture communities. In particular the so-
lutions developed by the VLSI and architecture communities are
often synergistic and typically require cooperation. Circuit tech-
niques can reduce heat dissipation for all circuits of a particular
style, while processor-architecture solutions can often use global,
runtime knowledge to change the behavior of large portions of the
processor. There is growing interest in architecture-level solutions,
as evidenced by recent work on fetch throttling and dynamic voltage
scaling in response to thermal stress [2, 7, 12]. Yet the architecture
community is currently completely lacking a way to model temper-
ature at any level of granularity other than low-level circuits! As
earlier work [12] using even a very simple thermal model showed,
the accuracy of thermal modeling has a substantial effect on the ac-
curacy of thermal-management studies at the processor-architecture
level and the conclusions they draw. Without this essential modeling
capability, architecture researchers are limited to crude and inaccu-
rate estimation techniques and are unable to effectively develop and
evaluate techniques for thermal management.

We describe work in progress to develop a thermal modeling
framework called HotSpot for use by processor architects. It con-

sists of portable modules to be incorporated into popular cycle-
accurate processor power/performance simulators like Wattch [3].
The key capabilities of HotSpot are

� Floorplanning: The ability to use the specified architecture-
level processor configuration and user-supplied area estimates
to derive a high-level floorplan that gives adjacencies of the
functional blocks of interest.

� Lumped-RC Modeling: The ability to model dynamic, lo-
calized heating in and among architecture-level functional
blocks. This is accomplished by deriving an equivalent circuit
model based on lumped thermal resistances and capacitances
for the blocks and their connections to each other and to the
package. The circuit is simple, making it reasonable to use in
a cycle-level microarchitecture simulator.

These have been integrated into a portable software package that
can easily be incorporated into architecture-level simulators and has
already been integrated into Wattch [3].

2. Thermal Modeling at the Architecture Level
Prior work on thermal issues in the architecture field has not

modeled temperature at all, using instead a mere average of power
dissipation values as a proxy. Yet a simple average is insufficient
to capture transient thermal behavior. HotSpot provides a direct
model of temperature by computing thermal R/C values and con-
structing a circuit model for the heat dissipation by and among the
different architecture-level blocks within a microprocessor. This
functionality is encapsulated in a portable software module that can
be integrated into architecture-level power-performance simulators
like Wattch. The power-performance simulator determines cycle-
by-cycle power dissipations, which HotSpot then uses to compute
heating and heat flow over time.

In order to derive a lumped circuit model we need to decide on
the level of granularity for the lumped elements. For pipeline-level
modeling, we use a natural partitioning where functional blocks on
the chip are the nodes in the lumped circuit model. Additional
R/C elements in the circuit account for packaging components.
This granularity has the advantage that there is a one-to-one cor-
respondence between the model in a power/performance simulator
like Wattch and the model in the thermal simulator, which leads
to a straightforward coupling between the two. Naturally, it has
the disadvantage that it assumes uniform power density within a
block, when in fact hot spots may occur at finer granularities. Since
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HotSpot is intended for use in early pipeline-level microarchitecture
planning and research, when no lower-level descriptions are avail-
able, we argue that this is a necessary abstraction. Safe operating
temperatures at the granularity of blocks must be chosen in a way
that more localized hot spots will also operate at safe temperatures.

The circuit model we derive is solved by writing a set of ordi-
nary differential equations using Kirchoff’s current law and solving
it using fourth-order Runge-Kutta. Each call to the circuit solver
takes about 100 microsec., so we average power dissipations over
10 clock cycles and compute temperatures at this slightly reduced
granularity (i.e., 5–10 nanosec., much shorter than the thermal time
constants). The thermal modeling slows down simulation speeds in
Wattch by less than 50-60%.

This paper focuses on techniques for deriving a high-level floor-
plan and for deriving lumped R and C values for the architectural
blocks of interest. The circuit model is dependent on the floorplan
and packaging of the processor being simulated, while the floor-
plan and the calculation of values for thermal resistance and capaci-
tance are dependent on the areas of the functional blocks of interest.
This is sufficient to model actual on-chip operating temperatures,
but a complete modeling and evaluation tool for thermal manage-
ment must account for the behavior of temperature sensors. Before
describing our floorplan and lumped-RC derivations, we give a brief
overview of how HotSpot will treat these other issues.

2.1. Package
Because we wish to model thermal behavior using an equivalent

circuit, the package must also be represented with thermal R/C val-
ues. Fortunately, there is a rich body of work describing how to
derive these values—we primarily follow [9]—and R/C values for
many packages can also be found online. Eventually, HotSpot will
determine the thermal resistance of any specified cooling package
consisting of a heat sink, heat spreader, and some bonding material;
and will account for conduction through a bulk material, thermal
spreading from a small area to a larger one (including bulk material
resistance [9]), and convection from air that flows around the fins.

2.2. Area
Efficient architecture-level thermal modeling requires estimation

of the area of various functional units based on architectural param-
eters. The area estimation itself can also allow the designers to make
more comprehensive design space comparisons in the early phase
of the design process. Unfortunately, area estimation is fraught
with inaccuracy due to custom sizing and other design decisions.
HotSpot therefore currently uses externally defined areas of archi-
tectural functional blocks. These can be obtained from the literature
or published floorplans. Eventually, HotSpot will use analytic mod-
els to scale these externally-supplied measurements for exploring
alternative architectures.

2.3. Sensors
An RC network that matches the desired microarchitecture is

sufficient to simulate the actual evolution of temperatures in differ-
ent architectural blocks. This can be used to determine how thermal
stress is correlated to the architecture, and how design decisions in-
fluence thermal behavior and related effects like leakage currents.
After work on HotSpot is completed, the next step is to develop
a model for sensor accuracy using sensors like those proposed by
Székely et al. [14] and Syal et al. [13]. This will then permit the re-
alistic exploration of thermal-management techniques that respond
to high on-chip temperatures by reducing power dissipation while
minimizing performance loss.

2.4. Related Work
A great deal of work has explored thermal electro-thermal simu-

lation at the transistor and logic levels, for example the SISSI pack-
age by Székely et al. [15]. Other work has looked at thermal mod-
eling for entire packages and/or boards, for example the SUNRED
and THERMAN tools developed by Rencz et al. [11], and MON-
STR developed by Koval and Farmaga [8].

But we are unaware of any prior work to perform thermal mod-
eling at the level of the processor architecture and integrate it with
a cycle-accurate power-performance simulator like Wattch. The
closest work we have been able to find is the iTAS environment
by Cheng and Kang [4], which models steady-state heating at the
functional-block level, but does not perform dynamic modeling nor
consider how to accommodate blocks at the architecture level.

3. Floorplanning: Modeling Thermal Adjacency
Current microprocessor simulators at the architecture level do

not model floorplan information, yet this knowledge is becoming es-
sential for architecture-level modeling of performance, power, and
heat. This necessitates a simple floorplanning tool that does not
require lower-level information, because architecture research and
product planning often wishes to study architectures that may never
be realized in lower-level descriptions that traditional floorplanning
algorithms require. The HotFloorplan tool incorporates a new algo-
rithm to solve this problem.

We have observed that published floorplans of processor chips
reflect pipeline order: units involved in adjacent pipeline stages are
typically also adjacent in the floorplan. This suggests that the or-
dering of the pipeline stages is a good way to express floorplans
at the architectural level. The user pictures the floorplan as a set
of “concentric semicircular strips”. Each strip corresponds to a se-
quence of functional blocks and their areas. The strips are fit onto
the chip by adjusting their widths, assuming the blocks’ aspect ratio
is variable. Apart from the ease of specification, another advantage
of these semicircular strips is the ease of modification. Future work
will allow the user to completely specify a floorplan using vertical
and horizontal adjacency matrices. This is desirable when simulat-
ing a system with a known floorplan.

A sample floorplan generated by our tool appears as the right-
most item in Figure 1. In order to compare this default floorplan
with the floorplans of contemporary microprocessors, we took the
die photographs and floorplans of a variety of processors, two of
which are also shown in Figure 1: the Alpha 21264 [10] and the
MIPS R10000 [5]. For comparison, we merged the manufacturer-
specified blocks in those photographs so that they approximately
match the blocks of the default floorplan. We then flipped and
rotated those layouts to get similar orientations. It can be seen
from these figures and other floorplans which we examined that the
blocks adjacent to each other in the floorplan are indeed typically
the blocks that are adjacent in the ordering of the pipeline stages.
Moreover, the default floorplan, which is generated using the order-
ing of pipeline stages, qualitatively resembles the real floorplans.

Since a great deal of customization goes into most floorplans,
our goal is to develop an algorithm that can produce floorplans with
reasonable adjacencies for high-level modeling of thermal, power,
and delay effects. Results so far suggest that our high-level floor-
planning tool does a good job of producing reasonable layouts and
can be used to provide sufficiently realistic adjacency information
for high-level performance, power, and thermal studies.
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Figure 1. “Normalized” floorplan for the Alpha 21264 (left) and MIPS R-10000 (middle) processors; and the “generic”
floorplan generated generated by the HotFloorplan algorithm (right).

4. Deriving Lumped Thermal R/C Values
Given a floorplan with areas and the thermal resistance and ca-

pacitance values for the package, the next step is to derive a circuit
to model dynamic heat flow in the chip, and compute the values for
the remaining thermal Rs and Cs. For every time step, the thermal
model receives the power dissipated in each block, and determines
the average temperatures of each of those blocks at the end of that
time step. The circuit model of a simple chip with several blocks is
shown in Figure 2.

Figure 2. Sample circuit model for a simple floorplan
of four blocks.

(Dotted lines in the plane of the die represent circuit elements that capture
lateral thermal behavior; dashed lines represent vertical elements that cap-
ture thermal behavior in the package.)

The HotBlocks tool computes a thermal resistance and a capaci-
tance from each of the blocks to all its neighbors. Further RC pairs
from the center of each block to a common node represent the flow
of heat from each block into the package. This captures spatial non-
uniformity in temperature in the package. Finally, a fixed thermal R
and C models the heat-sink. These Rs and Cs depend on the phys-
ical parameters and on the geometry of the blocks and of the die.
For validating the HotBlocks technique, we use simple floorplans
and power-density values and solved the RC circuits using Spice,
but the HotBlocks tool and associated Runge-Kutta circuit solver
have been completed and successfully integrated into Wattch.

Because the vertical thermal Rs and Cs dominate heat transfer in
silicon, it is straightforward to think about a simpler model without
lateral thermal Rs and Cs. Our comparison tests a simpler model,
which does not contain lateral thermal Rs and Cs, with one that in-

cludes them. The results show that inclusion of lateral components
provide much better results.

We evaluated the accuracy of our approach using different heat
sinks, chip thicknesses, floorplans, and distributions of power den-
sities. For reasons of space, we present evaluation using a sim-
ple abstract floorplan, shown in Figure 3, and two different sets of
power densities, also shown in Figure 3. We used a die thickness of
0.5mm�, and a thermal resistance of 0.7 K/W for the heat spreader
and heat sink combined [16]. Results for other configurations, in-
cluding for a more realistic floorplan with ten blocks that approx-
imates the block sizes and power densities of an actual processor,
can be found in [1].

There is currently no good way to take actual, localized tem-
perature measurements from a real chip, so to obtain “reference”
data and validate our model, we compared the computed results
with those obtained by Floworks [6]. Floworks is a commercial,
detailed, validated, finite-element simulator of 3D heat flow. It cal-
culates both flow patterns and heat transfers for systems of various
geometries, combinations of materials, fluid flows, boundary condi-
tions, and heat sources. In our simulations in Floworks, we use the
function of heat transfer in solids to get our reference temperatures
of different blocks. Our model includes forced airflow in a confined
box with a copper heat sink of 28 fins.

4 5 1

23

Set 1 Set 2
Pwr Density Power Density

Block1 30 1.071 10 0.357
Block2 20 1.667 20 1.667
Block3 10 0.417 10 0.417
Block4 15 0.625 40 1.667
Block5 25 1.25 20 1.667

Figure 3. Left: One of the floorplans used for test-
ing; total area is 100 mm�. Right: The two different
distributions of power dissipation we assumed.

(Power is in watts and density is in W/mm�)

The results are shown in Figure 4, with temperatures in Kelvin
and an ambient of 303.2 K. The percentage error (relative to the am-
bient) with the circuit model proposed in Figure 2 is less than 2% for
our proposed model. The simple model is much worse, indicating
the importance of accounting for lateral thermal coupling.

Validation of HotBlocks is currently complete only for steady
state due to the long computation times in Floworks. This means
that the accuracy of the lumped thermal capacitances and their ef-
fect on transient behavior is not yet fully validated. Nevertheless,
the evaluation so far shows the importance of lateral thermal flow
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Figure 4. Comparison of lumped-RC and finite-element (Floworks) simulations of per-block temperatures.
“Floworks” is the reference from Floworks, “Model” is our proposed model that includes lateral R and C, and
“Simple Model” omits the lateral R and C.

and that the circuit network we propose provides a high degree of
accuracy for steady state, certainly well within the precision require-
ments of architecture-level modeling. The tight agreement suggests
that the circuit network we propose captures the important thermal
effects. We are now in the process of conducting the much more
computationally expensive validation of transient effects, again us-
ing Floworks results as a reference. Preliminary results in [1] sug-
gest that our lumped circuit model closely tracks the reference re-
sults for transient behavior too.

5. Conclusions and Future Work
This paper described an approach to modeling thermal behavior

in architecture-level power/performance simulators. Our technique
is based on a simple network of thermal resistances and capaci-
tances, which are derived using area and floorplan information for
the major functional blocks at the architecture level. The floorplans
that we generate match published floorplans well, and our algorithm
requires no behavioral, RTL, or synthesis information. The circuit
model that we propose has so far matched reference results found
with Floworks within 2%.

The thermal model which we propose here, called HotSpot, fills
a void in the architecture community’s modeling capabilities. It can
be used to simulate how thermal stress is correlated to the architec-
ture, and how design decisions influence thermal behavior and other
important effects that are dependent on operating temperature like
leakage currents. Future work consists of developing models for
sensor accuracy and delay so that run-time techniques for thermal
management can be explored as well. It is our hope that this paper
will stimulate greater collaboration among the package, VLSI, and
architecture communities to find better ways to model and manage
heat at all levels of computer systems design.
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