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Abstract

This paper develops a new model of parameter varia-
tions for use in early-stage, pre-RTL architecture studies. It
improves over prior models by extending the FMAX model
to more faithfully model various microarchitecture struc-
tures, especially SRAM, which is dominant in contempo-
rary superscalar processors. It also incorporates optical
phenomena, which show strong spatial correlation but nev-
ertheless cannot be ignored for large dies. Finally, it incor-
porates IR Vdd drop and temperature, and closes all these
feedback loops to obtain converged estimates of frequency,
leakage, voltage, and temperature. With this model, we ex-
plore PVT limitations on multi-core integration and the dif-
ficulties in obtaining matched cores.

1 Introduction

The 2004 International Technology Roadmap for Semi-
conductors projects that parameter variations will present
critical challenges for manufacturability and yield. While
process, circuit-design, and statistical CAD techniques
can mitigate the impact of some parameter variations,
both ITRS and some industry presentations, e.g. [1], have
pointed out that computer architecture plays an essential
role in mitigating parameter variations. Architectural anal-
ysis and design, however, is often carried out in the ear-
liest design stages of a chip, before a physical design or
even RTL description is available. This necessitates pre-
RTL modeling capability.

Parameter variations encompass a range of variation
types, including process variations due to manufacturing
phenomena, temperature variations, and voltage variations.
Process variations manifest as both die-to-die (D2D) and
within-die (WID) variations, while temperature and volt-
age variations are primarily WID phenomena. Tempera-
ture variations stem from different activity factors among

functional units, from different circuit structures and hence
different power densities among functional units, and from
non-uniformities in the the thermal interface material (TIM)
that bonds the chip to its package. Voltage variations stem
from IR drops that result from non-ideal voltage distribu-
tion, and activity-dependent IR drops due to switching ac-
tivity and non-ideal decoupling capacitance.

While both D2D and WID effects can be addressed by
architecture changes, this paper focuses on the WID varia-
tions, because temperature and voltage variations are pri-
marily WID phenomena and interact with WID process
variations in interesting ways. (D2D variations can be
treated as a random offset.)

This paper describes a modeling methodology that is
compatible with pre-RTL architecture analysis. It accounts
for process, voltage, and temperature (PVT) variations, in-
cluding both systematic and random process variations. The
model for now focuses on phenomena that affect thresh-
old voltage (Vth), leaving for future work additional phe-
nomena like variations in interconnect properties. Changes
in Vth in turn affect device speed and leakage. We also
account for extrinsic temperature and voltage variations,
which also affect device speed and leakage. Leakage in turn
affects temperature, creating a feedback loop.

Our study uses this microarchitectural PVT model to ex-
plore integration of multiple CPUs into a multi-core proces-
sor and the impact of closing the PVT-leakage-performance
feedback loops on operating frequency, voltage, tempera-
ture, and leakage.

2 Related Work

Historically, variations in gate length, Leff (also referred
to as critical dimension—CD—variations), have been mod-
eled as independent random gaussian distributions [19]. Re-
cent studies have concluded that a significant portion of
WID variation is systematic in nature [7, 16], and that it
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Figure 1. CD Map.

is necessary to take the device’s on-chip location into ac-
count when estimating delay. In [16], systematic charac-
terization of layout patterns were extracted from dies fab-
ricated in a 180nm step-and-repeat exposure system. Their
results showed that every die, regardless of its position on
the wafer, had similar variation patterns across its surface.
The resulting on-chip delay distribution was spherical in na-
ture with the dies’ corners being 25% slower than in the
middle of the chip. In [7], CD maps were gathered from
a more mature step-and-scan exposure system. While sys-
tematic variations were prevalent, more interestingly was
how the average CD map differed from that of the previ-
ously mentioned process. In Fig. 1, a sample CD map for a
step-and-scan system is shown. The CD map, derived from
our own, lumped process variation model, is based on mea-
surements and conclusions from [7]. An important obser-
vation that can be seen in the figure is that more variation
occurs in the vertical direction than the horizontal direction.
Notice that our lumped process variation model also takes
into account the random variations as well, which can be
seen from the random disturbs in the CD map.

In [2], a predictive model for estimating frequency dis-
tribution is presented. The “FMAX” model is comprised of
a generic critical path model, GCP, that was validated with
measured data from a .25um process. In [13], the authors
extend the FMAX model by assuming number of critical
paths per stage, Ncp , is proportional to the stages device
count as well as introducing metrics and models to evaluate
variability in the micro-architectural domain. The proposed
model differs substantially from previous work by better
modeling SRAM blocks, which dominate in modern super-
scalar processors. Other key differences in our work are
inclusion of optical phenomena, which are spatially corre-
lated but still affect large dies, and incorporation of voltage
and temperature to close all the PVT feedback loops. The
only other microarchitectural parameter-variation research
of which we are aware, [5], presents a statistical methodol-

ogy for pipeline delay analysis to show the importance of
logic depth in variability studies.

3 Variation Model

3.1 Process Variation Model

To explore the impact of within-die variations we model
the die as being an i by j matrix where i is the number of
columns and j is the number of rows in the matrix. Initially,
each cell in the matrix is assigned a value for Leff

Leffij
= Leffnom

+ ∆Randij + ∆Systij (1)

Where ∆ Systij is the deviations in Leff that are systematic
across the die and are a function of the illumination system.
δ Randij are normally distributed random perturbations in
Leff that result from fabrication phenomenas such as line
edge roughness, LER.

Threshold voltage,Vth, plays a major role in determining
both leakage and delay therefore making it necessary to be
included in variation models. Vth is modeled similarly to
Leff where

Vthij
= Vthnom

+ ∆Vthsys
+ ∆Vthrand

(2)

∆ Vthrand
is a result of fluctuations in dopant densities from

and ∆ Vthsys
occurs due to the the dependency of thresh-

old voltage on Leff . In [4] the authors present us with a
equation for determining Vth as a function of Leff :

Vthsys
= Vth0 − Vdd · exp(−αDIBL · Leff ) (3)

Where Vth0 is the threshold voltage for long channel tran-
sistors, αDIBL is the DIBL coefficient, and Vdd is the sup-
ply voltage.

3.2 Within-Die Temperature and Supply Voltage
Variations

In addition to process variations due to manufactur-
ing phenomena, there are also temperature variations and
voltage variations. Investigations on micro-architecture
variation-aware techniques are certainly incomplete if ne-
glecting the effect of within-die temperature and voltage
variations. This is because sub-threshold leakage power is
exponentially dependent on operating temperature, transis-
tor carrier mobility hence the delay is also dependent on
temperature, and delay is proportional to supply voltage.

3.3 Temperature Variations

We investigate the effect of temperature variations us-
ing the existing HotSpot thermal model [18] that has been
widely adopted in architecture research. HotSpot is able
to model temperature distributions at the within-core func-
tional unit level for arbitrary floorplan with power dissipa-
tions as the input. Because subthreshold leakage power is
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exponentially dependent on temperature, and in turn tem-
perature is also determined by the overall power dissipa-
tion, there is a feedback loop between leakage power and
temperature [23]. In order to get accurate temperature and
leakage estimations, this well-known loop has to be mod-
eled as well. Considering the manufacture process varia-
tions in Leff and Vth, the distribution of leakage current
for each transistor is log-normal. This is because we have
assumed Vth has a normal distribution, and it is well-known
that the exponential of a normal random variable is a log-
normal distribution. Based on the temperature dependent
subthreshold leakage equation given in [20], we have a sub-
threshold leakage power model at the granularity of within-
core functional unit as the following:

P = Ntran×VddµCox
Weff

avgLeff
(m−1)(vT )2×eγ+β(T−Tref )

(4)
×(1 − e−VDS/vT )

where Ntran is the approximated transistor count inside
each functional unit and can be found from ITRS. Vdd is
supply voltage, µ is the carrier mobility, Cox is the gate ox-
ide, capacitance, W is the average drawn width of each tran-
sistor, avgLeff is the average effective gate length for each
functional unit based on the CD map of Leff variations, m
is a technology-dependent factor that is slightly greater than
1.0 [17], vT is the thermal voltage equal, β is the temper-
ature factor of subthreshold leakage current, which equals
to 0.0085 (typical values of β can be derived from [8]). T
is operating temperature, Tref is the reference temperature
at which β is derived. Vg is the gate voltage, Vth is the
threshold voltage, and VDS is the drain voltage. γ1 is the
equivalent exponent so that

eγ = ΣNtran

i=1 e(Vg−Vth)/mvT (5)

Values for Vth are extracted from the units underlying grid
cells. Each unit has enough corresponding grid cells to obey
by the rules of the Central Limit Theorem.

With Eq. 4 and the HotSpot thermal model, we are now
able to close the loop between temperature and subthresh-
old leakage power with the underlying process variations.
Usually, it only take about 5 iterations of the loop for tem-
perature and leakage power to converge.

Temperature variations have significant impact on delay,
because transistor’s carrier mobility is dependent on tem-
perature, and gate delay is approximately inversely propor-
tional to carrier mobility. 2 A first-order model for the re-
lationship between carrier mobility (µ) and temperature (T )

1γ can be calculated using Wilkinson’s method to match the first two
moments of sum of log-normal transistor leakage current distributions.
More details is shown in [22]

2The delay of a gate is inversely proportional to the saturation current
of transistors, and the saturation current of a transistor is proportional to
mobility, therefore, lower transistor mobility results in longer gate delay.

can be expressed as the following:

µ(T ) = a ∗ T b (6)

where a and b are fitting coefficient to measured carrier
mobility for different technologies [21]. Here we use
1.15×104 for a, and −2.2 for b, mobility is in the unit of
m2/V-s.

From Eq. 6, it is clear that mobility decreases when tem-
perature increases, thus the delay is worse at higher tem-
perature. For example, delay is about 46% longer at 110C
than at 50C. Without considering temperature dependency
of carrier mobility, performance estimations is not accurate.

3.4 Voltage Variations

Due to the unfortunate fact that power supply is dis-
tributed by layers of metal wires, it is inevitable that there is
some voltage IR drop on the power supply network, result-
ing in less-than-nominal Vdd for transistors. ITRS Roadmap
requires at most 5% of Vdd drop for different technologies.
We have developed a lumped power supply network model
that can estimate voltage IR drop at the micro-architecture
level. The model takes in power consumptions by each
functional units and the technology-dependent power sup-
ply routing information from ITRS predictions, and output
averaged actual Vdd estimations for each functional units.
The resulting Vdd map is fed back to performance and leak-
age models to get more accurate results.3

3.5 Architectural Block-Delay Model

To account for the microarchitectural impact of PVT, we
have chosen to use an FMAX-based delay model similar
to the approach used for variability studies in [13]. It was
necessary to slightly modify the FMAX model in order to
take into account delay resulting from systematic variations.
In [2], the equation for maximum critical path delay is given
as

Tcp,max = Tcp,nom + ∆TD2D + ∆TWID (7)

where Tcp,nom is the nominal critical path delay, and
∆TD2D and ∆TWID are the deviations in block delay that
are a result of D2D and WID variations. We have modi-
fied the orginial WID variation model in order to include
systematic variations such that

∆TWID = ∆Trand + ∆Tsys (8)

Where ∆Trand and ∆Tsys are the deviations in the nominal
critical path delay that arise from random and systematic
variations.

3Here, we find the fact that the temperature dependency of IR drop is
negligible, firstly because the temperature dependency of the metal resis-
tivity is not very strong, and secondly Vdd drop is mostly a very localized
phenomenon, and cannot be fully captured at the granularity of functional
units. Therefore, modeling IR drop is accurate enough at the microarchi-
tecture level by assuming no temperature variations.

3



At the heart of the FMAX delay model is the generic
critical path model,GCP. The GCP is comprised of a chain
of 2 input CMOS Nand gates with a fanout of three and of
depth ncp. The delay of a Nand gate, Tnand is the average
propogation delay through 2 series NFETS and the delay
through one PFET as derived from the physical alpha power
based law-model. The delay for the critical path is then
given as:

Tcp = ncpTnand (9)

In order to gain a better understanding of the relationship
between ncp,∆Trand, and ∆Tsys we have chosen to model
the critical path delay as a summation of the delay of ncp

different Nand gates.

Tcp =

ncp∑

i=0

Tnandi
(10)

As mentioned in [13], representing each block’s critical
path delay as a chain of Nand gates provides only a lower
bound on propogation delay since many blocks will have
some portion of their delay spent in local interconnects. We
have developed a first order model that assigns a ncp to
each block based on the block’s circuit type and area. In
our model we have categorized all blocks as being of type
SRAM or logic. An SRAM block’s ncp ∼ block area with
the largest block in the pipeline, the L1 data cache, spend-
ing 25% of Tcp,nom in the wires and the smallest SRAM
block, cast-out queue, spending 50%. For logic blocks such
as the execution units and decode unit, the amount of wire
delay is held constant at 10% of Tcp,nom. We have extended
the GCP critical path model to take into account 6T SRAM
cells such that the critical path for an SRAM block is:

Tcp,sram =

ncp∑

i=0

Tnandi
+ Tcellaccess (11)

where Tcellaccess is the access delay of an sram cell. The
equation to calculate cell access time is provided in [14].
Values for Ncp are assumed proportional to device count.

3.5.1 Simulation Design Flow
The previously mentioned temperature-leakage feedback
loop is placed inside of a larger loop that calculates core fre-
quency when PVT variations are considered. Initially. the
critical path model uses default values for T and V when
calculating the per-core frequency and dynamic power dis-
sipation. The equation for dynamic power dissipation scal-
ing is

Powerdynamic = F ∗ V 2
dd ∗ C ∗ A (12)

where F is the frequency, Vdd is the supply voltage, C is the
relative capacitance, and A is the functional unit’s activity
factor. A and Vdd are pre-determined input parameters, C
is a function of the CD map, and F is a dynamic variable
that converges at a final value at the end of the simulation.
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Figure 2. Delay-Temperature-Vdd Flow Chart

The newly calculated dynamic power dissipation and leak-
age is fed as input to the inner thermal-leakage loop. Once
the thermal-leakage loop has converged the new value for T
and Vdd are inputs into the delay model. The entire loop is
iterated until all variables have converged.

In Figure 3 frequency convergence has been graphically
illustrated. At iteration 1, the frequency is calculated with
the inputs being the CD map and the default values for T and
V. In iteration 2, the frequency is drastically reduced since
the T and V values from the previous iteration adversely af-
fect block delay. The slower frequency results in lower dy-
namic power dissipation, lower T (therefore lower leakage),
and higher VDD values. In iteration 3, the frequency rises
again since the previous iteration produced lower T values
and higher VDD values. This oscilating pattern converges
at final values at roughly 10 iterations.

4 Experimental Methodology

For our studies we have chosen to model a POWER4-
like core similar to the one presented in [11] with the main
difference being that we have chosen to model blocks at a
per stage granularity. Are pipeline is 17 stages deep and
is derived from the single-threaded pipeline model in [12].
Because different units execute in parallel in a pipeline there
will always be more units that require their delay to be less
than the cycle time than pipeline stages, and this number
increases in a clustered micro-architecture. In our pipeline
model we assume 33 different time-critical units. Core area
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Figure 3. Average core frequency as the num-
ber of iterations in delay-thermal loop in-
creases

has been scaled to 50nm and we have assumed a die con-
sisting of 16 cores. The activity factor in 12 was calculated
using Turandot/PowerTimer [15, 9, 3]. For simplicity, we
assumed all cores were executing the GCC benchmark, and
only the average activity factor over the entire benchmarks
lifetime was considered.

5 Results

In table 1 the impact of different variations are shown.
Ps,Pr, and Prs are results when considering only system-
atic, only random, and both random and systematic process
variations. The results for these parameters as well as for
no variations have had their delay calculated and fed into
the thermal-leakage feedback loop. That is they have not
progressed past iteration 1 in the thermal-delay feedback
loop. Most interesting, is the dramatic difference in leakage
that can be had from closing the thermal-delay loop. The
reason for the drastic decrease in leakage is that dynamic
power is scaled in proportion to frequency and this results
in cooler-on-chip temperatures.

Systematic Variation studies have reported a wide range
of values with the variation from the middle of the outer
edge of the die being 3-4% of nominal CD values in [16, 6]
to 25% in [7]. Since it is unclear how systematic varia-
tions will scale with technologies we have swept the vari-
ation amount from an optimistic 3% to a pessimistic 25%.
We have assumed random variations for Leff and Vth to be
±10% and ±30% respectively. The previously mentioned
floorplan is compared to a floorplan that has its cores lo-
cated in the middle of the die. As noted earlier, not only
is it imperative that cores are placed in positions that will
maximize their frequency but also in locations that will min-
imize core-to-core frequency variation. In order to do this,
designers must have knowledge about the fabrication pro-
cess’s CD map. As can be seen in Figure 5 by positioning

L2

Figure 4. Floorplan for 16 core chip.The upper
right hand corner of each core is the location
of the hotspot,integer and load/store execu-
tion unit.

the cores in the middle of the die the frequency degradation
is mitigated. Also, by placing each row of core an equal dis-
tance from the center core-to-core frequency variation will
be minimized.

Taking a closer look at how the different types of vari-
ations affect the units in the in the pipeleline will provide
us with better insight into the significance of the variations.
The following experiment has its cores located in the mid-
dle of the die, but unlike the previously mentioned floor-
plan each row of cores is now a mirrored copy of the other
row. With each set of assumptions about variation types
the slowest unit in the pipeline changes. Figure 6 shows
why delay models are incomplete if they do not consider
all sources of PVT variation. When only random variations
are considered the L1 Data cache is the slowest structure
because it las the largets number of critical paths, Ncp, out
of all the untis considered. If only systematic variations are
considered the fixed unit arithmetic logic is has the great-
est delay because it is located far away from the center of
the die, and it is a unit of type logic so therefore it has a
large ncp. As logic depth increases the random variations
will be averaged out leaving only systematic variation to
impact delay. When both random and systematic variations
are considered the floating point register file is slightly the
worse performing unit because out of all the sram units in
the core it is located farthest away from the center of the
die. Finally, when the full temperature-delay loop has con-
verged the Fixed Unit,FXU, register file is the slowest unit
because it is the hottest.

Creating homogenous core performance in the pres-
ence of systematic and random variations is a daunting
task;therefore, requiring strategies that can create hetero-
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Variations Ave. Core Frequency(GHz) Leakage Power(W) Dynamic Power(W) Hottest Temp(k)
No Variation 3.0 155.95 181.2 400

Pr 2.75 202.15 173.13 408
Ps 2.85 140.1 179.5 396.5
Prs 2.67 190 173.3 402

PrsV T 2.5 110.5 96.62 367.8

Table 1. Comparisons of how different combinations of PVT variations affect frequency,power, and
temperature
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Figure 5. Comparison of systematic variation
induced delay in two different core configura-
tions.

genity while sacrificing as little power and performance as
possible. We have extended our grid model to examine
the consequencs of using forward body biasing to speed up
slower cores. Unfortunately, since the core’s slowest units
located in the core’s hotspot only marginal gains in perfor-
mance can be expected before thermal runaway occurs 7
. Figure 8 shows the importance of using the grid-based
model in order to gain more accurate leakage estimations
when variations are considered.

6 Conclusions and Future Work

An architectural model to estimate delay, power dissipa-
tion, and temperature as a function of within-die PVT varia-
tions allows early-stage architecture to consider limitations
imposed by PVT and explore new architecture techniques
to mitigate PVT effects. This enables a powerful set of op-
timizations that complement techniques in the circuit and
manufacturing realms, because early architecture decisions
define the specification that must subsequently be imple-
mented.

Our results demonstrate the importance of including both
random and spatially-correlated WID variations in an archi-
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Figure 6. Change in the slowest microarchi-
tecture unit considering different variations.

tectural model. The resulting model shows that PVT vari-
ations limit core placement for multi-core chips and hence
may limit the degree of integration that can be achieved, es-
pecially if homogeneous performance is a requirement. In
fact, our results call into doubt the ability to make all cores
match the nominal frequency target without incurring pro-
hibitive leakage in some cores. This suggests the use of
a heterogeneous architecture, but also calls for architecture
innovations that can reduce the impact of PVT. Redundancy
is particularly attractive for coping with random variations.
In fact, there is likely substantial synergy between redun-
dancy techniques for reliability and the ability to mitigate
PVT effects.

Finally, our results show the importance of clos-
ing the loop between process variations, leakage, tem-
perature, voltage, and frequency. Current architecture
power/performance methodolgies neglect these effects,
with substantial inaccuracy a likely result.

Clearly the model can be improved in many ways by
tying it more closely to the likely circuit implementations
of the various blocks in question. Nevertheless, we pro-
pose the model in its current form because we believe it
illustrates several important ways in which architecture de-
cisions must take PVT into account, and because the model
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Figure 7. Normalized cycle time, leakage
power, and hotspot temperature as threshold
voltage is decreased
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Figure 8. Underestimation of temperature
during body biasing when random Vth is not
modeled

enables new architecture research to cope with PVT varia-
tions.
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