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Abstract

The most recent, and arguably one of the most difficult obstacles to the exponential growth in

transistor density predicted by Moore’s Law is that of removing the large amount of heat generated

within the tiny area of a microprocessor. The exponential increase in power density and its direct

relation to on-chip temperature have, in recent processors, led to very high cooling costs. Since

temperature also has an exponential effect on lifetime reliability and leakage power, it has become

a first-class design constraint in microprocessor development akin to performance.

This dissertation describes work to address the temperature challenge from the perspective of

the architecture of the microprocessor. It proposes both the infrastructure to model the problem and

several mechanisms that form part of the solution. This research describes HotSpot, an efficient

and extensible microarchitectural thermal modeling tool that is used to guide thedesign and evalua-

tion of various thermal management techniques. It presents several Dynamic Thermal Management

(DTM) schemes that distribute heat both over time and space by controlling thelevel of compu-

tational activity. Processor temperature is not only a function of the powerdensity but also the

placement and adjacency of hot and cold functional blocks, determined by the floorplan of the mi-

croprocessor. Hence, this dissertation also explores various thermally mitigating placement choices

available within a single core and across multiple cores of a microprocessor.It does so through the

development of HotFloorplan, a thermally-aware microarchitectural floorplanner. Finally, through

an analytical framework, this research also focuses on the spatial (size) granularity at which thermal

management is important. If regions of very high power density are small enough, they do not cause

hot spots. The granularity study quantifies this relationship and illustrates it using three different

microarchitectural examples.
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Chapter 1

Introduction

Since the advent of the very first microprocessor, the transistors that make them have continued to

shrink in size exponentially. This scaling has consistently kept up with or even surpassed the rate

of growth predicted by Gordon Moore’s empirical law stated in 1965 [73].In comparison with the

early microprocessors, today’s processors are faster and cheaper by several orders of magnitude

owing to this exponential growth in transistor density. However, as process technology scales into

the nanometer region, several hindrances to its continuation emerge. Low-level effects which were

previously considered second-order and have traditionally been largely invisible to computer archi-

tects have surfaced to become primary concerns. Processor temperature is one such concern that

has arguably become one of the hardest obstacles to continued technology scaling.

Most of the energy consumed by a microprocessor is dissipated as heat due to the resistive

behaviour of the processor circuits. The temperature of a chip, which is ameasure of the amount of

heat energy stored in it, is directly related to the power density (i.e., the power consumed per unit

area of the chip). In order to see the impact of scaling on temperature, it is illuminating to study

the relationship between scaling and power density. Scaling theory [29] provides a simple way to

reason about such a relationship between the device parameters (such as transistor length, supply

voltageetc.) of successive technology generations. Every successive process generation shrinks the

length of the transistor by a constant fraction of the previous length. This fraction is by a called the

scaling factor (sayk) and is typically≈ 1/
√

2. Hence, the area of the transistor scales proportional

to k2, i.e., approximately halving every successive generation. Assuming ideal scaling, supply

1



Chapter 1. Introduction 2

voltage (V) scales down and frequency (f ) scales up linearly. Assuming that the microarchitecture

remains the same, the scaling of the intrinsic capacitance (C) of the transistor is also linear in this

factor. Hence, the power consumption of the transistor, given by the formulaCV2 f , scales down

by a factor= k× k2/k = k2. In other words, since the area scales down byk2, the power density

remains constant under ideal scaling. However, in reality, supply voltagehas not been able to scale

as well as the transistor dimensions. In fact, more recently, in order to maintainthe performance

under increasing leakage, it has not been able to scale at all! This has resulted in processor power

almost remaining constant in moving to a newer process generation. More interestingly, the power

density increases approximately by a factor ofk2 every generation! This exponential increase in

power density, if left unmanaged, would result in an exponential increase of temperature every

successive generation. Since that cannot be allowed (otherwise, the chip would melt!), huge efforts

have been put into the removal of heat away from the die-surface of a microprocessor. This has led

to expensive packages (heat sinks, heat pipesetc.) and as a corollary, exponential increase in the

cost of such cooling solutions.

Increase in die temperature is undesirable for a variety of reasons. Catastrophic failure such as

the melting of the chip is a possibility, albeit a distant one. In reality, more pertinent reasons are in

the form of increased leakage power and accelerated aging that reduces lifetime reliability.

Transistors consume power even when they are idle and not switching. This is called static

power or leakage power. Even under nominal conditions, it can be a significant fraction (>

30%) [99] of the total power consumption at current feature sizes. It varies exponentially with

respect to temperature. As temperature itself depends on the power consumption, there is a circular

dependence between them. In extreme cases, this can result in a self-reinforcing positive feedback

loop that leads to thermal runaway.

Temperature also has an exponentially adverse effect on the expected lifetime of a microproces-

sor. The Mean Time To Failure (MTTF) of a chip can be empirically describedusing the Arrhenius

Equation given by:

MTTF = Ae−
Ea
k·T
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Here,T is the temperature,A is an empirical constant andEa is the activation energy of the failure

mechanism. It is to be noted that this equation does not capture all the effectsof temperature

(like thermal cycling, thermal gradientsetc.) on reliability. However, it is a useful expression

for first-order estimation. It actually comes from Chemistry where the rate ofa chemical reaction

is expressed as an exponential function of the temperature of operation.The rate of reaction or

equivalently, the rate of failure in case of silicon, is highly accelerated at higher temperatures. In

fact, the same principle is used in the testing of chips by accelerating their ageingprocess from

several years to laboratory time scales through the artificial elevation of temperatures.

Apart from high performance microprocessors, temperature is also a matter of concern for mo-

bile processors. Though such chips tend to be low in power consumption, their power density can

be quite high because of their form factor (e.g. System-On-a-Chip (SoC) architectures) and the

high-performance nature of the real-time applications that run on them. Usability considerations

like fan noise, wearabilityetc., also dictate a lower operating temperature budget for these chips.

Thus, with the increase in cooling costs, adverse effect on static power,lifetime reliability and us-

ability of processor chips, temperature has become a first-class design constraint in microprocessor

development akin to performance.

The thermal problem described above can be approached from different perspectives. For

instance, from a mechanical engineering perspective, one can designbetter, more efficient and

cheaper heat removal systems. This is a significant challenge since we are already at the limits of

affordable air cooling. For instance, the ITRS [99] projects a very flattrend for air cooling capacity

even in the long term. From an operating systems perspective, one can employ better scheduling

algorithms that distribute heat evenly across the entire chip by interleaving hot and cold processes

in both time and space. With the potential availability of spare cores to run the application, multi-

core processors offer extra flexibility in this regard. From a compiler design perspective, one can

generate code that distributes computation in a manner which minimizes power density. Instead,

the scope of this dissertation is to study the possibilities of thermal alleviation fromthe perspective

of the architecture of the microprocessor. The microarchitecture is the final determinant of how

much computation happens where and when. Hence, it is unique in its ability to accurately identify
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the sources of thermal inefficiency and either curb them at the origin or manage them effectively

within a desired cost budget. This dissertation is an exercise in offering sufficient research evidence

for such an assertion. It should be noted that although microarchitectural power management might

help with temperature by limiting wasteful power dissipation, it does so mainly by managing activ-

ity in the temporal dimension. Thermal management extends such control to the spatial dimension

as well, offering additional levers in the temperaturevs.performance trade-off.

The first step in addressing the thermal management problem at the microarchitectural level

is the ability to model the temperature of a microprocessor accurately and efficiently. Hence, this

dissertation first presents a microarchitecture-level thermal modeling tool called HotSpot [50] that

models the heat conduction as an equivalent electrical circuit constructed from the layout infor-

mation of the microprocessor. Given the per-unit power consumption, it then uses standard circuit

solving techniques to solve for temperature. HotSpot is a computationally-efficient infrastructure

that has been widely used in the computer architecture research community. It has been down-

loaded by more than one thousand users. This dissertation guides the design of certain important

parameters of HotSpot through approximations derived using analytical foundations. Furthermore,

since there is a circular and exponential relationship between leakage power and temperature, this

dissertation also comes up with an empirical leakage power model by reverseengineering data from

the reports of the International Technology Roadmap for Semiconductors(ITRS) [99].

In order to make a case for the argument that microarchitectural thermal management can be ef-

fective, the dissertation then presents and evaluates several Dynamic Thermal Management (DTM)

schemes for a single-core microprocessor. They distribute heat both over time and space by con-

trolling the level of computational activity in the individual functional blocks of the core. These

techniques can manage worst-case thermal situations efficiently, thereby assisting the external cool-

ing solutions to be built for the average-case rather than the worst-case.

Orthogonal to the individual activity of the functional blocks in a microprocessor, another im-

portant factor that affects the temperature distribution of a chip is the lateralcoupling between

adjacent blocks due to the spreading of heat in silicon. This is determined bythe floorplan of the

microprocessor. Hence, this dissertation also investigates whether floorplanning at the microar-
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chitectural level can be applied viably towards thermal management by placing hot units close to

cold ones. It develops a thermally-aware microarchitectural floorplanning tool called HotFloor-

plan and studies the various thermally mitigating placement choices available within asingle core

and across multiple cores of a microprocessor. For a single core, this work employs a simulated

annealing-based [60] scheme that includes both performance and temperature in its cost function.

For multiple cores, it experiments with the orientation of the cores so as to keep the hottest units

of adjacent cores as far apart as possible and uses the relatively cooler L2 banks as thermal buffers

between the much hotter cores.

The final piece of this dissertation focuses on the size granularity at whichthermal management

is important. Regions of high power density do not cause hot spots if they are small enough in size

(i.e., if their lateral dimensions are much smaller than the chip thickness). In other words, silicon

acts as a spatial low-pass filter for temperature. This dissertation explains this phenomenon with an

analytical formulation derived by solving the steady-state two-dimensional differential equation of

thermal conduction for a geometry similar to microprocessor chips. It also illustrates this with three

different microarchitectural examples: a study of the thermal efficiency of small coresvs. large

cores in a manycore processor, an investigation of whether high aspectratio sub-blocks like cache

lines can become hot spots due to malicious code behaviour and an exploration of thermal sensor

accuracy as a function of the distance between sensors with an examinationof the effectiveness of

sensor interpolation schemes.

With this overview, following are the contributions of this work:

• The design of an accurate and efficient thermal model guided by analytical foundations from

conduction heat transfer and an empirical model for leakage power thataccounts for depen-

dence on its temperature and supply voltage. [50,52,103]

• New microarchitectural thermal management schemes for a single-core microprocessor:

temperature-tracking Dynamic Frequency Scaling (DFS) and migration of computation to

a spare register file. [101,102,103]

• A thermally-aware floorplanning scheme for a single-core microprocessor that incorporates
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the key insight of accounting for the amount of communication on the wires andweighting

them according to that. [91]

• Multicore floorplanning techniques that experiment with the orientation of the cores and in-

sert second-level cache banks in between the cores in order to reduce the peak tempera-

ture. [89]

• An analytical framework that explains the spatial filtering behaviour of lateral thermal con-

duction, which is then used to understand several interesting questions onmicroarchitectural

thermal granularity including the thermal efficiency of manycores, cache lines and sensor

interpolation. [88]

The remainder of the dissertation is organized as follows: Chapter 2 describes the design of the

thermal and empirical leakage power models, throwing light on the analytical basis of the thermal

model’s parametric choices; Chapter 3 presents and evaluates the varioussingle-core thermal man-

agement schemes; Chapter 4 explains the thermally-aware single-core floorplanning algorithm and

discusses its thermal and performance impact; Chapter 5 studies the variousmulticore floorplanning

options including core orientation and cache bank insertion; Chapter 6 discusses the investigation

on the granularity of thermal management; and Chapter 7 concludes this dissertation by summariz-

ing the most important lessons and providing suggestions for potential directions for the future.



Chapter 2

Thermal Modeling

2.1 Introduction

This chapter discusses the design of the HotSpot thermal model [50, 52, 103] and the empirical

leakage power model [103], providing insights into the analytical foundations of some of the para-

metric choices in HotSpot. Section 2.2 describes the work done by others closely related to the area

of microarchitectural thermal modeling. Section 2.3 discusses the need for directly modeling tem-

perature at the microarchitectural level. Section 2.4 explains the construction of the HotSpot model.

Section 2.5 presents the analytical rationale behind the choice of a couple ofimportant parameters

of HotSpot. Section 2.6 details the empirical leakage power model.

2.2 Related Work

Thermal models developed prior to this work are typically at the circuit-level and the few mi-

croarchitectural models ignore the lateral heat spreading in the chip. An excellent survey of the

circuit-level techniques is given by Sabry in [86] and more recently, by Pedram and Nazarian [79].

Batty et al. [10], Cheng and Kang [22], Koval and Farmaga [62], Székely et al. [83, 109], Torki

and Ciontu [111] all describe techniques for modeling localized heating withina chip due to dif-

ferent power densities of various blocks, but none of these tools are easily adapted to architectural

exploration for a variety of reasons. Microarchitectural models are employed very early in the de-

7
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sign stage, at apre-RTLlevel, when detailed layout and power consumption information may not

be available. Architectural modeling typically precludes direct thermal-response measurements,

e.g. [109, 111]. Similarly, the use of analytical power models obviates the need for joint electro-

thermal modeling,e.g.[109]. Furthermore, most of the prior models are either at a lowerpost-RTL

level depending on VLSI netlists and structural implementation details, or only give steady-state

solutions.

Two microarchitectural thermal models we are aware of prior to this work arefrom Dhodap-

kar et al. [30] and Skadronet al. [100]. TEMPEST [30] models temperature directly using an

equivalent RC circuit, but contains only a single RC pair for the entire chip,giving no localized in-

formation. [100] proposed a simple model for tracking temperature on a per-unit level but ignored

the effect of lateral heat diffusion. Since this work, a few more higher-level thermal models have

been developed. ATMI [72] is an analytical model based on an explicit solution to the heat equation.

While the accuracy of an analytical model is attractive, it also implies that the expression for the

solution has to be evaluated at every point of interest on the chip. This canbe prohibitive when one

is looking for temperature not at a particular point but with a particular property (e.g. maximum

temperature of each functional block). Moreover, it is not very flexiblein terms of the package

configuration and number of layers, which could be an obstacle in its use for exploration at the mi-

croarchitectural level. For instance, adding support for an extra layer of Thermal Interface Material

(TIM) would involve significant effort in recomputing the analytical solutions. The Mercury [46]

and Thermostat [24], models that are intended to be used at the full-system-level, are also worth

mentioning here. Mercury is a system-level temperature emulation suite that uses offline calibra-

tion and online update of per-component utilization information to compute temperature of systems

(including disks, processors, air inletsetc.). Thermostat employs Computational Fluid Dynamic

(CFD) modeling of rack-mounted servers. Although both tools model the entire system including

convective heat transfer, they are much more coarse-grained by design. The microprocessor itself is

only a component within the system they model and hence no localized information is obtainable,

which is essential for architectural studies.

Since this work, there have been efforts in applying state-of-the-art numerical techniques such
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as multigrid methods [67], Discrete Cosine Transforms (DCT) [118], momentmatching [69] and

adaptive temporal adaptation [117] to thermal circuit solvers. There have also been improvements

to the thermal solver of HotSpot suggested by others [42]. HotSpot has benefited from some of

these efforts and I have since incorporated a multigrid method in HotSpot’s steady-state thermal

solver. However, these models do not provide significant extra detail and lack the flexibility of

HotSpot. Since microarchitectural simulations tend to be long, the simulation speedof HotSpot

remains quite sufficient for most architectural studies.

2.3 Importance of Directly Modeling Temperature

Units Avg. Temp. R2 (%)
(◦C) 10K 100K 1M 10M 100M 1B

Icache 74.4 43.9 51.1 55.8 73.8 78.5 10.5
ITB 73.2 35.3 42.2 46.8 64.0 75.0 10.6
Bpred 76.2 54.0 71.5 77.6 88.7 91.0 5.3
IntReg 83.5 44.2 51.9 57.0 76.4 71.0 8.0
IntExec 76.7 46.3 53.3 57.9 75.7 76.6 8.3
IntMap 73.9 41.7 49.6 54.8 73.5 76.8 8.0
IntQ 72.4 31.5 36.4 39.6 53.9 80.7 13.0
LdStQ 79.2 47.9 63.4 69.0 83.6 83.2 6.6
Dcache 77.3 46.8 60.5 65.9 81.2 82.8 10.8
DTB 72.0 29.6 38.2 41.7 53.4 87.5 16.4
FPReg 73.0 26.0 29.6 38.8 64.6 84.8 21.1
FPAdd 72.6 49.7 51.1 54.9 66.5 86.4 24.9
FPMul 72.6 53.9 54.1 54.9 62.1 84.8 29.6
FPMap 71.7 16.8 20.2 22.3 26.9 0.5 3.2
FPQ 71.8 28.0 30.0 35.2 49.4 78.0 30.7
L2 71.7 14.2 19.7 21.8 26.6 49.9 3.3

Table 2.1: Correlation of average power vs. temperature for power averaging windows of 10K–1B
cycles. [104]

Temperature of a functional block of a microprocessor depends upon the power consumed by

it per unit area (its power density). In fact, the thermal capacity of silicon acts as a temporal low

pass filter and smooths out the spikes of power density. This behaviour has prompted a few prior

studies to model temperature by averaging power dissipation over a window of time. This section

will show the fallacy in using such a proxy for temperature. While the moving average helps in
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temporal smoothing, the temperature of a block depends not only on its powerdensity but also on

the temperatures of the other blocks nearby. Hence, any amount of temporal averaging without

considering this lateral coupling of heat will not track its temperature reliably.

(a) 10 K, all blocks

(b) 10 K, LdStQ (c) 100 M, LdStQ

Figure 2.1: Relationship between power density and temperature for different moving average in-
tervals [104].
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(a) Power Density

(b) Temperature

Figure 2.2: Power density and temperature profiles of the load-store queue.
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To show the importance of such a thermal model with lateral diffusion capabilityas opposed

to a power metric, Table 2.1 shows theR2 value for correlation between temperature and a moving

average of power dissipation for different averaging intervals. Eachrow of the table denotes an

architectural functional block of an out-of-order processor similar to the Alpha 21364 [103]. The

R2 value gives the percentage of variance that is common between two sets of data; values closer to

100% indicate better correlation. The data in Table 2.1 come fromgcc, a representative benchmark.

It can be seen that overall, there is poor correlation between temperatureand moving average of

the power dissipation. Even with the best-correlated averaging interval (100 million cycles), power

still cannot track operating temperature effectively. This is further shown in figures 2.1 and 2.2.

Figure 2.1 presents the relationship between power density and temperaturefor two different aver-

aging intervals. Figure 2.1(a) shows the scatter plots of power densityvs. temperature for all the

major architectural blocks for an averaging interval of 10K cycles. Forclarity, Figure 2.1(b) shows

the same data only for the load-store queue. Figure 2.1(c) shows a similar scatter plot but for a

higher averaging interval of 100M cycles. Figures 2.2(a) and (b) show the same power density and

temperature data for the LdStQ block individually against time (in cycles). Anylinear relationship

between power density and temperature will show up as an approximate straight line in Figure 2.1.

A temperature metric calibrated from a simple average of the power dissipation has such a linear

relationship. However, what is seen in the graphs is an absence of any such linear relationship even

at the higher averaging interval of 100M cycles (2.1(c)). It can be seen in Figure 2.1 that, for a

given power density, the temperature varies by a large margin andvice-versa. Actually, for the

LdStQ block, in 2.1(b), there is a clear range in the power density (around0.35 to 3W/mm2) and

temperature (around 74.5 to 84.5oC). On examining the graphs 2.2(a) and (b), it can be observed

that this range corresponds to their maximum and minimum values over time. For power density,

the maximum and minimum values also correspond to maximum and zero utilization of theLdStQ

respectively. Also, the power density graph (2.2(a)) shows a pattern of bands while the temperature

graph shows a pattern of lines. This means, for almost any given temperature, the instantaneous

power density at that time could be all over the board. This uncorrelated behaviour is the reason

for the rectangular shape in the first two graphs and the diverging shape in the third graph of Fig-



Chapter 2. Thermal Modeling 13

ure 2.1. It is also the reason why power density is not a good proxy for temperature. Hence, for

reliable temperature estimation, it is important to model temperature directly.

2.4 The HotSpot Thermal Model

As a solution to the modeling problem, this dissertation presents my contributions to HotSpot [50,

52, 103], an efficient, extensible microarchitectural thermal model. HotSpot is available for free

public download in the source form fromhttp://lava.cs.virginia.edu/HotSpot . It is based

on the well-known analogy [48, 64] that exists between the physical laws that govern current flow

and heat flow, summarized in Table 2.2. Temperature is akin to “electric potential”. Heat flow

can be described as a “current” passing through a thermal “resistance”(R), leading to a temperature

difference analogous to a “potential difference” or “voltage”. Thermal “capacitance”(C) measures

the amount of heat energy stored in a body — specifically, the product ofits volume and specific

heat capacity — and hence its rise in temperature. It is necessary for modeling transient behaviour,

to capture the delay before a change in power results in the temperature’s reaching steady state.

Lumped values of thermal R and C can be computed to represent the heat flow among units and

from each unit to the thermal package. The thermal Rs and Cs together leadto exponential rise and

fall times characterized by thermal RC time constants analogous to the electricalRC time constants.

The rationale behind this analogy is that current and heat flow are described by exactly the same

differential equations that describe the flow,i.e., Ohm’s law for electrical conduction and Fourier’s

law for heat conduction. Together with the principle of conservation of energy, these differential

equations completely determine the electrical and thermal conduction in a body.HotSpot utilizes

this principle in that it computes the thermal resistances and capacitances of achip based on its

geometry and floorplan. Then, for a power density map provided by a power-performance simulator

(e.g.Simplescalar [5] and Wattch [13]), it solves for the temperatures using standard circuit solving

techniques. Early releases of HotSpot [103] incorporated a single circuit node for each functional

block of a floorplan. Such ablock-basedmodel has the advantage of high computational efficiency.

However, feedback from the use of HotSpot by the research community suggested that additional

http://lava.cs.virginia.edu/HotSpot


Chapter 2. Thermal Modeling 14

modeling capability for high accuracy even at much finer levels of granularity is desirable. To this

end, later releases of HotSpot [50, 52] also include support for high resolution through a three-

dimensional, uniform grid-like structure of its thermal Rs and Cs. In such a case, each functional

block is modeled as a grid of thermal Rs, each with its own capacitance to ground. With the presence

of both theblock-basedand thegrid-basedmodels in HotSpot, the user is offered a choice between

two levels of modeling granularity as a trade-off between accuracy and efficiency.

Thermal quantity unit Electrical quantity unit
Q, Heat J q, Charge C

T, Temperature K φ, Potential V
Temperature difference K V, Voltage V

P, Heat flow, power W I , Current flow A
κ, Thermal conductivity W/(m·K) σ, Electrical conductivity 1/(m·Ω)

q, Heat flux, power density j, Current density
= −κ∇T (Fourier’s law) W/m2 = −σ∇φ (Ohm’s law) A/m2

Rth, Thermal resistance K/W R, Electrical resistance Ω = V/A
Cth, Thermal mass, capacitance J/K C, Electrical capacitance F = C/V

τth = Rth ·Cth, Thermal RC constant s τ = R·C, Electrical RC constant s

Table 2.2: Analogy between thermal and electrical quantities [104]

Chips today are typically packaged with the die placed against a spreader plate, often made of

aluminum, copper, or some other highly conductive material, which is in turn attached to a heat

sink of aluminum or copper through a Thermal Interface Material (TIM).The heat sink is cooled

by a fan. HotSpot takes this into account and models the heat flow through such a typical cooling

solution. An example of the configuration modeled by HotSpot is shown in Figure 2.3. Low-

power/low-cost chips often omit the heat spreader and sometimes even the heat sink; and mobile

devices often use heat pipes and other packaging that avoid the weight and size of a heat sink.

Given the floorplan of a processor and a set of power consumption values for each of its func-

tional blocks, HotSpot first forms a thermal equivalent circuit by discretizing the geometry of the

chip in all three dimensions. The topology of the resulting thermal circuit is very similar to the

geometry of the chip and the thermal solution that it attempts to model. Each verticallayer of heat

conduction (chip, heat sink, spreader, TIMetc.) is accounted for by a corresponding layer of circuit

nodes connected to the layers immediately above and below it through a set ofvertical thermal
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Figure 2.3: Side view of a typical package. [104]

resistances. Similarly, within a given layer, the lateral heat conduction is modeled through a net-

work of lateral thermal resistances in both thex andy directions that connect regions of physical

adjacency. For instance, in case of theblock-basedthermal model, this lateral discretization of the

silicon layer results in one circuit node per functional block. Blocks adjacent to each other in the

floorplan are also correspondingly connected by a lateral thermal resistance in the equivalent ther-

mal circuit. Similarly, for thegrid-basedthermal model, the lateral discretization is uniform, with

the silicon die being partitioned into a regular mesh of fixed number rectangularregions. Hence,

the number of circuit nodes per layer is equal to the number of partitions. Also, partitions that are

physically adjacent in the chip have their corresponding circuit nodes connected to each other in

the equivalent circuit.

Since most of the vertical heat conduction through the different layers occurs through the re-

gions directly beneath the die, the regions outside the die in the heat sink and spreader layers are

discretized at a much coarser granularity. Specifically, the region of the heat spreader that lies out-

side the die is divided into four (north, east, south and west) with only one circuit node per region.

Similarly, the region of the heat sink outside both the spreader area and the die area is also divided

into four. The same holds true for the region of the heat sink that lies beneath the heat spreader but

outside the coverage of the die as well. Figure 2.4 illustrates this arrangementthrough a conceptual

view of a thermal solution in HotSpot consisting of TIM, spreader and sink.Each filled circle in

the figure denotes a node in the thermal circuit. The power dissipation in siliconis modeled in the
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thermal circuit as current sources connected to the circuit nodes corresponding to the silicon layer.

Similarly, the heat removal at the fins of the heat sink is modeled as a convection resistance com-

puted from the heat transfer co-efficient of the fins. This is shown in thefigure through the parallel

arrows.

heatsink


TIM


silicon


heat fluxes (power densities)


heat spreader


R
convec_
i
 = 
1/
(
h*A
i
)


convection to ambient, with constant


heat transfer coeff. 
h


Figure 2.4: A conceptual view of the nodes of the thermal circuit in HotSpot[50]

The vertical and lateral thermal resistances described above only capture the heat conduction

behaviour in the steady state. In order to model the transient thermal behaviour, each circuit node

is also connected to ground through a thermal capacitance.

With this overview of the finite-element discretization in HotSpot, the final piece that remains

in the construction of the equivalent thermal circuit is the computation of the thermal resistance and

capacitance values themselves. The vertical and lateral discretizations in HotSpot reduce the heat

conduction problem from three dimensions to a single dimension. Finally, in the single- dimen-

sional case, the thermal resistance and capacitance values should be computed in such a manner

that the response of the equivalent RC circuit matches closely with the true response of the one-

dimensional transient thermal conduction problem. It turns out that for a given one-dimensional

block of lengtht, cross-sectional areaA, thermal conductivityκ, specific heat capacityc and den-

sity ρ, the thermal resistanceRth and capacitanceCth values are given by:
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Rth =
t

κ ·A
Cth = c·ρ · t ·A (2.1)

The thermal equivalent circuit thus constructed is solved by HotSpot using standard circuit solv-

ing techniques that are simple yet fast. Since the number of nodes in theblock-basedmodel tends

to be small, HotSpot uses a direct matrix inversion method to solve for its steady-state tempera-

ture. However, since the number of nodes in thegrid-basedmodel is usually large, it employs a

more sophisticated multigrid technique [81] which in turn uses an iterative Gauss-Siedel method

for steady-state solution. For transient calculation, HotSpot uses an adaptive step-size, fourth order

Runge-Kutta method [81]. The reason for the choice of these solvers is that they are simple enough

to be implemented and modified easily and efficient enough to be used in real-time microarchitec-

tural simulations. Integration of more efficient off-the-shelf solvers into HotSpot is an area of future

work not part of this dissertation.

HotSpot has been validated against two different finite-element solvers,Floworks [37,103] and

ANSYS [4, 50]. It has also been validated against actual measurements from a test chip [52, 108]

and a Field-Programmable Gate Array (FPGA) [112].

For the kind of studies in this dissertation, the thermal model must have the following properties.

It must track temperatures at the granularity of individual microarchitectural units. It must be

parameterized, in the sense that a new network of Rs and Cs is automatically generated for different

microarchitectures. It must be portable, making it easy to use with a range ofpower/performance

simulators. It must be able to solve the RC-circuit’s differential equations quickly. It must be

calibrated so that simulated temperatures can be expected to correspond to what would be observed

in real hardware. The HotSpot model meets all these conditions. It is a software that provides an

interface for specifying some basic information about the thermal solution and for specifying any

floorplan that corresponds to the architectural blocks’ layout. HotSpotthen generates the equivalent

RC circuit automatically, and supplied with power dissipation over any chosentime step, computes
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temperatures of each block of interest. It is efficient and extensible, making it a correct fit for the

microarchitectural thermal studies of this dissertation.

HotSpot is a group effort that has involved many people. Apart from our professors (Skadron

and Stan), acknowledgements are due to Wei Huang, Shougata Ghosh, Siva Velusamy and David

Tarjan. Particularly, a majority of the modeling work and model validation are contributions of Wei

Huang. My role, as one of the two primary contributors, has been in the design and implementation

of the software, including feature enhancements (e.g. the ability to model a configuration without

the heat sink or heat spreader), accuracy enhancements (of both theblock-basedandgrid-based

models), performance enhancements of the solvers (e.g.adaptive step sizing of the transient solver

and the multigrid technique for the steady-state solver) and usability improvements (e.g. support

for integration with other simulators, cleaner interfacesetc.). Furthermore, my contributions also

include analytical reasoning of modeling granularity and capacitance fitting factors and some model

validation using the ANSYS tool.

2.5 Analytical Choice of Parameters

2.5.1 Lumped Capacitance Scaling Factor

+
_

    . . .

(a) Elmore Delay Model

    . . .

(b) Thermal RC Network

Figure 2.5: Illustration of the RC networks corresponding to the Elmore delaymodel and the equiv-
alent circuit for thermal conduction.

It was mentioned in the last section that the three-dimensional discretization in HotSpot reduces

the heat conduction problem to a single dimension. However, care has to betaken to ensure that
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the equivalent RC approach in one dimension matches closely with the true thermal response. As

a distributed RC network, the transient solution of the true thermal responseis an infinite series of

exponentials while that of a lumped RC is a single exponential. The common practice of calculat-

ing the lumped RC values is to use the Elmore delay model [34], as a result of which, a scaling

factor of 50% is typically used. However, the Elmore delay model assumes a distributed RC net-

work that is slightly different from the equivalent thermal RC network. Figure 2.5 illustrates both

these networks. Figure 2.5(a) shows a network corresponding to the Elmore delay model while

Figure 2.5(b) shows a network equivalent to thermal conduction. The Elmore delay model has a

voltage source at its input while the thermal model has a current source. Moreover, the output ter-

minal of the Elmore delay model is open while that of the thermal model is connected to ground.

Hence, the 50% scaling factor from the Elmore delay model is not directly applicable in the thermal

case. Instead, the principle of its derivation should be applied to the problem at hand (in this case,

one-dimensional transient thermal conduction) in order to calculate the appropriate scaling factor.

One of my contributions to the HotSpot model is the derivation of such an approach for the thermal

conduction problem.

l

q T(l,t) = 0

T(x,0) = 0

Figure 2.6: A transient thermal conduction problem equivalent to HotSpot’s RC network with a
single node.

Let us consider the transient thermal conduction problem in one dimension with boundary con-

ditions similar to those found in HotSpot. We are interested in the case similar to Figure 2.5(b)

where the input node of a thermal circuit is supplied by a current sourceand is connected to ground

through a thermal distributed RC line. Figure 2.6 shows an equivalent thermal situation. A thin rod

of lengthl , which is insulated on the sides, has one end at zero temperature while the other end is

supplied with a heat flux (power density)q. Let the thermal conductivity of the material of the rod

beκ, its thermal capacitance bec and its density beρ. Then, if the transient temperature of the rod

at distancex from the left end at timet is denoted byT(x, t), then the one-dimensional transient
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thermal conduction equation that describes this system is given by [17]:

∂T
∂t

=
κ
cρ

∂2T
∂x2 (2.2)

subject to:

T(l , t) = 0 (2.3)

T(x,0) = 0 (2.4)

∂T
∂x

|x=0 = −q
κ

(2.5)

The solution for the above equation and boundary conditions can be obtained from [17]. Note

that we are only interested in the temperature atx = 0 or T(0, t). For simplicity of notation, let

us define the normalized temperatureTnorm to be T(0,t)
T(0,∞) . Then, the expression forTnorm can be

calculated as:

Tnorm = 1− 8
π2 ∑

n=1,3,5,...

e−n2 π2
4

t
RC

n2 (2.6)

where,RC= cρl2

κ or

R=
1
κ
· l
A

and C= c·ρ · l ·A (2.7)

i.e. RandC are the same as equivalent thermal resistancesRth andCth mentioned in equa-

tion 2.1. Now, we seek to approximateTnorm by an equivalent RC pair. Let us say that the time

constant of that RC pair beτ. The response for an RC pair is given by 1−e
−t
τ . Clearly,Tnorm is

an infinite sum of exponentials while the response of an RC pair is a single exponential. Hence, an

exact match is not possible. However, taking cue from the Elmore delay model, since both expres-

sions are exponentials going from 0 to 1, we can seek that the areaabovetheir curves match (since

the areaunder them is infinity). In other words, we could seek that the integrals of 1−Tnorm and
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Figure 2.7: Distributedvs.lumped thermal response.

1− (1−e
−t
τ ) = e

−t
τ match. It can be seen that the latter integral (from 0 to∞) is equal toτ. So, we

get

τ =
8
π2

Z ∞

0
∑

n=1,3,5,...

e−n2 π2
4

t
RC

n2 dt

=
32·RC

π4 ∑
n=1,3,5,...

1
n4

=
RC
3

(2.8)

since∑n=1,3,5,...
1
n4 = π4

96 from [1].

Thus, the scaling factor for the lumped capacitance turns out to be1
3. Figure 2.7 shows this

experimentally. It plots the true thermal response (Tnorm) and the lumped responses with scaling

factors of 0.5 and13 respectively. It is evident that the scaling factor of 0.33 offers a bettermatch.

2.5.2 Convection Capacitance

We saw in Section 2.4 from Figure 2.4 that HotSpot models the convection heatremoval at the fins

of the heat sink using a convection resistance. For a convection heat transfer co-efficienth and area

of convectionA (which is nothing but the area of the top face of the heat sink), the resistanceRconvec

is calculated as1
h·A. In order to model the transient behaviour of the heat removal due to convection,
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HotSpot also includes a convection capacitanceCconvec. This section throws more light on how the

value ofCconvecis computed in HotSpot.

The rate of heat transfer due to convection from a given surface to anambient temperatureTamb

is directly proportional to the difference in temperature between the surface andTamb [56]. The

constant of proportionality is called the heat transfer co-efficienth. To compute the lumped capaci-

tanceCconvecat the heat sink, we can use this principle in conjunction with the law of conservation

of energy. Assuming the average temperature of the surface isT, the rate of heat lost due to con-

vection is the same as the rate of decrease in temperature multiplied by the bulk thermal massm

and the specific heat capacityc i.e.,

mc
dT
dt

= −hA(T −Tamb) (2.9)

Solving this differential equation for an initial condition ofT = T0 at t = 0, we get

T = Tamb+(T0−Tamb) ·e−
hAt
mc (2.10)

Hence, the thermal time constantRconvec·Cconvec is mc
hA. In other words, ifRconvec is 1

hA, then

Cconvec= mc. For a typical configuration in HotSpot, most of the bulk thermal mass is from the heat

sink. The mass of the heat spreader is about1
28

th
of that of the heat sink and the mass of the silicon

die is about 1
48

th
of that of the heat spreader. Hence, we can safely assume that the bulkthermal

massm is the mass of copper (heat sink and heat spreader). Hence, for the default configuration

of HotSpot, withc denoting the specific heat capacity of copper, we getCconvec= mc= 91.377J
K .

However, since all capacitances are scaled by the scaling factor derived in the previous section

(0.33), this value has to be divided by the same value to compensate for scaling.Hence, the default

Cconvecvalue for HotSpot is 274.131JK .
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2.6 Empirical Leakage Model

The leakage power consumed even when circuits are idle and not switchinghas an important re-

lationship with temperature. Firstly, it increases exponentially with temperature.Secondly, its

increase causes higher power density, resulting in even higher temperature and so on. Such a re-

inforcing feedback loop could, in extreme conditions, lead to catastrophic failure due to thermal

runaway. Hence, in a study such as this dissertation involving the thermal management of micro-

processors, it is important to consider the relationship of leakage power totemperature accurately.

Hence, this section presents an empirical model that captures the most important factors in the

relationship between leakage and temperature.

We begin with the BSIM3 v3.2 device model [61] for the drain current of a MOSFET transistor.

Ignoring the effects of Drain-Induced Barrier Lowering (DIBL), assuming that the supply voltage

is much greater than the threshold voltage and grouping parameters that remain constant for a given

technology [119], we get,

ID = K1 ·T2e
q

kη (
VGS−VT−Vo f f

T ) (2.11)

Where ID is the drain current,VGS is the gate voltage,VT is the threshold voltage,T is the

operating temperature,k is the Boltzmann constant,η is the sub-threshold swing co-efficient,q is

the charge of an electron,Vo f f is an empirical BSIM3 parameter andK1 is an empirical constant

dependent on the technology.

For two different values of the gate voltageVGS1 andVGS2, if the corresponding drain currents

areID1 andID2, then using equation 2.11, we get (for∆ = VGS2 −VGS1),

∆ = η
kT
q

ln(
ID2

ID1

) (2.12)

The transistor is said to be in sub-threshold conduction if the gate voltage is less than the thresh-

old voltage. So, under sub-threshold conduction, for
ID2
ID1

= 10 (VGS< VT), this value∆ is called the
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sub-threshold slopeS. Therefore, the sub-threshold swing co-efficientη can be written as:

η = S· q
K ·T · ln(10)

(2.13)

Now, from equation 2.12, whenVGS=VT , the drain current is called the saturation drive current

J0. Similarly, whenVGS= 0, the drain current is called the sub-threshold leakage currentI0. It is this

leakage current that determines the leakage power consumption. Hence,when∆ =VT −0=VT , we

get

VT = η
kT
q

ln(
J0

I0
) (2.14)

Now, from equation 2.11, if we assume that the transistor is off (henceVGS = 0) and if we

combine the technology-dependent parametersVT andVo f f into an empirical constantK2, we get

the following expression for the leakage power of a transistor assuming the supply voltage isV:

K1 ·V ·T2 ·e−
K2
T (2.15)

where,

K2 =
q

kη
(VT +Vo f f) (2.16)

Assuming that the dynamic power consumed remains constant with respect to temperature, the

ratio of the static to dynamic power also has a form similar to equation 2.15. Thus,the ratioRT of

leakage power to dynamic power as a function of temperatureT is given by :

RT =
R0

V0T2
0

e
K2
T0 ·VT2 ·e

−K2
T (2.17)

whereT0 is the reference temperature andR0 is the ratio atT0 and nominal voltageV0.

It is this equation 2.17 that is employed in this dissertation to model the relationship between

leakage power and temperature/operating voltage. The valueR0 is obtained from ITRS [99] reports.
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In order to computeK2, we first assume a constant sub-threshold slope of 85mV
dec and find out the

sub-threshold swing co-efficientη using equation 2.13. Then, we obtain the sub-threshold current

(I0) and saturation drive current (J0) values from the ITRS reports. Using these, we compute the

threshold voltageVT using equation 2.14. Finally, we use the value of theVo f f parameter from

the BSIM3 device models and plug inVT , Vo f f andη in equation 2.16 to obtainK2. Thus, the

leakage-to-dynamic ratio is computed using equation 2.17.

This chapter described the thermal and leakage power models that are used to evaluate the

microarchitectural techniques of the remainder of the dissertation. Specifically, it

• Described my contributions to the HotSpot [50,52,103], microarchitectural thermal model.

• Presented the analytical rationale behind the choice of a couple of importantparameters of

the thermal model and

• Explained the construction of an empirical leakage power model [103] thatmodels the rela-

tionship between leakage power and temperature.

With this background, this chapter sets the stage for the different microarchitectural thermal man-

agement techniques (both static and dynamic) that are to be presented in the remainder of the

dissertation.



Chapter 3

Dynamic Thermal Management of a Single Core

3.1 Introduction

Thermal solutions for microprocessors used to be designed for the worst-case on-chip power dissi-

pation. However, such worst-case situations occur very rarely because the majority of applications,

especially for the desktop, do not induce sufficient power dissipation to produce the worst-case

temperatures. Thus, a thermal solution designed for the worst case is excessive. As cooling costs

increase exponentially, such a large design margin becomes unaffordable. A solution to this prob-

lem is to decouple thermal management from the package. If the microprocessor can manage its

own temperature by slowing down its execution or even halting completely when junction temper-

atures increase to unsafe levels, then the thermal solution need not be designed for theabsolute

worst-case. It can be designed with the worsttypical application in mind and leave thepatholog-

ical applications to the processor’s self-management. Since typical high-power applications still

operate 20% or more below the worst case [40], this can lead to dramatic savings. Even marginal

savings in the cost of the thermal solution leads to large dollar savings because of the extremely

high volumes involved. Hence, almost all current-day high performance processors employ run-

time self-management of temperature, called Dynamic Thermal Management (DTM) [12]. In fact,

this is the philosophy behind the thermal design of the Intel Pentium 4 [40]. Ituses a thermal so-

lution designed for atypical high-power application, reducing the package’s cooling requirement

by 20% and its cost accordingly. Should operating temperature ever exceed a safe temperature,

26



Chapter 3. Dynamic Thermal Management of a Single Core 27

the clock is stopped (this is referred to asglobal clock gating) until the temperature returns to a

safe zone. This protects against both timing errors and physical damage that might result from sus-

tained high-power operation, from operation at higher-than-expectedambient temperatures, or from

some failure in the package. As long as the threshold temperature that stops the clock (thetrigger

threshold) is based on the hottest temperature in the system, this approach successfully regulates

temperature. This technique is similar to the “fetch toggling” technique proposed by Brooks and

Martonosi [12], in which instruction fetch is halted when the trigger threshold is exceeded.

3.1.1 The Need for Architecture-Level Thermal Management

Thesechip-levelhardware techniques illustrate both the benefits and challenges of runtime thermal

management: while they can substantially reduce cooling costs and still allow typical applications to

run at peak performance, these techniques also reduce performancefor any applications that exceed

the thermal design point. Such performance losses can be substantial with chip-wide techniques

like global clock gating, with a 27% slowdown for the hottest application in this chapter,art.

Instead of using chip-level thermal-management techniques, this work argues that the microar-

chitecture has an essential role to play.The microarchitecture has the ability to use runtime knowl-

edge of application behaviour and the current thermal status of different units of the chip to ad-

just execution and distribute the workload in order to control thermal behaviour. This chapter

shows that architecture-level thermal management techniques regulate temperature with lower per-

formance cost than chip-wide techniques by exploiting Instruction-LevelParallelism (ILP). For

example, one of the better techniques in this chapter—with only an 8% slowdown—was a “local

toggling” scheme that varies the rate at which only the hot unit (typically the integer register file)

can be accessed. ILP helps mitigate the impact of reduced bandwidth to that unit while other units

continue at full speed.

Architectural solutions do not of course preclude software or chip-level thermal-management

techniques. Temperature-aware task scheduling, like that proposed byRohou and Smith [85], can

certainly reduce the need to engage any kind of runtime hardware technique, but there will always

exist workloads whose operating temperature cannot successfully be managed by software. Chip-
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level fail-safe techniques will probably remain the best way to manage temperature when thermal

stress becomes extreme, for example when the ambient temperature rises above specifications or

when some part of the package fails (for example, the heat sink falls off). But all these techniques

are synergistic, and only architectural techniques have detailed temperature information about hot

spots and temperature gradients that can be combined with dynamic information about ILP in order

to precisely regulate temperature while minimizing performance loss.

3.1.2 Contributions

This chapter evaluates a variety of DTM techniques, proposing three newschemes: “Temperature-

Tracking” Dynamic Frequency Scaling (TTDFS), migration of computation to a spare register file,

and local toggling. These schemes are compared against previously proposed schemes such as

Dynamic Voltage Scaling (DVS) [12, 36, 49], global clock gating [40] / fetch toggling [12] and a

low-power secondary pipeline [68]. The most effective technique is TTDFS: timing errors due to

hot spots can be eliminated with an average slowdown of 2%, and, if frequency can be changed

without stalling computation, less than 1%. For temperature thresholds where preventing physical

damage is also a concern, using a spare register file and migrating computationbetween the register

files in response to heating is the best, with an average slowdown of 5–7.5%.Local toggling and an

overhead-free voltage scaling technique performed almost as well, both with slowdowns of about

8%. All our experiments include the effects of sensor imprecision, which significantly handicaps

runtime thermal management.

The experiments in this chapter also involved group effort with contributionsfrom Siva

Velusamy, David Tarjan and Yingmin Li. Hence, I would like to acknowledge their inputs. Among

the newly proposed schemes, my contributions have been mainly in TTDFS andmigration of com-

putation. Siva Velusamy took the lead in modeling the local toggling. In the evaluation of the

previously-proposed schemes, my contributions to DVS include the cost-benefit approach of deter-

mining when to change the voltage and frequency. This approach led to the avoidance of excessive

voltage changes. I was also responsible for the modeling of the relationshipbetween voltage and

frequency. Furthermore, I modeled the low-power secondary pipeline while Siva contributed to the
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global clock gating/fetch toggling. David Tarjan worked on the power modeland its calibration

against the Alpha 21364. Yingmin Li adapted SimpleScalar to an Alpha-like microarchitecture. Fi-

nally, I also contributed extensively to the extended studies about the rolesof sensor error, heatsink

temperature, lateral thermal diffusion and wire delay of the spare registerfile.

The rest of this chapter is organized as follows. The next section describes previous work

related to DTM. Section 3.3 presents the three new DTM schemes and compares them against

the previously-proposed techniques. It also explores the role of thermal-sensor non-idealities on

thermal management. Section 3.4 describes our experimental setup, issues concerning initial tem-

peratures, and the time-varying behaviour of some programs. Section 3.5 compares the various

thermal-management techniques’ ability to regulate temperature and discussessome of the results

in further detail and Section 3.6 concludes the chapter.

3.2 Related Work

3.2.1 Non-Architectural Techniques

A wealth of work has been conducted to design new packages that provide greater heat-removal

capacity, to arrange circuit boards to improve airflow, and to model heatingat the circuit and board

(but not architecture) levels. In addition to the design of new, higher-capacity packages, quiet fans,

and the choice of materials for circuit boards and other components, recent work at the packaging

level has given a great deal of consideration to liquid cooling to achieve greater thermal conductivity

(but cost and reliability are concerns) [6]; heat pipes to spread or conduct the heat to a location with

better airflow (especially attractive for small form factors like laptops),e.g. [114]; and to high-

thermal-mass packages that can absorb large quantities of heat without raising the temperature of

the chip—this heat can then be removed during periods of low computation activity or DVS can be

engaged if necessary,e.g.[16].
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3.2.2 Architectural Techniques

Despite the long-standing concern about thermal effects, only a few studies have been published

in the architecture field, presumably because power itself has only become amajor concern to

architects within the past five years or so, and because no good models existed that architects could

use to evaluate thermal-management techniques. Guntheret al. [40] describe the thermal design

approach for the Pentium 4, where thermal management is accomplished via global clock gating.

Lim et al. [68] propose a heterogeneous dual-pipeline processor for mobile devices in which the

standard execution core is augmented by a low-power, single-issue, in-order pipeline that shares

the fetch engine, register files, and execution units but deactivates out-of-order components like the

renamer and issue queues. The low-power pipeline is primarily intended for applications that can

tolerate low performance and hence is very effective at saving energy, but this technique is also

potentially effective whenever the primary pipeline overheats. This work used Tempest [30], which

does model temperature directly, but only at the chip level, and no sensor effects are modeled.

Performance degradation is not reported, only energy-delay product.

Huanget al. [49] deploy a sequence of four power-reducing techniques—a filter instruction

cache, DVS, sub-banking for the data cache, and if necessary, global clock gating—to produce an

increasingly strong response as temperature approaches the maximum allowed limit. Brooks and

Martonosi [12] compared several stand-alone techniques for thermalmanagement: frequency scal-

ing, voltage and frequency scaling, fetch toggling (halting fetch for some period of time, which is

similar to the Pentium 4’s global clock gating), decode throttling (varying the number of instruc-

tions that can be decoded per cycle [87]), and speculation control (varying the number of in-flight

branches to reduce wasteful mis-speculated execution [70]). They also point out the value of having

a direct microarchitectural thermal trigger that does not require a trap to the operating system and

its associated latency. They find that only fetch toggling and aggressive DVS are effective, and they

report performance penalties in the same range as found by the Huang group. Unfortunately, while

these papers stimulated much interest, no temperature models of any kind were available at the time

these papers were written, so both use chip-wide power dissipation averaged over a moving window

as a proxy for temperature. As it was shown in Section 2.3, this value does not track temperature
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reliably. A further problem is that, because no model of localized heating was available at the time,

it was unknown which units on the processor ran the hottest, so some of the proposed techniques do

not reduce power density in those areas which industry feedback and our own simulations suggest

to be the main hot spots, namely the register files, load-store queue, and execution units. For ex-

ample, we found that the low-power cache techniques are not effective, because they do not reduce

power density in these other hot units.

Skadronet. al.[100] proposed feedback control to modify the Brooks fetch-toggling algorithm

to respond gradually, showing a 65% reduction in performance penalty compared to the all-or-

nothing approach. However, it used a chip-wide thermal model giving nolocalized information. A

chip-wide model allows some exploration of chip-wide techniques like DVS, fetch toggling, and

the Pentium 4’s global clock gating, but not more localized techniques, and does not capture the

effects of hot spots or changing chip layout. No prior work in the architecture field accounts for

imprecision due to sensor noise and placement.

3.3 Techniques for Architectural DTM

This section describes the various architectural mechanisms for dynamic thermal management that

are evaluated in this chapter, including both extant techniques and those that we introduce, and

discusses how sensor imprecision affects thermal management. It is convenient to define several

terms: theemergency thresholdis the temperature above which the chip is inthermal violation; for

85◦, violation may result in timing errors, while for lower-performance chips with higher emergency

thresholds, violation results in higher error rates and reduced operatinglifetime. In either case,

we assume that the chip shouldneverviolate the emergency threshold. This is probably overly

strict, since error rates and aging are probabilistic phenomena, and sufficiently brief violations

may be harmless, but no good architecture-level models yet exist for a more nuanced treatment

of these thresholds. Finally, thetrigger thresholdis the temperature above which runtime thermal

management begins to operate; obviously, trigger< emergency.

Before describing the runtime DTM techniques, it is also useful to show the floorplan of the
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Figure 3.1: (a): Die photo of the Compaq Alpha 21364 [26]. (b): Floorplan corresponding to the
21364 that is used in our experiments. (c): Closeup of 21364 core. [104]

processor architecture we model. In all of our simulations so far, we haveused a floorplan (and

also approximate microarchitecture and power model) corresponding to thatof the Alpha 21364.

This floorplan is shown in Figure 3.1. Like the 21364, it places the CPU coreat the center of one

edge of the die, with the surrounding area consisting of L2 cache, multiprocessor-interface logic,

etc. Since we model no multiprocessor workloads, we omit the multiprocessor interface logic

and treat the entire periphery of the die as second-level (L2) cache. The area of this cache seems

disproportionately large compared to the 21364 die photo in Figure 3.1(a), because we have scaled

the CPU to 130nm while keeping the overall die size constant.

When we vary the microarchitecture, we currently obtain the areas for anynew blocks by taking

the areas of 21264 units and scaling as necessary. When scaling cache-like structures, we use

CACTI 3.0 [97], which uses analytic models to derive area. Since CACTI’s a-priori predictions

vary somewhat from the areas observed in the 21264, we use known areas as a starting point and

only use CACTI to obtain scaling factors.

3.3.1 Runtime Mechanisms

This chapter proposes three new architecture techniques for DTM: “temperature-tracking” fre-

quency scaling, local toggling, and migrating computation. They are evaluated in conjunction with

four techniques that have previously been proposed, namely DVS (butunlike prior work, we add

feedback control), global clock gating (where we also add feedback control), feedback-controlled
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fetch toggling, and a low-power secondary pipeline. Each of the techniques is described below.

For techniques which offer multiple possible settings, we use formal feedback control to choose

the setting. Feedback control allows the design of simple but robust controllers that adapt behaviour

to changing conditions. Following [113], we use PI (proportional-integral) controllers, comparing

the hottest observed temperature during each sample against the setpoint. The differencee is mul-

tiplied by the gainKc to determine by how much the controller outputu should change,i.e.:

u[k] = u[k−1]+Kc ·e[k−1] (3.1)

This output is then translated proportionally into a setting for the mechanism being controlled. The

hardware to implement this controller is minimal. A few registers, an adder, and amultiplier are

needed, along with a state machine to drive them. But single-cycle responseis not needed, so the

controller can be made with minimum-sized circuitry. The datapath width in this circuitcan also be

fairly narrow, since only limited precision is needed.

As mentioned earlier, Brooks and Martonosi [12] pointed out that for fast DTM response, in-

terrupts are too costly. We adopt their suggestion of on-chip circuitry thatdirectly translates any

signal of thermal stress into actuating the thermal response. We assume thatit simply consists of a

comparator for each digitized sensor reading, and if the comparator findsthat the temperature ex-

ceeds the trigger, it asserts a signal. If any trigger signal is asserted, the appropriate DTM technique

is engaged.

Next we describe the new techniques introduced in this chapter, followed by the other tech-

niques we evaluate.

3.3.1.1 Temperature-Tracking Frequency Scaling

Dynamic voltage scaling (DVS) is typically preferred for power and energy conservation over

dynamic frequency scaling (DFS), because DVS gives cubic savings in power density relative

to frequency. However,independentlyof the relationship between frequency and voltage, the

temperature-dependence of carrier mobility means that frequency is also linearly dependent on
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the operatingtemperature. Garrett and Stan [38] report an 18% variation over the range 0-100◦.

This suggests that the standard practice of designing the nominal operatingfrequency for the

maximum allowed operating temperature is too conservative. When applicationsexceed the tem-

perature specification, they can simply scale frequency down in response to the rising temperature.

Because this temperature dependence is mild within the interesting operating region, the perfor-

mance penalty of doing so is also mild—indeed, negligible.

For each change in setting, DVS schemes must stall for anywhere from 10–50 µs to accom-

modate resynchronization of the clock’s phase-locked loop (PLL), butif the transition is gradual

enough, the processor can execute through the change without stalling,as the Xscale is believed to

do [93].

We examine a discretized frequency scaling with 10 MHz steps and 10µs stall time for every

change in the operating frequency; and an ideal version that does notincur this stall but where the

change in frequency does not take effect until after 10µs has elapsed. We call these “TT-DFS” and

“TT-DFS-i(deal)”. Larger step sizes do not offer enough opportunity to adapt, and smaller step

sizes create too much adaptation and invoke too many stalls.

This technique is unique among our other techniques in that the operating temperature may

legitimately exceed the 85◦ threshold that other techniques must maintain. As long as frequency is

adjusted before temperature rises to the level where timing errors might occur, there is no violation.

No feedback control is needed for TT-DFS, since the frequency is simply a linear function of

the current operating temperature. It might seem odd, given the statementthat DFS is inferior to

DVS, that we only scale frequency. The reason is that the dependenceof frequency on temperature

is independent of its dependence on voltage: any change in voltage requires an additional reduction

in frequency. This means that, unlike traditional DFS, TT-DFS does not allow reductions in voltage

without further reductions in frequency.

3.3.1.2 Local Feedback-Controlled Fetch Toggling

A natural extension of the feedback-controlled fetch toggling proposedin [100] is to toggle indi-

vidual domains of the processor at the gentlest duty cycle that successfully regulates temperature:
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“PI-LTOG”. Only units in thermal stress are toggled. By toggling a unit like theinteger-execution

engine at some duty cycle ofx/y, we mean that the unit operates at full capacity forx cycles and

then stalls fory−x cycles. The choice of duty cycle is a feedback-control problem for which we use

the PI controller with a gain of 1 (except the integer domain which uses a gain of 3) and a setpoint

of 81.8◦.

In our scheme, we break the processors into the following domains, each of which can be

independently toggled:

• Fetch engine: I-cache, I-TLB, branch prediction, and decode.

• Integer engine: Issue queue, register file, and execution units.

• FP engine: Issue queue, register file, and execution units.

• Load-store engine: Load-store ordering queue, D-cache, D-TLB, and L2-cache.

Note that decoupling buffers between the domains, like the issue queues, will still dissipate some

power even when toggled off in order to allow neighboring domains to continue operating; for

example, allowing the data cache to write back results even though the integer engine is stalled that

cycle.

Depending on the nature of the workload’s ILP and the degree of toggling, localization may

reduce the performance penalties associated with toggling or GCG, but when the hot unit is also

on the critical execution path, toggling that unit off will tend to slow the entire processor by a

corresponding amount.

3.3.1.3 Migrating Computation

Two units that run hot by themselves will tend to run even hotter when adjacent. On the other

hand, separating them will introduce additional communication latency that is incurred regardless

of operating temperature. This suggests the use of spare units located in cold areas of the chip, to

which computation canmigrateonly when the primary units overheat.



Chapter 3. Dynamic Thermal Management of a Single Core 36

FPAdd

FPReg
FPMul

IntReg2

LdStQ IntMap

IntQ

IntReg

IntExecFPQ

FPMap

ITB

Bpred DTB

Icache Dcache

Figure 3.2: Floorplan with spare integer register file for migrating computation.[104]

We developed a new floorplan that includes an extra copy of the integer register file, as shown

in Figure 3.2. When the primary register file reaches 81.6◦, issue is stalled, instructions ready to

write back are allowed to complete, and the register file is copied, four valuesat a time. Then all

integer instructions use the secondary register file, allowing the primary register file to cool down

while computation continues unhindered except for the extra computational latency incurred by the

greater communication distance. The extra distance is accounted for by charging one extra cycle for

every register-file access. (For simplicity in our simulator, we approximate thisby simply increasing

the latency of every functional unit by one cycle, even though this yields pessimistic results.) When

the primary register file returns to 81.5◦, the process is reversed and computation resumes using the

primary register file. We call this scheme “MC”. Note that, because there is noway to guarantee that

MC will prevent thermal violations, a failsafe mechanism is needed, for which we use PI-LTOG.

It is also important to note that the different floorplan will have some direct impact on thermal

behaviour even without the use of any DTM technique. The entire integer engine runs hot, and

even if the spare register file is never used, the MC floorplan spreads out the hot units, especially by

moving the load-store queue (typically the second- or third-hottest block) farther away.

Another important factor to point out is that driving the signals over the longer distance to the

secondary register file will require extra power that we currently do notaccount for, something that

may reduce MC’s effectiveness, especially if the drivers are close to another hot area.
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The design space here is very rich, but we were limited in the number of floorplans that we

could explore, because developing new floorplans that fit in a rectanglewithout adding whitespace

is a laborious process. However, later work detailed in the next chapter,automates this process

through simulated annealing.

The dual-pipeline scheme proposed by Limet al. [68] could actually be considered another

example of migrating computation. Because the secondary, scalar pipeline was designed mainly for

energy efficiency rather than performance, the dual-pipeline scheme incurred the largest slowdowns

of any scheme we studied, and we compare this separately to our other schemes. MC could also be

considered a limited form of multi-clustered architecture [15].

3.3.1.4 Dynamic Voltage Scaling

DVS has long been regarded as a solution for reducing energy consumption, has recently been pro-

posed as one solution for thermal management [12,49], and is used for this purpose in Transmeta’s

Crusoe processors [36]. The frequency must be reduced in conjunction with voltage since circuits

switch more slowly as the operating voltage approaches the threshold voltage. This reduction in

frequency slows execution time, especially for CPU-bound applications, but DVS provides a cubic

reduction in power density relative to frequency.

We model two scenarios that we believe represent the range of what will likely be available in

the near future. In the first (“PI-DVS”), there are ten possible discrete DVS settings ranging from

100% of the nominal voltage to 50% in equal steps. The penalty to change the DVS setting is 10µs,

during which the pipeline is stalled. In the second (“PI-DVS-i(deal)”), theprocessor may continue

to execute through the change but the change does not take effect untilafter 10µshave elapsed, just

as with TT-DFS-i.

Because the relationship between voltage and frequency is not linear butrather is given by [82]

k(Vdd−Vt)
a

Vdd
(3.2)

voltage reductions below about 25% of the nominal value will start to yield disproportionate re-
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Figure 3.3: Simulated and calculated operating frequency for various values ofVdd. The nominal
operating point of our simulated processor is 3 GHz at 1.3V. [104]

ductions in frequency and hence performance. We used Cadence with BSIM 100nm low-leakage

models to simulate the period of a 101-stage ring oscillator under various voltages to determine the

frequency for each voltage step (see Figure 3.3). Fitting this to a curve, we determined thatk = 2.1

anda = 1.75, which matches values reported elsewhere,e.g., [58]. The appropriate values were

then placed in a lookup table in the simulator. For continuous DVS, we performlinear interpolation

between the table entries to find the frequency for our chosen voltage setting.

To set the voltage, we use a PI controller with a gain of 10 and a setpoint of 81.8◦. A problem

arises when the controller is near a boundary between DVS settings, because small fluctuations in

temperature can produce too many changes in setting and a 10µscost each time that the controller

does not take into account. To prevent this, we apply a low-pass filter to thecontroller output

when voltage is to be scaled up. The filter compares the performance cost of the voltage change to

the performance benefit of increasing the voltage and frequency and makes the change only when
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profitable. Both these cost and benefit measures are percentages of change in delay. Computation

of the benefit is straightforward: current delay is just the reciprocal of the current clock frequency.

Similarly, future delay is also computed and the percent change is obtained from these numbers.

However, in order to compute the cost, knowledge of how long the programwill run before incurring

another voltage switch is necessary, because the switch time is amortized across that duration. We

take a simple prediction approach here, assuming the past duration to be indicative of the future

and using it in the computation instead of the future duration. So, the ratio of theswitch time and

the past duration gives the cost. Note that this filter cannot be used when the voltage is to be scaled

down because scaling down is mandatory to prevent thermal emergency.

3.3.1.5 Global Clock Gating and Fetch Toggling

As a baseline, we consider global clock gating (“GCG”) similar to what the Pentium 4 employs [40],

in which the clock is gated when the temperature exceeds the trigger of 81.8◦ and ungated when

the temperature falls back below that threshold. We also consider a versionin which the duty cycle

on the clock gating is determined by a PI controller with a gain of 1 (“PI-GCG”), similar to the

way PI-LTOG is controlled. We recognize that gating the entire chip’s clockat fine duty cycles

may cause voltage-stability problems, but it is moot for this experiment. We only seek to determine

whether PI-GCG can outperform PI-LTOG, and find that it cannot because it slows down the entire

chip while PI-LTOG exploits ILP.

We also evaluated fetch toggling [12], and a feedback controlled versionin which fetching

rather than the clock is gated until the temperature reaches an adequate level. Overall, fetch toggling

and global clock gating are quite similar. We model global clock gating because it also cuts power

in the clock tree and has immediate effect.

While the clock signal is gated, power dissipation within the chip is eliminated except for leak-

age power. Global clock gating is therefore a “duty-cycle based technique” for approximating tra-

ditional DFS, but without any latency to change the “frequency”. The Pentium 4 uses a duty cycle

of 1/2, where the clock is enabled for 2µs and disabled for 2µs, and once triggered, the temperature

must drop below the trigger threshold by one degree before normal operation resumes [57]. In the
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Pentium 4, each change in the clock frequency requires a high-priority interrupt, which Guntheret

al. [40] report takes approximately 1µs (but Limet al.[68] report 1 ms). Brooks and Martonosi [12]

instead proposed fetchtoggling, in which fetch is simply halted until the temperature reaches an ad-

equate level—they called this “toggle1.” This has two minor drawbacks compared to clock gating,

in that power dissipation takes a few cycles to drop (as the pipeline drains) and the power dissipation

in the clock tree (15% or more [70]) is not reduced. Brooks and Martonosi also considered setting

the duty cycle on fetch to 1/2 (“toggle2”), but they and also Skadronet al. [100] found that this did

not always prevent thermal violations. We believe the reason that the P4 succeeds with a duty cycle

of 1/2 is that each phase is so long—microseconds rather than nanoseconds—that the chip can cool

down sufficiently well. On the other hand, the penalty can be excessive when only minimal cooling

is required.

Overall, fetch toggling and global clock gating are quite similar. We model global clock gating

(“GCG”) separately because it also cuts power in the clock tree and has immediate effect. For the

feedback-controlled versions of both schemes, we use a gain of 1.

3.3.1.6 Low-Power Secondary Pipeline

Lim, Daasch, and Cai [68] proposed, instead of migrating accesses to individual units, to use a

secondary pipeline with very low-power dissipation. We refer to this technique as “2pipe.” When-

ever the superscalar core overheats anywhere, the pipeline is drained, and then an alternate scalar

pipeline is engaged. This pipeline shares the fetch engine, register file, and execution units of the

superscalar pipeline; because they are now accessed with at most one instruction per cycle, their

power dissipation will fall, but it is only the out-of-order structures whoseactive power dissipation

is completely reduced. This scheme is essentially an aggressive version ofcomputation migration,

but we find that it penalizes performance more than necessary.

In [68], they do not model the extra latency that may be associated with accessing the now-

disparate units, so we neglect this factor as well, even though we accountfor such latency in our

“MC” technique. We also make the optimistic assumption here that when the low-power secondary

pipeline is engaged, zero power is dissipated in the out-of-order units after they drain. We charge
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1/4 the power dissipation to the integer-execution unit to account for the single-issue activity. These

idealized assumptions are acceptable because they favor this scheme, andwe still conclude that it is

inferior to simpler alternatives like our floorplan-based techniques or even DVS alone. Of course, it

is important to repeat that this technique was not optimized for thermal management but rather for

energy efficiency.

3.3.2 Sensors

Runtime thermal management requires real-time temperature sensing. So far, all prior published

work of which we are aware has assumed omniscient sensors, which we show in Section 3.5 can

produce overly optimistic results. Sensors that can be used on chip for thetype of localized thermal

response we contemplate are typically based on analog CMOS circuits using acurrent reference.

An excellent reference is [7]. The output current is digitized using a ring oscillator or some other

type of delay element to produce a square wave that can be fed to a counter. Although these

circuits produce nicely linear output across the temperature range of interest, and respond rapidly

to changes in temperature, they unfortunately are sensitive to lithographic variations and supply-

current variations. These sources of imprecision can be reduced by making the sensor circuit larger,

at the cost of increased area and power. Another constraint that is not easily solved by up-sizing is

that of sensor bandwidth—the maximum sampling rate of the sensor.

Our industry contacts tell us that CMOS sensors which would be reasonable to use in moderate

quantity of say 10–20 sensors would have at best a precision of±2◦C and sampling rate of 10

microseconds. This matches the results in [7]. We place one sensor per architectural block.

We model the imprecision by randomizing at each node the true temperature reading over the

specified range±2◦. We assume that the hardware reduces the sensor noises at runtime by using

a moving average of the last ten measurements. Averaging reduces the error as the square root of

the number of samples, if the measured value is stationary. However, the sensor measurement is

not stationary for any meaningful averaging window. Hence, we must also account for the potential

change in temperature over the averaging window, which we estimate to be potentially as much as

0.4◦ if temperatures can rise 0.1◦ per 30µs. For±2◦, we are therefore able to reduce the uncertainty
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to S= 2√
10

+ 0.4 = ±1◦. An averaging window of ten samples was chosen because the improved

error reduction with a larger window is offset by the larger change in the underlying value.

There is one additional non-ideality that must be accounted for when modeling sensors and

cannot be reduced by averaging. If a sensor cannot be located exactly coincident with every possible

hot spot, the temperature observed by the sensor may be cooler by some spatial-gradient factorG

than at the hot spot. If, in addition to the random error discussed above,there is also a systematic or

offset error in the sensor that cannot be canceled, this increases themagnitude of the fixed errorG.

Based on simulations in our finite-element model and the assumption that sensors can be located

near but not exactly coincident with hot spots, we chooseG = 2◦.

It can therefore be seen that for any runtime thermal-management technique, the use of sensors

lowers the emergency threshold byG+ S (3◦ in our case). This must be considered when com-

paring to other low-power design techniques or more aggressive and costly packaging choices. It

is also strong motivation for finding temperature-sensing techniques that avoid this overhead, per-

haps based on clever data fusion among sensors, or the combination of sensors and performance

counters.

3.4 Simulation Setup

In this section, we describe the various aspects of our simulation frameworkand how they are used

to monitor runtime temperatures for the SPEC2000 benchmarks [106].

3.4.1 Integration with HotSpot

HotSpot is completely independent of the choice of power/performance simulator. Adding HotSpot

to a power/performance model merely consists of two steps. First, initialization information must

be passed to HotSpot. This consists of an adjacency matrix describing the floorplan (the floorplan

used for the experiments in this chapter is included in the HotSpot release) and an array giving

the initial temperatures for each architectural block. Then at runtime, the power dissipated in each

block is averaged over a user-specified interval and passed to HotSpot’s RC solver, which returns
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the newly computed temperatures. A time step must also be passed to indicate the length of the

interval over the which power data is averaged. We chose a sampling rate of 10K cycles as the best

tradeoff between precision and overhead.

The Runge-Kutta solver employs an adaptive step size algorithm. Given an interval for transient

simulation, the solver breaks it into multiple steps, computing temperatures iteratively in each step.

The size of each step is determined by the adaptive step sizing. If the slope of the temperature

rise/fall is steep, the algorithm chooses small steps for accuracy. On the other hand, when the slope

of the temperature curve is shallow, the algorithm rushes through the flat terrain using large steps.

This improves the performance of the solver by many times. In fact, the extra simulation time for

thermal modeling is less than 1%.

3.4.2 Power-Performance Simulator

We use a power model based on power data for the Alpha 21364 [9]. The21364 consists of a pro-

cessor core identical to the 21264, with a large L2 cache and (not modeled) glueless multiprocessor

logic added around the periphery. An image of the chip is shown in Figure 3.1, along with the

floorplan schematic that shows the units and adjacencies that HotSpot models. Because we study

microarchitectural techniques, we use Wattch version 1.02 [13] to providea framework for inte-

grating our power data with the underlying SimpleScalar [14] architectural model. Our power data

was for 1.6 V at 1 GHz in a 0.18µ process, so we used Wattch’s linear scaling to obtain power for

0.13µ, Vdd=1.3V, and a clock speed of 3 GHz. These values correspond to the recently-announced

operating voltage and clock speed that for the Pentium 4 [84]. We assume adie thickness of 0.5mm.

Our spreader and sink are both made of copper. The spreader is 1mm thick and 3cm× 3cm, and the

sink has a base that is 7mm thick and 6cm× 6cm. Power dissipated in the per-block temperature

sensors is not modeled.

The biggest difficulty in using SimpleScalar is that the underlyingsim-outordermicroarchi-

tecture model is no longer terribly representative of contemporary processors, so we augmented

it to model an Alpha 21364 as closely as possible. We extended both the microarchitecture and

corresponding Wattch power interface; extending the pipeline and breaking the centralized RUU
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into four-wide integer and two-wide floating-point issue queues, 80-entry integer and floating-point

merged physical/architectural register file, and 80-entry active list. First-level caches are 64 KB,

2-way, write-back, with 64B lines and a 2-cycle latency; the second-level is 4 MB, 8-way, with

128B lines and a 12-cycle latency; and main memory has a 225-cycle latency.The branch predictor

is similar to the 21364’s hybrid predictor, and we improve the performance simulator by updating

the fetch model to count only one access (of fetch-width granularity) percycle. The only features of

the 21364 that we do not model are the register-cluster aspect of the integer box, way prediction in

the I-cache, and speculative load-use issue with replay traps (which mayincrease power density in

blocks that are already quite hot). The microarchitecture model is summarizedin Table 3.1. Finally,

we augmented SimpleScalar/Wattch to account for dynamic frequency and voltage scaling and to

report execution time in seconds rather than cycles as the metric of performance.

Processor Core Other Operating Parameters
Active List 80 entries Nominal frequency 3 GHz
Physical registers 80 Nominal Vdd 1.3 V
LSQ 64 entries Ambient air temperature 45◦C
Issue width 6 instructions per cycle Package thermal resistance 0.8 K/W

(4 Int, 2 FP) Die 0.5mm thick, 15.9mm× 15.9mm
Functional Units 4 IntALU,1 IntMult/Div, Heat spreader Copper, 1mm thick, 3cm× 3cm

2 FPALU,1 FPMult/Div, Heat sink Copper, 7mm thick, 6cm× 6cm
2 mem ports
Memory Hierarchy Branch Predictor

L1 D-cache Size 64 KB, 2-way LRU, 64 B blocks, writeback Branch predictor Hybrid PAg/GAg
L1 I-cache Size 64 KB, 2-way LRU, 64 B blocks with GAg chooser

both 2-cycle latency Branch target buffer 2 K-entry, 2-way
L2 Unified, 4 MB, 8-way LRU, Return-address-stack 32-entry

128B blocks, 12-cycle latency, writeback
Memory 225 cycles (75ns)
TLB Size 128-entry, fully assoc.,

30-cycle miss penalty

Table 3.1: Configuration of simulated processor microarchitecture. [104]

3.4.3 Modeling the Temperature-Dependence of Leakage

Because leakage power is an exponential function of temperature, thesepower contributions may

be large enough to affect the temperature distribution and the effectiveness of different DTM tech-

niques. Furthermore, leakage is present regardless of activity, and leakage at higher temperatures

may affect the efficacy of thermal-management techniques that reduce only activity rates. Hence,

to make sure that leakage effects are modeled in a reasonable way, we usea simpler model: like

Wattch, leakage in each unit is simply treated as a percentage of its power when active, but this

percentage is now determined based on the empirical model discussed in Section 2.6.
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We retain Wattch’s notion that power dissipated by a block during a cycle in which it is idle can

be represented as a percentage of its active power. The only difference is that this percentage should

be a function of temperature. This condition is achieved by employing the empirical leakage model

from Section 2.6.

3.4.4 Benchmarks

We evaluate our results using benchmarks from the SPEC CPU2000 suite. The benchmarks are

compiled and statically linked for the Alpha instruction set using the Compaq Alphacompiler with

SPECpeaksettings and include all linked libraries but no operating-system or multiprogrammed

behaviour. For each program, we fast-forward to a single representative sample of 500 million

instructions. The location of this sample is chosen using the data provided by Sherwoodet al. [95].

Simulation is conducted using SimpleScalar’s EIO traces1 to ensure reproducible results for each

benchmark across multiple simulations.

Due to the extensive number of simulations required for this study and the fact that many did

not run hot enough to be interesting thermally, we used only 11 of the total 26SPEC2k benchmarks.

A mixture of integer and floating-point programs with low, intermediate, and extreme thermal de-

mands were chosen; all those we omitted operate well below the 81.8◦ trigger threshold. Table 3.2

provides a list of the benchmarks we study along with their basic performance, power, and thermal

characteristics. It can be seen that IPC and peak operating temperatureare only loosely corre-

lated with average power dissipation. For most SPEC benchmarks, and all those in Table 3.2, the

hottest unit is the integer register file—interestingly, this is even true for most floating-point and

memory-bound benchmarks. It is not clear how true this will be for other benchmark sets.

For the benchmarks that have multiple reference inputs, we chose one. For perlbmk, we used

splitmail.pl with arguments “957 12 23 26 1014”;gzip- graphic;bzip2- graphic;eon- rushmeier;

vortex- lendian3;gcc- expr; andart - the first reference input with “-startx 110”.

1External Input-Output (EIO) traces are replayable records of external I/O activity in SimpleScalar



Chapter 3. Dynamic Thermal Management of a Single Core 46

IPC Average FF % Cycles in Dynamic Max Steady-State Sink Temp. Sink Temp.
Power (W) (bil.) Thermal Viol. Temp. (◦C) Temp. (◦C) (no DTM) (◦C) (w/ DTM) (◦C)

Low Thermal Stress (cold)
parser (I) 1.8 27.2 183.8 0.0 79.0 77.8 66.8 66.8
facerec (F) 2.5 29.0 189.3 0.0 80.6 79.0 68.3 68.3
Severe Thermal Stress (medium)
mesa (F) 2.7 31.5 208.8 40.6 83.4 82.6 70.3 70.3
perlbmk (I) 2.3 30.4 62.8 31.1 83.5 81.6 69.4 69.4
gzip (I) 2.3 31.0 77.3 66.9 84.0 83.1 69.8 69.6
bzip2 (I) 2.3 31.7 49.8 67.1 86.3 83.3 70.4 69.8
Extreme Thermal Stress (hot)
eon (I) 2.3 33.2 36.3 100.0 84.1 84.0 71.6 69.8
crafty (I) 2.5 31.8 72.8 100.0 84.1 84.1 70.5 68.5
vortex (I) 2.6 32.1 28.3 100.0 84.5 84.4 70.8 68.3
gcc (I) 2.2 32.2 1.3 100.0 85.5 84.5 70.8 68.1
art (F) 2.4 38.1 6.3 100.0 87.3 87.1 75.5 68.1

Table 3.2: Benchmark summary. “I” = integer, “F” = floating-point. Fast-forward distance (FF)
represents the point, in billions of instructions, at which warmup starts (see Sec. 3.4.5). [104]

3.4.5 Package, Warmup, and Initial Temperatures

The correct choice of convection resistance and heat-sink starting temperature are two of the most

important determinants of thermal behaviour over the relatively short time scales than can be

tractably simulated using SimpleScalar.

To obtain a useful range of benchmark behaviours for studying dynamicthermal management,

we set the convection resistance manually. We empirically determined a value of0.8 K/W that

yields the most interesting mix of behaviours. This represents a medium-cost heat sink, with a

modest savings of probably less than $10 [114] compared to the 0.7 K/W convection resistance that

would be needed without DTM. Larger resistances,e.g.0.85 K/W, save more money but give hotter

maximum temperatures and less variety of thermal behaviour, with all benchmarks either hot or

cold. Smaller resistances save less money and bring the maximum temperature tooclose to 85◦ to

be of interest for this study.

The initial temperatures that are set at the beginning of simulation also play a large role in ther-

mal behaviour. The most important temperature is that of the heat sink. Its time constant is on

the order of several minutes, so its temperature barely changes and certainly does not reach steady-

state in our simulations. This means simulations must begin with the correct heat-sink temperature,

otherwise dramatic errors occur. For experiments with DTM (except TT-DFS), the heat-sink tem-

perature should be set to a value commensurate with the maximum tolerated die temperature (81.8◦

with our sensor architecture): the DTM response ensures that chip temperatures never exceed this
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threshold, and heat sink temperatures are correspondingly lower than with no DTM. If the much

hotter no-DTM heat-sink temperatures are used by mistake, we have observed dramatic slowdowns

as high as 4.5X for simulations of up to one billion cycles, compared to maximum slowdowns of

about 1.5X with the correct DTM heat-sink temperatures. The differencebetween the two heat-

sink temperatures can be seen in Table 3.2. All our simulations use the appropriate values from this

table.

Another factor that we have not accounted for is multi-programmed behaviour. A “hot” ap-

plication that begins executing when the heat sink is cool may not generate thermal stress before

its time slice expires. Rohou and Smith [85] used this to guide processor scheduling and reduce

maximum operating temperature.

Other structures will reach correct operating temperatures in simulations of reasonable length,

but correct starting temperatures for all structures ensure that simulations are not influenced by

such transient artifacts. This means that after loading the SimpleScalar EIO checkpoint at the

start of our desired sample, it is necessary to warm up the state of large structures like caches

and branch predictors, and then to literally warm up HotSpot. When we startsimulations, we

first run the simulations in full-detail cycle-accurate mode (but without statistics-gathering) for 100

million cycles to train the caches—including the L2 cache—and the branch predictor. This interval

was found to be sufficient using the MRRL technique proposed by Haskins and Skadron [44],

although a more precise use of this technique would have yielded specific warmup intervals for

each benchmark. With the microarchitecture in a representative state, we deal with temperatures.

These two issues must be treated sequentially, because otherwise cold-start cache effects would

idle the processor and affect temperatures. To warm up the temperatures, we first set the blocks’

initial temperatures to the steady-state temperatures calculated using the per-block average power

dissipation for each benchmark. This accelerates thermal warmup, but a dynamic warmup phase

is still needed because the sample we are at probably does not exhibit average behaviour in all the

units, and because this is the easiest way to incorporate the role of the temperature dependence

of leakage on warmup. We therefore allow the simulation to continue in full-detailcycle-accurate

mode for another 200 million cycles to allow temperatures to reach truly representative values. Only
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after these two warmup phases have completed do we begin to track any experimental statistics.

Note that, in order to have the statistics come from the program region that matches the Sher-

wood simulation points, the checkpoints must actually correspond to a point 300 million instruc-

tions prior to the desired simulation point. The “FF” column in Table 3.2 thereforeshows where are

checkpoints are captured, namely the fast-forward distance to reach thepoint where are warmup

process begins.

3.4.6 Time Plots

To more clearly illustrate the time-varying nature of programs’ thermal behaviour, in Figure 3.4 we

present a few plots of programs’ operating temperature (with no DTM) in each unit as a function

of time. In each plot, the vertical line toward the left side of the plot indicates when the warmup

period ends.

Mesa(Figure 3.4(a)) deserves special comment because it shows clear program phases. At each

drop in its sawtooth curve, we found (not shown) a matching sharp rise in L1 and L2 data misses and

a sharp drop in branch mispredictions. The rate of rise and fall exactly matches what we calculate

by hand from the RC time constants. The temperatures are only varying by a small amount near

the top of their range. So the increase in temperature occurs slowly, like a capacitor that is already

close to fully charged, and the decrease in temperature is quite sharp, like afull capacitor being

discharged.

At the other end of the spectrum isart, which has steady behaviour and therefore a flat temper-

ature profile.

3.5 Results for DTM

In this section, we use the HotSpot thermal model to evaluate the performanceof the various tech-

niques described in Section 3.3. First we assume realistic, noisy sensors,and then consider how

much the noise degrades DTM performance. The remainder of the section then presents results

exploring the MC technique, lateral thermal diffusion and the role of initial heat-sink temperatures.
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Figure 3.4: Operating temperature as a function of time (in terms of number of clock cycles) for
various warm and hot benchmarks. [104]
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Figure 3.5: Slowdown for DTM. Bars: better techniques. Lines: weakertechniques. [104]
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3.5.1 Results with Sensor Noise Present

Figure 3.5 presents the slowdown (execution time with thermal management divided by original

execution time) for the “hot” and “warm” benchmarks for each of the thermalmanagement tech-

niques. The bars are the main focus: they give results for the better techniques: “ideal” for TT-DFS

and PI-DVS, the PI-controller version of GCG, PI local toggling, and MC. The lines give results

for non-ideal TT-DFS and the weaker techniques: non-ideal PI-DVS, GCG with no controller (i.e.,

all-or-nothing), and 2pipe. None of the techniques incur thermal violations. Only the hot and warm

benchmarks are shown; the two cold benchmarks are unaffected by DTM, except for mild effects

with TT-DFS (see below).

The best technique for thermal management by far is TT-DFS, with the TT-DFS-i version being

slightly better. The performance penalty for even the hottest benchmarks issmall; the worst isart

with only a 2% slowdown for TT-DFS-i and a 3% slowdown for TT-DFS. The change in operating

frequency also reduces power dissipation and hence slightly reduces the maximum temperature,

bringingart down to 87.0◦. If the maximum junction temperature of 85◦ is strictly based on tim-

ing concerns, and slightly higher temperatures can be tolerated without unduly reducing operating

lifetime, then TT-DFS is vastly superior because its impact is so gentle.

It might seem there should be some benefit with TT-DFS fromincreasingfrequency when below

the trigger threshold, but we did not observe any noteworthy speedups—even for TT-DFS-i with

the coldest benchmark,mcf, we observed only a 2% speedup, and the highest speedup we observed

was 3%. With TT-DFS, a few benchmarks actually experienced a 1% slowdown, and the highest

speedup we observed was 2%. The reason for the lack of speedup withDFS is partly that the

slope is so small—this helps minimize the slowdown for TT-DFS with warm and hot benchmarks,

but minimizes the benefit for cold ones. In addition, for higher frequency toprovide significant

speedup, the application must be CPU-bound, but then it will usually be hotand frequency cannot

be increased.

If the junction temperature of 85◦ is dictated not only by timing but also physical reliability,

then TT-DFS is not a viable approach. Of the remaining techniques, MC, idealized DVS, and PI-

LTOG are the best. MC with a one-cycle penalty is best for all but three applications,gcc, crafty,
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andperlbmk, and the average slowdown for MC is 4.8% compared to 7.4% for DVS-i and7.7% for

PI-LTOG. Naturally, MC performs better if the extra communication latency to thespare register

file is smaller: if that penalty is two cycles instead of one, MC’s average slowdown is 7.5%. It is

interesting to note that MC alone is not able to prevent all thermal violations; for two benchmarks,

our MC technique engaged the fallback technique, PI-LTOG, and for those benchmarks spent 20-

37% of the time using the fallback technique. This means that the choice of fallback technique can

be important to performance. Results for these two benchmarks are much worse, for example, if

we use DVS or GCG as the fallback.

Migrating computation and localized toggling outperform global toggling and non-idealized

DVS, and provide similar performance as idealized DVS, even though DVS obtains a cubic re-

duction in power density relative to the reduction in frequency. The reason is primarily that GCG

and DVS slow down the entire chip, and non-ideal DVS also suffers a great deal from the stalls

associated with changing settings. In contrast, MC and PI-LTOG are able toexploit ILP.

A very interesting observation is that with MC, two benchmarks,gzipandmesa, never use the

spare unit and suffer no slowdown, andvortexuses it only rarely and suffers almost no slowdown.

The new floorplan by itself is sufficient to reduce thermal coupling among thevarious hot units in

the integer engine and therefore prevents many thermal violations.

Although we were not able to explore a wider variety of floorplans, the success of these

floorplan-based techniques suggests an appealing way to manage heat. And once alternate floor-

plans and extra computation units are contemplated, the interaction of performance and temperature

for microarchitectural clusters [15] becomes an interesting area for further investigation. Our MC

results also suggest the importance of modeling lateral thermal diffusion.

These results also suggest that a profitable direction for future work is tore-consider the tradeoff

between latency and heat when designing floorplans, and that a hierarchy of techniques from gentle

to strict—as suggested by Huanget al. [49]—is most likely to give the best results. A thermal

management scheme might be based on TT-DFS until temperature reaches a dangerous threshold,

then engage some form of migration, and finally fall back to DVS.
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3.5.2 Role of Sensor Error

Sensor noise hurts in two ways; it generates spurious triggers when the temperature is actually

not near violation, and it forces a lower trigger threshold. Both reduce performance. Figure 3.6

shows the impact of both these effects for our DTM techniques (for TT-DFS and DVS, we look at

the non-ideal versions). The total height of each bar represents the slowdown with respect to DTM

simulations with noise-free sensors and a trigger threshold of 82.8◦. The bottom portion of each bar

shows the slowdown from reducing the trigger by one degree while keeping the sensors noise-free,

and the top portion shows the subsequent slowdown from introducing sensor noise of±1◦. (For the

warm and hot benchmarks, the impact of both these sensor-related effects was fairly similar.)

For TT-DFS the role of the different threshold was negligible. That is because the TT-DFS

change in frequency for one degree is negligible. MC also experiencesless impact from the different

threshold. We attribute this to the fact that the floorplan for MC itself has a cooling effect and

reduces the need for DTM triggers. Otherwise, lowering the trigger threshold from 82.8◦ (which

would be appropriate if noise were not present) reduces performanceby 1–3% for the other major

techniques. 2pipe experiences a larger impact—4%—because it is so inefficient at cooling that it

must work harder to achieve each degree of cooling.

The spurious triggers further reduce performance by 0–2% for TT-DFS; 3–6% for PI-GCG; by

6–8% for PI-DVS, withart an exception for PI-DVS at 11%; by 2–5% for LTOG; 0–4% for MC;

and 4–9% for 2pipe. The higher impact of noise for DVS is due to the high cost of stalling each

time a spurious trigger is invoked, and similarly, the higher impact of noise for 2pipe is due to the

cost of draining the pipeline each time a spurious trigger is invoked.

Sensor error clearly has a significant impact on the effectiveness of thermal management. With

no sensor noise and a higher trigger, DTM overhead could be substantially reduced: TT-DFS’s

slowdown for the hot benchmarks moves from 1.8% to 0.8%, PI-DVS’s slowdown from 10.7%

to 2.5%, PI-GCG’s slowdown from 11.6% to 3.6%, GCG’s slowdown from 17.9% to 6.6%, PI-

LTOG’s slowdown from 8.4% to 5.2%, MC’s slowdown from 7.0% to 4.2%, and2pipe’s slowdown

from 21.0% to 9.5%. These results only considered the impact of sensor noise, the “S” factor.

Reducing sensor offset—the “G” factor—due to manufacturing variationsand sensor placement
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Figure 3.6: Slowdown for DTM from eliminating sensor noise, and from the consequent increase
in trigger threshold to 82.8◦. [104]

would provide substantial further improvements commensurate with the impact ofthe 1◦ threshold

difference seen in the black portion of the bars.

Overall, our results also indicate not only the importance of modeling temperaturein thermal

studies, but also the importance of modeling realistic sensor behaviour. And finding new ways to

determine on-chip temperatures more precisely can yield substantial benefits.

3.5.3 Further Analysis of MC

The MC technique, with local toggling as a fallback, merits further discussionin order to clarify

the respective roles of floorplanning, migration, and the fallback technique.

If the MC floorplan is used without enabling the actual use of the migration, thespare register

file is unused and has a mild cooling effect. The permutation of the floorplan also changes some

of the thermal diffusion behaviour. This has negligible effect for most benchmarks, and actually

mildly exacerbates hot spots forperlbmk, but actually is enough to eliminate thermal violations for

gzip, mesa, andvortex.

When the MC technique is enabled, it is able to eliminate thermal violations without falling

back to local toggling in all but two benchmarks,gccandperlbmk.

Figure 3.5 reported the results for a single extra cycle of latency in accessing the spare register

file. Figure 3.7 shows the effect of increasing this penalty to two cycles. Itcan be seen that a
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two-cycle latency significantly increases the cost of MC, from an average of 4.9% to 7.5%. On

the other hand, we do not fully model the issue logic, which should factor in this latency and wake

instructions up early enough to read the register file by the time other operands are available on the

bypass network. This makes both sets of results (one and two cycle penalties) pessimistic.
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Figure 3.7: Slowdown for MC with 1- and 2-cycle penalties for accessing the spare register file.
[104]

Other floorplans that accommodate the spare register file may give different results, and spare

copies of other units may be useful as well, especially for programs that cause other hot spots. We

have not yet had a chance to explore these issues. Another study we have not had a chance to

perform is the cost-benefit analysis of whether the extra die area for thespare register file would be

better used for some other structure, with purely local toggling as the DTM mechanism.

3.5.4 Importance of Modeling Lateral Thermal Diffusion

Lateral thermal diffusion is important for three reasons. First, it can influence the choice of a

floorplan and the placement of spare units or clusters for techniques like MC or multi-clustered

architectures. Second, it can have a substantial impact on the thermal behaviour of individual units.

When a consistently hot unit is adjacent to units that are consistently colder,the colder units help

to draw heat away from the hot unit. Failing to model lateral heat flow in situations like these can

make hot units look hotter than they really are, overestimating thermal triggers and emergencies

and potentially distorting conclusions that might be drawn about temperature-aware design. Third,



Chapter 3. Dynamic Thermal Management of a Single Core 55

loose-correct tight-correct loose-simple tight-simple
art 1.00 1.00 1.00 1.00
gcc 1.00 1.00 1.00 1.00
vortex 1.00 1.00 1.00 1.00
crafty 1.00 1.00 1.00 1.00
eon 1.00 1.00 1.00 1.00
bzip2 0.68 0.76 0.90 0.90
gzip 0.67 0.72 0.91 0.91
mesa 0.42 0.58 0.71 0.71
perlbmk 0.31 0.36 0.39 0.39
facerec 0.00 0.00 0.00 0.00
parser 0.00 0.00 0.00 0.00

Table 3.3: Fraction of cycles in thermal violation (no DTM modeled) for the two different floor-
plans (loose and tight) with lateral thermal diffusion properly modeled (correct), and with lateral
resistances omitted (simple). [104]

loose-correct tight-correct loose-simple tight-simple
art 1.00 1.00 1.00 1.00
gcc 1.00 1.00 1.00 1.00
vortex 1.00 1.00 1.00 1.00
crafty 1.00 1.00 1.00 1.00
eon 1.00 1.00 1.00 1.00
bzip2 1.00 1.00 1.00 1.00
gzip 1.00 1.00 1.00 1.00
mesa 0.87 0.94 1.00 1.00
perlbmk 0.45 0.47 0.52 0.52
facerec 0.00 0.00 0.00 0.00
parser 0.00 0.00 0.00 0.00

Table 3.4: Fraction of cycles above the thermal trigger point (no DTM modeled) for the two differ-
ent floorplans. [104]

it turns out that failing to model lateral heat flow also produces artificially fast thermal rise and fall

times, contributing to the overestimation of thermal triggers but also making DTM techniques seem

to cool the hot spots faster than would really occur.

As a preliminary investigation of these issues, we compared the two floorplansshown in Fig-

ure 3.8. The “tight” floorplan in (a) places several hot units like the integerregister file, integer

functional units, and load-store queue near each other, while the “loose” one in (b) places the

hottest units far from each other. In our experiments, we did not changeany access latencies to ac-

count for distance between units in the two floorplans. This isolates thermal effects that are due to

thermal diffusion rather than differences in access latency. We compared the thermal behaviour of
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these floorplans using our full proposed model and also a modified version in which lateral thermal

resistances have been removed.
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Figure 3.8: Two floorplans used to study effects of lateral thermal diffusion. [104]

Table 3.3 presents, for each floorplan, the fraction of cycles spent in thermal violation (no DTM

was used for these experiments). The left-hand pair of columns presentdata obtained with the

full model (“correct”), and the right-hand pair of columns present dataobtained with the lateral

resistances omitted (“simple”). Table 3.4 presents the fraction of cycles spent above the thermal

trigger temperature.

Looking at the correct data, the distinction between the two floorplans is clear, with the tight

floorplan spending more time at higher temperatures due to the co-location of several hot blocks.

The tight floorplan will engage DTM more. A time plot for the integer register fileof mesais given

in Figure 3.9.

The simplified model, on the other hand, fails in two regards. First, it predicts higher tempera-

tures and higher frequencies of thermal violation, higher even than whatis observed with the tight

floorplan. This error happens because even the tight floorplan is able todiffuse away some of the

heat in the hot blocks to neighboring blocks. This difference is largest for gzip andmesa. The

artificially high temperatures mean that simulations of DTM will generate spuriousthermal triggers

and predict larger performance losses for DTM than would really be expected. Second, the failure
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Figure 3.9: Temperature as a function of time for the integer register file with themesa benchmark,
for two different floorplans (tight and loose) and a simulation with lateral thermal resistance omitted
(simple). [104]

to model lateral heat flow means that issues related to floorplan simply cannotbe modeled, as seen

by the fact that the two floorplans give identical results.

Without modeling lateral thermal diffusion, tradeoffs between thermal management and latency

cannot be explored, and studies of dynamic thermal management may give incorrect results.

3.5.5 Role of Initial Heat-Sink Temperature

Finally, we wish to follow up on the point made in Section 3.4.5 that the choice of initial heat-

sink temperature plays a major role, and the use of incorrect or unrealistic temperatures can yield

dramatically different simulation results. Figure 3.10 plots the percentage error in execution time for

various DTM techniques when the no-DTM heat-sink temperatures are used instead of the proper

DTM heat-sink temperatures. The error only grows as the heat sink temperature increases. When

we tried heat-sink temperatures in the 90◦s, we observed slowdowns of as much as 4.5X.

The main reason this error is an issue is that microarchitecture power/performance simulators

have difficulty simulating a benchmark long enough to allow the heat sink to change temperature

and settle at a proper steady-state temperature, because the time constant for the heat sink is so

large. Over short time periods, changes in heat-sink temperature effectively act as an offset to the
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Figure 3.10: Percent error in execution time when DTM techniques are modeled using no-DTM
heat sink temperatures. [104]

chip surface temperatures. That is why the correct steady-state temperature must be obtained before

simulation begins. Thus for each DTM technique, floorplan, or trigger temperature, new initial

temperatures must be determined. Developing simulation techniques or figuresof merit to avoid

this tedious task is an important area for future work. Fortunately, for all of our DTM techniques

except MC, we found that the same initial “with-DTM” temperatures given in Table 3.2 were fine.

MC’s use of a different floorplan requires a separate set of initial temperatures.

Because time slices are much smaller than the time constant for the thermal package, a multipro-

grammed workload will tend to operate with a heat-sink temperature that is some kind of average of

the natural per-benchmark heat-sink temperatures, possibly reducing the operating temperature ob-

served with the hottest benchmarks and conversely requiring DTM for cold benchmarks. Thermal

behaviour and the need for DTM will therefore depend on the CPU scheduling policy, which Rohou

and Smith used to help regulate temperature in [85]. Combining architecture-level and system-level

thermal management techniques in the presence of context switching is another interesting area for

future work.

3.6 Conclusions and Future Work

Using HotSpot, this chapter evaluated a number of techniques for regulatingon-chip temperature.

When the maximum operating temperature is dictated by timing and not physical reliability con-

cerns, “temperature-tracking” frequency scaling lowers the frequency when the trigger temperature
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is exceeded, with average slowdown of only 2%, and only 1% if the processor need not stall during

frequency changes. When physical reliability concerns require that the temperature never exceed

the specification—85◦ in our studies—the best solutions we found were an idealized form of DVS

that incurs no stalls when changing settings or a feedback-controlled localized toggling scheme

(average slowdowns 7.4 and 7.7% respectively), and a computation-migration scheme that uses a

spare integer register file (average slowdown 5–7.5% depending on access time to the spare register

file). These schemes perform better than global clock gating, and as wellas or better than the non-

ideal feedback-controlled DVS, because the localized toggling exploits instruction-level parallelism

while GCG and DVS slow down the entire processor.

A significant portion of the performance loss of all these schemes is due to sensor error, which

invokes thermal management unnecessarily. Even with a mere±1◦ margin, sensor error introduced

as much as 11% additional slowdowns, which accounted in some cases for as much as 80% of the

total performance loss we observed.

These results make a strong case that runtime thermal management is an effective tool in man-

aging the growing heat dissipation of processors, and that microarchitecture DTM techniques must

be part of any temperature-aware system. But to obtain reliable results, architectural thermal studies

must evaluate their techniques based ontemperatureand must include the effects of sensor noise as

well as lateral thermal diffusion.

Future work in this area could explore new workloads and DTM techniques; a better under-

standing is needed for how programs’ execution characteristics and microarchitectural behavior de-

termine their thermal behaviour; and clever data-fusion techniques for sensor readings are needed

to allow more precise temperature measurement and reduce sensor-induced performance loss. The

sensor interpolation approaches of Chapter 6 are a step in this direction. Another important problem

is to understand the interactions among dynamic management techniques for active power, leakage

power, current variability and thermal effects, which together presenta rich but poorly understood

design space where the same technique may possibly be used for multiple purposes but at different

settings. Finally, thermal adjacency was shown to be important, making a case for temperature-

aware floorplanning and setting the stage for the next chapter.



Chapter 4

Static Thermal Management through Core-Level

Floorplanning

4.1 Introduction

Since most DTM schemes involve stopping the processor clock or reducingits supply voltage, they

have certain implications for a high-performance microprocessor. Firstly,in multi-processor server-

based systems, this results in problems with clock synchronization and accurate time-keeping. Sec-

ondly, high performance, power-hungry, hot applications causing theDTM to be enabled are slowed

down. This slowdown impacts systems offering real-time guarantees negatively as the slowdowns

caused are unpredictable and could potentially lead to failures in meeting the computational dead-

lines. DTM schemes are designed as solutions to deal with the worst-case applications where

the thermal package deals with the average case. However, as processors become hotter across

technology generations, this average-case application behaviour itself tends to grow hotter caus-

ing reliability lapses and higher leakage. Hence, static microarchitectural techniques for managing

temperature can complement what DTM is trying to achieve.

Orthogonal to the power density of the functional blocks, another important factor that affects

the temperature distribution of a chip is the lateral spreading of heat in silicon.This spreading

depends on the functional unit adjacency determined by the floorplan of the microprocessor. Tra-

ditionally, floorplanning has been dealt with at a level closer to circuits than tomicroarchitecture.

60
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One of the reasons for this treatment is the level of detailed information floorplanning depends on,

which is only available at the circuit level. However, with wire delays dominatinglogic delays and

temperature becoming a first-class design constraint, floorplanning has started to be looked at even

at the microarchitecture level. In this work, we investigate the question of whether floorplanning at

the microarchitectural level can be applied viably towards thermal management. The question and

the associated trade-off between performance and temperature are examined at a fairly high-level

of abstraction. In spite of using models that are not necessarily very detailed, this chapter hopes

to at least point out the potential of microarchitectural floorplanning in reducing peak processor

temperature and the possibility of its complementing DTM schemes. It should be noted that floor-

planning does not reduce the average temperature of the entire chip verymuch. It just evens out the

temperatures of the functional units through better spreading. Therefore, the hottest units become

cooler while the temperature of a few of the colder blocks increases accordingly. This aspect of

floorplanning is particularly attractive in comparison with static external cooling. While cooling

reduces the ambient temperature and hence the peak temperature on the chip, it does not reduce the

temperature gradient across the chip. This can be bad from a reliability standpoint.

Contributions This chapter specifically makes the following contributions:

1. It presents a microarchitecture level thermal-aware floorplanning tool, HotFloorplan, that

extends the classic simulated annealing algorithm for slicing floorplans [115],to account for

temperature in its cost function using HotSpot [52]—a fast and accurate model for processor

temperature at the microarchitecture level. HotFloorplan is a part of the HotSpot software

release version 3.0 and can be downloaded from the HotSpot download site. The URL is:

http://lava.cs.virginia.edu/HotSpot.

2. It makes a case for managing the trade-off between performance andtemperature at the mi-

croarchitectural level. It does so by employing a profile-driven approach of evaluating tem-

perature and performance respectively by using previously proposed thermal [52] and wire

delay [3,8,78] models.
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3. It finds that thermal-aware floorplanning reduces the hottest temperatures on the chip by a

significant amount (about 20 degrees on the average and up to 35 degrees) with minimal

performance loss. In fact, floorplanning is so effective that it eliminates all the thermal emer-

gencies (the periods of thermal stress where temperature rises above a safety threshold) in the

applications without the engagement of DTM.

The remainder of this chapter is organized as follows: Section 2 discussesthe previous work

in the area closely related to this chapter. Section 3 investigates the cooling potential of lateral

spreading and presents it as the motivation for this work. Section 4 describes the thermal-aware

floorplanning algorithm, the microarchitectural performance model used to study the delay impact

of floorplanning and the simulation setup used in the evaluation of this work. Section 5 presents the

findings of our research. Section 6 concludes the chapter and discusses possible future work.

4.2 Related Work

Previous work related to this chapter falls into three broad categories—first is the wealth of classical

algorithms available for floorplanning, second is the addressing of floorplanning at the architecture

level for performance and the third is floorplanning for even chip-wide thermal distribution.

Since the research in classical floorplanning is vast and it is impossible to provide an exhaustive

overview of the contributions in the field, we only mention a very small sample of the work related

to our thermal-aware floorplanning algorithm. A more thorough listing can be found in VLSI CAD

texts like [39, 92]. Many floorplan-related problems for general floorplans have been shown to be

intractable. Even when the modules are rectangular, the general floorplanning problem is shown

to be NP-complete [107, 77]. Hence, ‘sliceable floorplans’ or floorplans that can be obtained by

recursively sub-dividing the chip into two rectangles, are most popular. Most problems related

to them have exact solutions without resorting to heuristics. While more general and complex

floorplan algorithms are available, this chapter restricts itself to sliceable floorplans because of their

simplicity. For our work which is at the architectural level, since the number offunctional blocks is

quite small, sliceable floorplans are almost as good as other complex floorplans. The most widely
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used technique in handling sliceable floorplans is Wong et al.’s simulated annealing [115]. It is easy

to implement, is versatile in handling any arbitrary objective function and has been implemented in

commercial design automation tools.

In the area of floorplanning at the architectural level for performance, Ekpanyapong et al.’s work

on profile-guided floorplanning [33] and Reinman et al.’s MEVA [27], are works that we are aware

of. Profile-guided floorplanning uses microarchitectural profile information about the communica-

tion patterns between the functional blocks of a microprocessor to optimize thefloorplan for better

performance. MEVA evaluates various user-specified microarchitectural alternatives on the basis of

their IPC vs. cycle time trade-off and performs floorplanning to optimize the performance. In spite

of dealing with architectural issues, it does so at a level close the circuit by specifying architectural

template in structural verilog and architectural alternatives in a Synopsis-like ‘.lib’ format. Both of

these do not deal with temperature.

Thermal placement for standard cell ASIC designs is also a well researched area in the VLSI

CAD community. [21, 25] is a sample of the work from that area. However, they target the “post-

RTL” design stage and hence cannot be applied at early (“pre-RTL”)design stages. Hung et al.’s

work on thermal-aware placement using genetic algorithms [54] and Ekpanyapong et al.’s work

on microarchitectural floorplanning for 3-D chips [32] are also close to the area of this work. Al-

though genetic algorithms are a heuristic search technique that can be employed as an alternative

to simulated annealing used in this chapter, [54] deals with a Network-on-Chiparchitecture (not

microarchitectural floorplanning) and hence assumes the availability of moredetailed, circuit-level

information. [32] uses a Mixed Integer Linear Programming (MILP) approach and its objective

function is not flexibile enough to be easily adapted for improving the solution quality.

Parallel to our work [90], recently, Han et al. also published researchon thermal-aware floor-

planning at the microarchitectural level [43] in which they use the previously published Parquet

floorplanner [2]. While their work also deals with the same topic as ours, it does not consider per-

formance directly and uses the total wire-length of a chip as the proxy for performance. As we

show in our results, this proxy could be misleading and could potentially resultin a floorplan with

shorter wire-length but worse performance. Also, as [43] does not compare the performance impact
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of floorplanning with that of DTM, it does not answer the crucial questionof why it is necessary to

address temperature at the floorplanning stage even in the presence of DTM.

Thermal-aware floorplanning is also likely to be a well-researched topic in theindustry, espe-

cially at the post-RTL design stage. However, we are unaware of any previously published work at

thepre-RTLor microarchitectural level design stage.

Apart from the above-mentioned research, we would also like to mention the wire delay model

and parameters from Brayton et al. [78] and Banerjee et al. [8] and thewire capacitance values from

Burger et al [3]’s work exploring the effect of technology scaling onthe access times of microar-

chitectural structures. We use these models and parameters in the evaluationof our floorplanning

algorithm for calculating the wire delay between functional blocks.

4.3 Potential in Lateral Spreading

Before the description of the thermal-aware floorplanner, it is important to perform a potential

study that gives an idea about the gains one can expect due to floorplanning. Since the cooling

due to floorplanning arises due to lateral spreading of heat, we study the maximum level of lateral

heat spreading possible. This is done using the HotSpot thermal model which models heat transfer

through an equivalent circuit made of thermal resistances and capacitances corresponding to the

package characteristics and to the functional blocks of the floorplan. Inthe terminology of the ther-

mal model, maximum heat spreading occurs when all the lateral thermal resistances of the floorplan

are shorted. Such shorting is equivalent to averaging out the power densities of the individual func-

tional blocks. That is, instead of the default floorplan and non-uniformpower densities, we use a

floorplan with a single functional block that equals the size of the entire chip and has a uniform

power density equal to the average power density of the default case. On the other extreme, we also

make the thermal resistances corresponding to the lateral heat spreadingto be equal to infinity. This

gives us an idea of the extent of temperature rise possible just due to the insulation of lateral heat

flow. The table below presents the results of the study for a subset of SPEC2000 benchmarks [106].

The ‘Min’ and ‘Max’ columns correspond to the case when the lateral thermal resistances are zero
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and infinity respectively, while the ‘Norm’ column shows the peak steady-state temperature of the

chip when the thermal resistances have the normal correct values.

Table 4.1: Peak steady-state temperature for different levels of lateral heat spreading (oC) [91]

Bench Min Norm Max
bzip2 56 123 222
gcc 55 120 220
crafty 54 120 217
gzip 54 120 215
perlbmk 54 114 201
mesa 54 114 203
eon 54 113 201
art 55 109 188
facerec 52 104 183
twolf 51 98 168
mgrid 47 75 126
swim 44 59 84

Clearly, lateral heat spreading has a large impact on processor temperature. Though the ideal

spreading forms an upper bound on the amount of achievable thermal gain, realistic spreading due

to floorplanning might only have a much lesser impact because, the functional blocks of a processor

have a sizeable, finite area and cannot be broken down into arbitrarily small sub-blocks that can be

moved around independently. Hence, the maximum attainable thermal gain is constrained by the

functional unit granularity of the floorplan. In spite of the impracticality of implementation, this

experiment gauges the potential available to be tapped. Conversely, if this experiment indicated

very little impact on temperature, then the need for the rest of this chapter would be obviated.

4.4 Methodology

4.4.1 HotFloorplan Scheme

The broad approach we take in this work is to use the classic simulated annealing based floorplan-

ning algorithm [115]. The only difference is that the cost function here involves peak steady-

state temperature, which comes from a previously proposed microarchitectural thermal model,



Chapter 4. Static Thermal Management through Core-Level Floorplanning 66

HotSpot [52]. Just like [115], HotFloorplan uses Normalized Polish Expressions (NPE) to repre-

sent the solution space of sliceable floorplans and uses three differenttypes of random perturbation

movesto navigate through them. The aspect ratio constraints for each functionalblock are repre-

sented as piecewise linear shape curves. For each slicing structure corresponding to an NPE, the

minimum-area sizing of the individual blocks is done by a bottom-up, polynomial-timeaddition of

the shape curves at each level of the slicing tree [92]. Once the sizing is done, the placement is then

passed onto HotSpot for steady-state temperature calculation. It uses theprofile-generated power

dissipation values of each functional block and the placement generated by the current step of Hot-

Floorplan to return the corresponding peak steady-state temperature. HotFloorplan then continues

through the use of simulated annealing as the search scheme through the solution space.

This work uses a cost function of the form(A+λW)T whereA is the area corresponding to the

minimum-area sizing of the current slicing structure,T is the peak steady-state temperature,W is

the wire-length metric given by∑ci j di j ,1≤ i, j ≤ n, wheren is the number of functional blocks,ci j

is the wire density of the interconnection between blocksi and j, anddi j is the Manhattan distance

between their centers.λ is a control parameter that controls the relative importance ofA andW.

As the units of measurement ofA andW differ, λ is also used to match up their magnitudes to the

same order. In our work, A is in the order of hundreds of square millimeters. W is in the order

of tens of millimeters. So, just to match up the units,λ should be in the order of 0.01. We also

find that assigning a relative importance of about 10% to the wire-length in general produced good

floorplans. Hence, the value ofλ we use is 0.01 x 10% = 0.001. It is to be noted that the cost

function is a product of two terms. The(A+λW) term is the same as in the original floorplanning

algorithm [115]. The newT term has been included as a product term instead of a sum term

because we found the cost function to have a better gradation in value fordifferent floorplans when

T was included in the product term than when it was included in the sum term. Thisenabled the

floorplanner to find more optimized solutions.

There are two floorplanning schemes that we evaluate. The first, called asflp-basic, is a scheme

where all the microarchitectural wires modeled are given equal weightage, i.e.,ci j = 1,∀i, j. In the

second, called asflp-advanced, the weightsci j are computed in such a way thatW = ∑ci j di j is
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proportional to an estimate of the slowdown in the execution time of the application when run on

the floorplan being evaluated, in comparison to one with a default floorplan.

For the simulated annealing, we use a fixed ratio temperature schedule such that the annealing

temperature of a successive iteration is 99% of the previous one. Initial annealing temperature is

set such that the initial move acceptance probability is 0.99. The annealing process is terminated

after 1000 iterations or after the annealing temperature becomes lesser thana threshold, whichever

is earlier. The threshold is computed such that the move rejection probability atthat temperature is

99%.

4.4.2 Wire Delay Model

Thermal-aware floorplanning algorithms are faced with an interesting temperature-performance

trade-off. While separating two hot functional blocks is good for thermalgradient, it is bad for

performance. To manage this trade-off during the design stage at the microarchitectural level, it

is essential to have a wire delay model that is detailed enough to accurately indicate the trend of

important effects and at the same time, simple enough to be handled at the architecture level. In

our work, such a model is essential for evaluating the performance trade-off of the thermal-aware

floorplans generated. In theflp-advancedscheme mentioned above, such model is also necessary

during the profile-driven floorplanning phase to convert the critical wire-lengths of the floorplan

into actual performance estimates. Hence, we use a previously proposed, simple, first-order model

for wire delay [8, 78]. We assume optimal repeater placement and hence,wire delay becomes a

linear function of wire-length. The equation from [78] that gives the wiredelay for an interconnect

of lengthl segmented optimally into segments each of sizelopt, is given by

T(l) = 2l
√

rcroco

(

b+

√

ab

(

1+
cp

co

)

)

(4.1)

wherero, co andcp are the resistance, input and parasitic output capacitances of a minimum-

sized inverter respectively.a = 0.7, b = 0.4 andr andc are the resistance and capacitance of the

wire per unit length respectively. We use the equation forlopt and its measured values for a global
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130 nm wire (2.4 mm) from [8] and also assume thatco = cp. We then obtain the values ofr and

c for global and intermediate level wires at the 130 nm technology node from[3]. Using these

and the equation forlopt, we obtain thelopt value for intermediate level wires also (sincelopt only

depends on
√

rc of that metal layer), which is found to be 1.41 mm. Using the above mentioned

equation and constants derived from previously published works, we compute the delay of a global

or intermediate level wire, given its length for the 130 nm technology node. Assuming a clock

frequency of 3 GHz, using this model, the delay of a 5 mm wire amounts to 1.69 cycles at the

global layer and 2.88 cycles at the intermediate layer.

4.4.3 Simulation Setup and Evaluation

The microarchitectural performance model we use is a derivative of the SimpleScalar [14] simula-

tor, the power model is a derivative of Wattch [13] and the thermal model used is theblock model

of HotSpot version 3.0 [52]. The basic processor architecture and floorplan modeled is similar

to [103], i.e., closely resembling the Alpha 21364 processor. The leakagepower model is also

similar to [103] which uses ITRS [98] projections to derive the empirical constants. The differ-

ences are mentioned here. This chapter uses a later version of HotSpot which additionally models

an interface material of thickness 75µ between the die and the heat spreader. Further, the package

thermal resistance is 0.1 K/W and the ambient temperature is at 40o C. The threshold at which the

thermal sensor of the processor engages DTM (called the trigger threshold) is 111.8o C while the

absolute maximum junction temperature that the processor is allowed to reach withDTM (called

the emergency threshold) is 115o C. The floorplan similar to Alpha 21364 processor core is scaled

to 130 nm and is located in the middle of one edge of the die. Figure 4.1 shows thisbase processor

floorplan. The entire die size is 15.9 mm x 15.9 mm while the core size is 6.2 mm x 6.2 mm. In

other words, the Manhattan distance between diagonally opposite cornersof the core is 4.21 cycles

if a signal travels by a global wire while 7.16 cycles when it travels by an intermediate level wire.

The floorplanning schemes mentioned above operate on the set of blocks shown in Figure 4.1. For

the purposes of the floorplanning algorithm, all the core blocks are allowedto be rotated and the

maximum allowed aspect ratio is 1:3 except when the aspect ratio of a block in the base processor
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floorplan is itself greater than that. In that case, the aspect ratio of the block in the basic floorplan,

rounded to the nearest integer, forms the upper limit on the allowable aspectratio. Moreover, for

this chapter, HotFloorplan operates only upon the core functional blocks. Once the core floorplan

has been computed, the L2 cache is just wrapped around it so as to make theentire die a square.

I-Cache D-Cache

BPred DTB

FPAdd

FPReg
FPMul

FPMap

IntMap IntQ

IntExec

IntReg

FPQ ITB

LdStQ

Figure 4.1: (a) The basic floorplan corresponding to the 21364 that is used in our experiments. (b)
Close-up of the core area. [91]

The first step of our thermal-aware floorplanning is profiling to obtain the average power dissi-

pation value for each of the functional blocks. Hence, we use a set of twelve benchmarks from the

SPEC2000 [106] benchmark suite and obtain the power values through simulation. These values

are then averaged across all benchmarks and a single set of power dissipation numbers (one value

corresponding to each functional block) is passed onto the floorplanner. The floorplanner uses it to

find a thermally-optimized floorplan. During this profiling phase, the benchmarks are run with the

train input set. After the floorplanning phase, the floorplans generated are evaluated in the evalu-

ation phase. These evaluation runs also use the same set of twelve benchmarks but thereference

input set is used as opposed to thetrain input set. A subset of benchmarks from the SPEC2000

suite was chosen so as to minimize the simulation time. However, the choice was made carefully to

exclude any bias. Of the 12 benchmarks, 7 are integer benchmarks and 5are from the floating-point

suite. They form a mixture of hot and cold, power hungry and idle benchmarks. The list of bench-

marks and their characteristics is shown in Table 4.2. Whether it is from the integer or floating-point



Chapter 4. Static Thermal Management through Core-Level Floorplanning 70

suite is indicated alongside the benchmark name. This data is gathered using thereference input

set and the benchmarks use the default Alpha-like floorplan. The temperatures shown are transient

values across the entire run of the benchmark. In these reference runs and also in the evaluation

runs, all the benchmarks are simulated for 500 Million instructions after an architectural warmup

of 100 Million instructions and a thermal warmup of 200 Million instructions. It is tobe noted that

like [103], this thermal warmup is after setting the initial temperatures of the chip and package to

the per-benchmark steady-state values. Hence, any possibility of a thermal cold-start is eliminated.

Also, like [103], the simulation points for the reference runs are chosen using the SimPoint [96] tool.

It is also worth mentioning that the profile runs are mainly to obtain the average power dissipation

values and as will be explained below, the performance impact of the wires.The thermal modeling

in those runs is only to ensure accurate calculation of the leakage power dissipation. Furthermore,

these profile runs do not use simulation points from the SimPoint tool but are just simulated after

fast-forwarding for 2 Billion instructions to remove unrepresentative startup behaviour. Like the

evaluation runs, these simulations are also run for 500 Million instructions after an architectural

warmup of 100 Million instructions and a thermal warmup of 200 Million instructions.

Table 4.2: Benchmark characteristics [91]

Average Average Peak
Bench. IPC Power Temp. Temp.

(W) (oC) (oC)
bzip2 (I) 2.6 42.2 81.7 127.1
gcc (I) 2.2 39.8 79.3 121.4
gzip (I) 2.3 39.3 79.1 122.1
crafty(I) 2.5 39.3 79.0 120.0
eon(I) 2.3 38.6 79.0 113.5
art(F) 2.4 41.9 78.7 109.9
mesa(F) 2.7 37.4 78.2 114.6
perlbmk(I) 2.3 37.1 76.9 117.3
facerec(F) 2.5 33.6 74.4 107.5
twolf(I) 1.7 28.8 68.6 98.6
mgrid(F) 1.3 19.6 61.2 77.6
swim(F) 0.7 11.2 51.6 59.8

In order to model the performance impact of floorplanning, this work modelsin SimpleScalar,



Chapter 4. Static Thermal Management through Core-Level Floorplanning 71

the delay impact of 13 major architecture level wires that connect the blocksof the floorplan shown

in Figure 4.1. These are by no means exhaustive but attempt to capture the most important wire

delay effects, especially with very little connectivity information available at thearchitectural level.

Such performance modeling of wire delay is used not only during the evaluation runs (wherein, it is

used to measure the IPC cost of the floorplans being evaluated) but also during the profiling phase

of theflp-advancedscheme. For each of the major architectural wires considered, the extra delay

on them is varied from 0 to 8 cycles. The train input set is used. The average of this data across all

benchmarks is presented in Figure 4.2. The x-axis of the figure shows extra delay incurred due to a

particular wire and the y-axis shows the resulting average performance slowdown. The slowdown is

computed in comparison to the base Alpha 21364-like microarchitectural model.Theflp-advanced

scheme makes use of the summary information from this data to quantify the relative importance

of the different wires and floorplans accordingly.
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Figure 4.2: Performance impact of varying the delay on critical wires. [91]

Figure 4.2 clearly shows that some wires are more critical than others for performance. The

flp-advancedscheme is designed to exploit this. Given a floorplan, its cost function tries toestimate

its performance in comparison with the base Alpha-like floorplan. We do this normalization as

a sanity check for our wire delay model. While the wire delay model we use might be accurate

in terms of the time it takes for a signal to propagate through a wire of given length, it ignores

routing information and metal layer assignment because of such details not being available at the



Chapter 4. Static Thermal Management through Core-Level Floorplanning 72

architectural level. So, we use the microarchitectural model itself as a sanitycheck for the wire

delay model. For instance, in the base floorplan, assuming global wires, thewire delay model

indicates that the delay between the FPMap and FPQ units is 1.13 cycles (2 cycles when rounded

to the next higher integer). However, these units microarchitecturally correspond to the dispatch

stage and it just takes 1 cycle in the Alpha 21364 pipeline for dispatch. Hence, when comparing

performance of a floorplan with the base floorplan, for each of the 13 wires, we find the difference in

the corresponding wire delays between the given floorplan and the basecase. Only this difference,

and not the actual wire delay indicated by the model, is rounded to the nearest higher integer cycle

boundary and used in our performance model as the extra delay incurred. If the new floorplan has

a wire shorter than the base case, it is ignored. This style of performance modeling is advantageous

to the base floorplan but is also justifiably so because the base floorplan is derived from an actual

processor and hence is most likely to be optimized in the best possible manner for performance. If

a wire is longer in the base floorplan, it is still probably the optimal point for performance. Hence,

we do not count the wires shorter in the floorplans generated by our schemes. Also, in order to deal

with the issue of metal layer assignment, we take the approach of doing a sensitivity study with two

extremes—all wires being global vs. all wires being intermediate. Studying these two extremes will

show the best- and worst-case gains achievable by floorplanning.

The flp-advancedscheme uses the slowdown data from Figure 4.2 for its cost function. The

performance slowdown is averaged across all the benchmarks. A simple linear regression analysis

is performed on the averaged data and a straight line fit is made between the extra wire delay (in

cycles) and the average performance slowdown for each wire. The slope of this regression line

gives the average performance slowdown per cycle of extra delay on awire. Assuming that the

performance impact of different wires add up, a summation of these individual slowdowns can be

used to obtain an estimate of the overall slowdown for the entire floorplan. That is, if sk∀k are the

slopes of the regression lines of the wires under consideration, the performance slowdown for the

entire floorplan is given by∑sknk wherenk is the number of cycles it takes for a signal to propagate

through the particular wire. Sincenk varies linearly with thedi j term (from the wire-length term of

the cost functionW = ∑ci j di j ), it can be seen that assigning the weightsci j proportional tosk makes
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W proportional to an estimate of the performance slowdown due to the IPC loss of a floorplan.

The profile data about the power dissipation and the performance impact of wire delay are

used by the floorplan schemes and floorplans optimized for their respective objective functions are

produced. These floorplans are then evaluated for their thermal characteristics and performance.

For the former, the HotSpot model is used and for the latter, the performancemodel developed in

this work is used. In evaluating the performance impact of the floorplanningschemes, this chapter

compares them with control theoretic DVS [103] as the DTM technique where the voltage is varied

from 100% to 50% in ten discrete steps. The frequency is also changed accordingly. The time taken

for changing the voltage and re-synchronizing the PLL is assumed to be 10µs. Two versions of

DVS are modeled. In the first, calleddvs, the processor stalls during the 10µs interval when the

voltage is being changed. In the second, calleddvs-i (for ‘ideal dvs’), the processor continues to

execute albeit the new voltage becomes effective only after the 10µs period. Finally, we would

like to mention that while the thermal-aware floorplanning is designed to reduce temperature, still

a DTM scheme is required as a fall-back in case the temperature rises beyond the threshold even

with floorplanning. This is also a reason why floorplanning is not a replacement for DTM but a

complement to it.

4.5 Results

First, we present the floorplans selected by theflp-basicand flp-advancedschemes. Figure 4.3

shows the core floorplans. The dead space in the floorplans is 1.14% forflp-basicand 5.24% for

flp-advanced, computed as ratios to the base core area. In case of the latter, the extra space is chosen

by the floorplanner as a trade-off for maintaining both good thermal behaviour and performance.

With current day microprocessors being more limited by thermal considerations than by area, we

feel that a 5% overhead could be tolerated. There is a possibility that this extra area could be used

for better performance. However, due to diminishing ILP, as processors are moving away from

increasing single processor resources to more throughput-oriented designs, area is becoming less

critical than the other variables. Also, since clock frequencies are limited today by the cooling
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capacity of a processor, if floorplanning reduces the peak temperaturesignificantly, then similar to

the temperature-tracking dynamic frequency scaling scheme of [103], theclock frequency could

probably be increased to compensate for, or even enhance the performance.

The aspect ratios of the entire core and the data cache is also interesting. Right now, the aspect

ratio of the core is not constrained by any upper bound while that of the data cache is limited by

a bound of 1:3. The fact that the floorplanner chooses such aspect ratios as shown in Figure 4.3 is

interesting and suggests future work, both to explore the pros and cons of such aspect ratios from

an implementation and performance perspective, and to continue refinementof the floorplanner.

Figure 4.3: Floorplans generated by (a)flp-basicand (b)flp-advancedschemes. [91]

These floorplans are then analyzed using the wire model in comparison with the base floorplan.

For theflp-basicfloorplan, its weighing all the 13 wires equally has resulted in most wires being

shorter than the base floorplan. The only longer wires are Bpred-Icache, DTB-LdStQ and IntMap-

IntQ. The first two are longer by 1 cycle while the last is longer by 2 cycles irrespective of the

assumption about the metal level of the wires (global vs. intermediate). The total wire-length of

this floorplan is better than that of the base case by 12.7%. However, the longer wires are those

critical to performance. In case of theflp-advancedscheme, five of the 13 wires are longer than the
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base floorplan. They are: IntQ-IntReg, Dcache-L2, FPMul-FPQ, Icache-L2 and FPMap-FPQ. All

except the FPMul-FPQ interconnect are longer by 1 cycle, which is longer by 2 cycles. While the

total wire-length of this floorplan is longer than the base floorplan by 13.7%,it can be seen from

Figure 4.2 that these wires are less critical to performance than the wires longer in theflp-basic

floorplan. This can be seen better when the performance results are shown.

Figure 4.4 shows the impact of our floorplan schemes on peak temperature.The leftmost bar

in each group shows the base case. The middle bar shows the data forflp-basicand the rightmost

one is forflp-advanced. The temperature reduction due to floorplanning occurs because of three

main reasons. One is the lateral spreading of heat in the silicon. The second is the reduction of

power density due to performance slowdown and the third is the reduction ofleakage power due to

the lowering of temperature. In order to decouple the effect of the later twofrom the first, each bar

in the figure shows two portions stacked on top of each other. The bottom portions, calledbasic

andadvancedrespectively, show the combined effect of all the three factors mentionedabove. The

top portions, calledbasic-spreadandadvanced-spread, show only the effect of spreading. This

data is obtained by setting the power density of the new floorplans to be equalto that of the base

case and observing the steady-state temperature for each benchmark. This data does not involve

the performance model and hence the effects of slowdown and reducedleakage. It is to be noted

that in thebasicandadvancedportions of the graph, we assume zero power density for the white

spaces generated by our floorplanner. However, the results do not vary much when the white spaces

are assigned a power density equal to the minimum power density on the chip (which is usually in

the L2 cache). In fact, in thebasic-spreadandadvanced-spreadportions of the graph shown, we

actually do assign power densities in such a manner.

It can be seen from the graph that with 115o C emergency threshold, all thermal emergencies

have been eliminated by floorplanning itself, even if not accounting for power reduction due to

performance slowdown and leakage reduction. Also, betweenflp-basicandflp-advanced, the latter

shows better temperature reduction. This improvement is because of its increased area due to

white spaces, which absorb the heat from hotter units. Also, it can be observed that a significant

portion of the temperature reduction comes from spreading.flp-basicshows a larger reduction
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Figure 4.4: Impact of floorplanning on peak temperature. [91]

in temperature due to performance and leakage effects when compared toflp-advanced. As it

will be shown later, this reduction is because the slowdown in performance itself is larger for that

scheme. On the average,flp-basicand flp-advancedreduce peak temperature by 21.9 and 23.5

degrees respectively with 12.6 and 17.2 degrees respectively being just because of spreading. Since

the peak temperatures with floorplanning are much lower than the emergency threshold, a careful

increase in the processor clock frequency could compensate for the performance loss, still keeping

the peak temperature within desired limits.

Figure 4.5 shows the performance impact of the schemes. Theflp-basicand flp-advanced

schemes are compared againstdvs and dvs-i. The advanced-gand advanced-ibars correspond

to theflp-advancedfloorplan with global and intermediate metal layer assumptions respectively.

Thebasicbar corresponds to theflp-basicscheme. There are no separate bars for different metal

layer assumptions forflp-basicbecause the wire model’s extra delay predictions fall into the same

cycle boundary in both cases. The graph also shows a few other DVS schemes named in the format

‘scheme-threshold’where‘scheme’is eitherdvsor dvs-i and the‘threshold’ is the thermal emer-

gency threshold for the DTM scheme. While the normal emergency thresholdis 115o C for our

experiments, we show these additional data as a sensitivity study with respect to the threshold.

It can be seen from the graph thatflp-advancedperforms better thanflp-basic. It should be
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Figure 4.5: Performance slowdown of the various thermal management schemes. [91]

noted that its total wire-length is 30.3%worsethanflp-basic. Still, its performance is better than

flp-basic because of its high weightage for the critical wires. This fact also shows that a simple

wire-length metric cannot be used as a proxy for performance when optimizing for temperature at

the microarchitectural level. It could lead to an erroneous conclusion projecting a slower floorplan

as the better one because of its shorter wire-length.flp-advancedis also quite competitive with the

DTM schemes. It is slightly better than regular DVS and while worse than idealDVS, is comparable

to it. Even when the emergency threshold is reduced to 105o C, the performance of the floorplan

schemes does not change because the peak temperature with floorplanning is well below that and

the fall-back DTM is never engaged. However, changing the threshold affects the DTM schemes

adversely. At a threshold of 105o C, even ideal DVS is worse thanflp-advanced. In real processors,

the threshold temperature is set based on considerations like the capability ofthe cooling solution,

leakage, lifetime and reliability. It is designed to be well above the average-case peak temperature.

As technology scales and as this average-case temperature itself increases, the gap between the

threshold and the peak temperature gets smaller. The data shown in Figure 4.5with threshold

temperatures lower than 115o C aim to model this narrowing gap.

4.5.1 Comparison against Static Voltage Scaling

While the above results compare the floorplanning schemes with aDTM scheme(feedback-

controlled DVS), they do not explicitly compare them againststatic Voltage Scaling (VS). The
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performance of theadvancedfloorplanning scheme was comparable to that of the idealized DVS

DTM scheme. Hence, one would expect that it performs better than static VSsince DVS adjusts

the voltage at run-time while static VS is an offline setting.

As verification, let us consider the following ideal case: for the applications requiring DTM

(7 out of the 12 benchmarks), let us scale down the voltage of the base-case floorplan. In this ex-

periment, the per-benchmark scale down factor is assumed to be knowna priori in an omniscient

fashion. Comparing the percentage slowdown of such an experiment with the advancedfloorplan-

ning scheme, following are the results:

When the scaling performed is just enough to elimitate thermal emergencies, the slowdown

is 3.39%. When the scaling performed is to match the peak temperature of the thermally-aware

floorplan, the slowdown is 18.45%, while the slowdown due to floorplanning itself is 3.41%. This

means that only under omniscient assumptions about the per-benchmark scaling factors to eliminate

the thermal emergencies exactly, static VS matches the thermally-aware floorplan. Simply scaling

the voltage to obtain the thermal benefits of floorplanning comes with a much higher performance

cost. Thus, clearly, floorplanning performs better than static VS.

4.6 Conclusions and Future Work

This chapter presented a case for considering microarchitectural floorplanning for thermal manage-

ment. It described HotFloorplan, a microarchitectural floorplanning tool that incorporates profile

information to evaluate the temperature-performance trade-off early in the design stage. Results of

this work show that there is a significant peak temperature reduction potential in floorplanning. In

our experiments, all the thermal emergencies were removed by just floorplanning alone. A major

part of this reduction comes from lateral spreading while a minor portion alsocomes from reduced

leakage and slowed down execution. In comparison with a simple performance metric like the sum

of the lengths of all wires, a profile-driven metric that takes into account the amount of commu-

nication and the relative importance of the wires reduces temperature better without losing much

performance. In fact, the simple scheme results in a floorplan better in terms oftotal wire length

(and temperature) but significantly worse in terms of performance. In order to optimize perfor-
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mance and temperature, the profile-driven scheme trades off a third variable—area. A tolerable

area overhead is used in reducing temperature significantly without compromising performance. In

comparison with DVS DTM scheme, the profile-based floorplanning scheme performed competi-

tively. The floorplanning scheme also performed much better than an offlinestatic voltage setting.

As the gap between the average-case peak temperature and the thermal envelope is narrowing

down, the performance impact of DTM is on the rise. A combination of floorplanning and DTM

could address this issue effectively. By reducing the peak temperature,floorplanning can reduce the

amount of time DTM is engaged, thereby also reducing the undesirable clockand real-time effects

of DTM. Furthermore, since the peak temperature with floorplanning is significantly less than the

emergency threshold, the small performance impact of floorplanning couldpossibly be compen-

sated by an increase in processor frequency, still staying within the desired thermal limits. While

floorplanning reduces temperature, it does not eliminate the need for DTM.Even with floorplan-

ning, DTM is necessary as a failsafe option. Moreover, both DTM and floorplanning address two

orthogonal issues of power density and lateral spreading. Hence, they can complement each other

in achieving the same objective.

In our immediate future work, we would like to investigate the effect of constraining the aspect

ratio of the entire core area in our floorplanning schemes and its impact on themagnitude of white

space. However, as a more general future direction of research, wewould like to study the effects

of thermal-aware floorplanning in multicore architectures, which is the topic to be considered in

the next chapter. This work has given an architectural framework to treat the area variable quantita-

tively. Such a treatment opens up many interesting venues of future exploration. One could research

efficient ways of trading off area and more precisely, white space, against the design constraints of

temperature, power and performance. Combining such research with existing DTM schemes or

coming up with new DTM schemes that work collaboratively, taking into account the area variable,

could be further fruitful directions of research.



Chapter 5

Thermal Benefit of Multicore Floorplanning

5.1 Introduction

Early approaches to the thermal management problem involved designing thethermal solution

(heatsink, fanetc.) for the absolute worst-case application behaviour. These approaches have later

been complemented by circuit and microarchitectural techniques that adaptively trade-off the per-

formance of applications to suit the thermal needs of the microprocessor. Such Dynamic Thermal

Management (DTM) techniques (e.g.[40,49,12,68,103,47] allow for the thermal solution to be de-

signed for the average-case rather than the worst-case, thereby saving cooling costs. Circuit-based

DTM techniques involve either the scaling of the voltage and frequency of the microprocessor or the

stopping of the processor clock. Although effective in dealing with temperature, such alterations to

the clock are undesirable in server environments as they lead to problems in clock synchronization

and accurate time-keeping. Moreover, with non-ideal threshold voltage scaling, such an ability to

reduce the voltage might not be easily available. Furthermore, microarchitectural DTM techniques

that delay an application in response to a thermal overshoot are problematicin real-time systems

as they lead to unpredictable slowdowns and hence could lead to applicationsmissing their dead-

lines. Hence, there have been research efforts to examine microarchitectural thermal management

schemes that do not compromise the latency of applications unpredictably.

Apart from controlling the level of computational activity of an application, another way to

handle the thermal management problem is through better distribution of heat inspace. In a multi-

80
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threaded environment, this can be accomplished by the scheduling of threads on the hardware sub-

strate in a thermally-aware fashion to distribute heat evenly across the hardware. With the advent of

multicore and multithreaded processors, this approach has received research interest [85,80,19,23].

However, orthogonal to both these dynamic methods of thermal management (performance trade-

off and scheduling), a static technique to distribute heat spatially is thermally-aware floorplanning

at the microarchitectural level. For a single-core microprocessor, suchthermally-aware floorplan-

ning was investigated in the previous chapter. It is not only attractive because of its predictability

(which is relevant for real-time applications), but also for its ability to complement the dynamic

schemes since it is orthogonal to them.

Thermally-aware microarchitectural floorplanning has been studied for single-core proces-

sors [91, 43, 116, 18, 76]. However, multicore processors have become ubiquitous and they offer

a spectrum of placement choices from the functional block level to the core level. Exploiting these

choices for thermal benefit is the focus of this chapter. Apart from Healy et. al.’s research [45]

that occurred parallel to this work and Donald and Martonosi’s paper [31] that tried out alternative

placement strategies in the context of thermal efficiency of Simultaneous Multithreading (SMT)

and Chip Multiprocessing (CMP) architectures, we are not aware of previous work that addressed

thermally-aware multicore floorplanning at the microarchitectural level. Specifically, this chapter

makes the following contributions:

• It examines the thermal benefit in changing the relative orientation of coresin a homogeneous

multicore chip so as to keep the hottest units of adjacent cores as far apartfrom each other as

possible.

• Since second-level caches have much lower computational activity than thecores, they are

among the coolest units in a processor. Hence, this work studies the placement of L2 banks

between adjacent cores so that they can function as cooling buffers that absorb the heat from

the cores.

• As an ideal case-study, it investigates the temperature reduction potential of multicore floor-

planning by relaxing the requirements that functional blocks should stay within core bound-
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aries and L2 cache banks should stay outside core boundaries.

The remainder of the chapter is organized as follows; Section 5.2 describes previous work

related to this chapter. Section 5.3 explains our multicore floorplanning methodology. Section 5.4

presents the experimental results of our study and Section 5.5 concludes the chapter providing

direction to possible future work.

5.2 Related Work

The work that is most related to this chapter is a parallel effort by Healyet. al. [45]. They also

present a multicore floorplanner that optimizes the temperature profile of a microprocessor. They

take a multi-granularity approach that considers both the within-core and across-core floorplans for

thermal optimization. Their work employs a floorplanning algorithm that uses simulated anneal-

ing [60] based upon the sequence-pair representation [74] with a costfunction incorporating both

temperature and bus length. Although their work has the advantage of accounting for performance

more accurately, we believe that our approach is complementary to it. The main innovation in their

paper is to floorplan an individual core in a multicore-aware fashion with thefunctional blocks of

the core moved inwards from the periphery of the core so that when the cores form a mosaic in the

multicore chip, the tiling does not result in the hot blocks being adjacent to each other. On the other

hand, our approach achieves the same end through different means: by changing the orientation

of the cores and by placing second-level cache banks between them. Furthermore, as an academic

exercise disregarding the feasibility of practical implementation, we performa potential study of

the achievable thermal benefit in multicore floorplanning by a) letting the functional blocks from

different cores be close to each other crossing core boundaries andb) inserting L2 cache banks in

between the functional blocks of a core. We believe that this is also a significant point of distinc-

tion. Moreover, our work also performs a sensitivity study on core size,core area as a fraction of

chip area and L2 power density. Since these variables affect the thermalperformance of a mul-

ticore floorplanner, it is important to consider them in the evaluation. Also, theirwork results in

floorplans with dead spaces (which might be a consequence of using hard blocks), which is a costly
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inefficiency in the areavs. temperature trade-off since silicon real estate is expensive. Finally, their

work employs multiple floorplans for the same microarchitecture, which could lead to a significant

replication of design effort for each kind of floorplan used.

Another paper that has considered multicore floorplanning in a limited fashion(with its primary

focus being other issues) is from Donald and Martonosi [31]. When studying the thermal efficiency

of SMT and CMP architectures, they try an alternative layout strategy to reduce temperature by

moving the two cores of a CMP apart, from the center of the chip to its edge. This is similar to

the use of L2 cache banks in our work as cooling buffers. However, they approach it as a one-off

technique without any generic extensions or applicability to arbitrary floorplans. Since temperature

is a serious concern for 3-D architectures, thermally-aware floorplanning for 3-D chips is relevant

to our work [32, 55]. Similarly, the wealth of work in thermally-aware placement for ASICs and

SoCs(e.g. [25, 21, 54, 41]) and microarchitectural floorplanning for thermal optimization [91, 43,

116,76,18] is also related to this work. However, none of these papersstudy the placement choices

in multicore architectures.

5.3 Methodology

As multicore architectures have become the norm today, there are many levelsof placement choices

available for a designer—from the functional block level to the core level.These choices can be

exploited to spatially distribute heat effectively. Specifically, following are some of the possibilities

we consider for a homogeneous CMP:

5.3.1 Core Orientation

The advantage of having identical cores in a CMP is physical design re-use. A single core can be

designed once and re-used many times. In such homogeneous cores seen today, the orientation of

the cores is such that their floorplans are mirror images of each other. Thisarrangement typically

leads to hot functional blocks being adjacent to each other and oriented towards the center of the

core. Figure 5.1(a) illustrates the thermal profile of such an arrangementfor a homogeneous four-
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(a) Centered (b) Alternative Orientation

(c) Checkerboard-like (d) Scatter

Figure 5.1: Illustration of different core arrangements for a four-wayCMP with each core resem-
bling an Alpha 21364. (a) shows a typical floorplan with hot units adjacentto each other. (b) shows
a floorplan with alternative orientations of the cores. (c) shows a checkerboard-like arrangement
with the use of L2 cache banks as cooling buffers between the cores. (d) shows an arrangement
used for a potential study with functional blocks scattered amidst the cachebanks. The adjacency
of the blocks in the original floorplan is maintained through the scattering. [89]

way CMP with each core resembling that of an Alpha 21364 as in [103]. Without compromising the

re-usability of the cores, a simple temperature-aware floorplanning schemewould be to experiment

with the orientation of the cores for temperature reduction. Fig 5.1(b) illustrates such a floorplan

with alternative orientations of the cores that result in reduced peak temperature. Specifically, the
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cores on the bottom right and top left are flipped about the vertical axes passing through their

respective centers.

Each core can have eight different orientations. They are the four rotational symmetries and

their corresponding four reflections (mirror images). Hence, for a k-way CMP, there are a total of

8k different possible floorplans. For a small number of cores (e.g. k≤ 6), this is still within the

limits of a brute-force search. Given a set of representative power numbers (which can be obtained

through application profiling), we use the HotSpot [103] thermal model to obtain the corresponding

thermal profile and choose the floorplan which offers the lowest peak temperature. Once the number

of cores crosses the limit of a brute-force search, we employ simulated annealing [60] to search

through the vast solution space. Each floorplan is encoded as a k-digit octal number denoting the

set of core orientations it is comprised of. The only type of move used in the annealing schedule is

a random increment move where a random digit is chosen from the k-digit string and incremented

(modulo 8) to the next numerical orientation.

5.3.2 L2 Cache Banks

As second-level caches are large, they are already partitioned into manybanks. Furthermore, their

power density is quite low because of relatively infrequent accesses. Hence, their temperatures

are usually among the lowest in a chip. So, a possible strategy for temperature reduction is to use

the L2 banks as cooling buffers between cores. However, in doing so,the performance cost of a

longer L2 bus must be accounted for. Since we assume a traditional L2 cache with Uniform Cache

Access (UCA), the L2 latency already includes the worst-case latency from a core to the farthest

L2 bank. Thus, in placing the cache banks between cores, the latency increase is only proportional

to the maximum extra distance a core moves within the chip due to the cache-bank insertion. For

the floorplan configurations considered in this chapter, a part of the L2 always wraps around the

periphery of the chip. In such a scenario, for the range of L2-area tochip-area ratios we consider

(25-85%), a core can move an extra distance between 7 and 44%. Assuming a linear wire delay

model similar to Chapter 4, this implies the same percentage increase in L2 latency too. Since L2

latency is tolerated well by the microarchitecture due to the presence of L1 caches that filter out
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most of the accesses, this translates to less than 2% slowdown for SPEC2000 benchmarks [91,18].

Hence, in this chapter, we consider the performance impact of distributing the L2 cache banks

between the cores to be negligible. However, it is to be noted that our simulationsetup involves

running identical benchmarks on all the cores with no communication between them. Although

this modeling methodology is a limitation of this work, we believe it is not a serious onebecause

of two reasons. First, in comparison with an arrangement of the cores adjacent to each other, the

cache insertion provides extra space for routing in the vicinity of the cores(over the sub-arrays of

the cache). This space could be used to reduce the latency of the interconnection network by using

thicker wires, thus minimizing the impact of the latency on coherence traffic. Second, for a large

number of cores, Non-Uniform Cache Access (NUCA) is the likely choiceand since it already

envisions an interconnection network with a distributed arrangement of the cores and the cache

banks [59], the performance of a cache-bank inserted layout as suggested in this work is not likely

to be much different.

In exploring the placement of the cache banks, we first assume that their size and aspect ratio

are flexible. Then, the processor cores and L2 blocks could be arranged to tile the entire silicon

real estate in a checkerboard-like fashion to increase the lateral spreading of heat. Since silicon

acts as a spatial low-pass filter for temperature [51], maximizing the spatial frequency of the power

density distribution is beneficial for temperature reduction. For a checkerboard-like tiling of a

multicore chip, this is accomplished by making the high power areas (cores) assmall as possible

(by separating the cores from one another) and the low power areas between them (caches) as

large as possible. Furthermore, since the chip boundaries allow lateral heat conduction only in

two or three directions (instead of four), this also means that the cores should be placed away

from the chip boundaries to facilitate heat spreading. A sample of such an arrangement is shown in

Figure 5.1(c). Please note that although we use the termcheckerboard-like, the cache-bank insertion

is in essence seperating the cores inboththex andy directions with cache banks. In Figure 5.1(c), a

true checkerboard arrangement would have had another core in the middle square. However, in this

chapter, we use the termcheckerboard-likefor the lack of a better alternative. Also, for determining

the positions of the cores and the cache banks, we assume (heuristically) that adjacent cores are
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equidistant from each other and that the distance between a peripheral core and chip boundary is

half the distance between adjacent cores.

5.3.3 Hierarchical Floorplanning

Since the checkerboard-like arrangement separates the cores from one another, it reduces the lat-

eral thermal coupling between them. This affords us a possibility of floorplanning the functional

blocks of the cores independent of their multicore arrangement. Hence, we apply a hierarchical

floorplanning algorithm combining the single-core floorplanner from Chapter 4 with both of the

above techniques (orientation and tiling). Given a set of functional blocks and their area and as-

pect ratio constraints, it first floorplans the core using the classic Wong and Liu [115] simulated

annealing algorithm with a cost function that includes area, delay and temperature. In assigning

the relative importance to architectural wires, we use the modifications suggested by [18] instead of

the order proposed in Chapter 4. This single-core floorplan is then arranged in a checkerboard-like

fashion with L2 cache banks arranged in between the cores as described in Section 5.3.2. Then, as

a final step, the orientation space of the cores is searched using simulated annealing as described in

Section 5.3.1.

5.3.4 Potential Study

Finally, as a theoretical exercise without much regard to its practical feasibility, we investigate a

floorplanning strategy that allows for complete flexibility in the placement of functional blocks even

disregarding the core boundaries. Since this strategy compromises designre-use and performance

at all levels, it is not presented here as a practical technique. Such an experiment is useful just

as a potential study to measure against the performance of the other techniques mentioned above.

We look at two possibilities: in the first, we apply the single-core floorplanningalgorithm from

Chapter 4 to a combined list of all the functional blocks in the entire multicore chip. This scheme

basically results in a medley of functional blocks from different cores occupying the center of

the multicore chip and surrounded by the L2 cache banks. Compared against the alternative core

orientation strategy mentioned in Section 5.3.1, it tells us how much thermal potentialis available
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in distributing the functional blocks within the cores. The second possibility welook at is to insert

the L2 cache banks even between the functional blocks within a core. Such insertion results in

the scattering of the functional blocks through out the entire chip. In the process of scattering,

the adjacency of the functional blocks is retained as it was in the original core floorplan. This

scheme is illustrated in Figure 5.1(d). It is useful to compare the figure against the non-scattered

version in Figure 5.1(a) and the core-level cache inserted version in Figure 5.1(b). Such a scattering

serves as a benchmark for the L2 cache insertion technique described inSection 5.3.2 to measure

against. However, the performance of such a scattered floorplan is likelyto be significantly worse

than a floorplan in which closely communicating functional units are adjacent toeach other. This

is especially true if the delay on the architectural wires involved in critical loops increases due to

the scattering [11]. Hence, we only consider this scheme to understand its potential for temperature

reduction and not as a realistic approach.

5.3.5 Experimental Setup

In order to evaluate the floorplanning choices described above, we usea simulation infrastructure

comprised of the HotSpot [103] thermal model, Wattch [13] power model andSimplescalar [5]

performance model. We use the SPEC2000 [106] benchmark suite and runeach benchmark for an

interval of 500 million instructions using the reference inputs. The interval that is most represen-

tative of the entire program is identified using the SimPoint [96] tool. We extendthe HotFloorplan

tool from Chapter 4 to implement the multicore floorplanning strategies described in Section 5.3.

The floorplanner is fed with the floorplan of a single core and a representative set of power val-

ues for each of its functional blocks (which we compute as the average ofthe power values of all

the benchmarks simulated as mentioned above). It uses this information and searches through the

solution space to find a floorplan configuration that is thermally sound. In doing so, it uses the

block-based thermal model of HotSpot to compute the temperature of the configurations at every

step and chooses the floorplan with the lowest peak temperature. The block-based model is chosen

because of its computational speed. However, in evaluating these floorplans, we employ the regular

grid-based thermal model of HotSpot which is slower but more accurate. We use a grid resolution
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of 256 x 256 and perform steady-state thermal simulations to obtain the peak temperature of the

different floorplan configurations.

Although we model the dependence of leakage power on temperature usingthe empirical model

in Section 2.6, the model is employed only during the computation of the input power densities of

each benchmark. Once the peak steady-state temperature of a benchmarkfor a given floorplan is

computed, the power densities are not re-evaluated by taking into accountthe reduced leakage due

to temperature reduction. Hence, the temperature improvement because of floorplanning reported

here does not include the benefit accrued from reduced leakage. Thus, it really forms a lower bound

to what can be expected in practice and the actual enhancement is likely to behigher.

We model a microarchitecture similar to the Alpha 21364 as in [103] but scaled to90 nm

for the single-core case. In order to model a multicore configuration, we scale both the area of

each core and its power consumption such that the power density remains constant. The thermal

model parameters are set to the default values of HotSpot except the convection resistance and TIM

thickness, which are assigned values of 0.5K
W and 30µm respectively in order to model a moderate

cooling solution. The default configuration modeled is a four-core processor with 75% of the die-

area occupied by L2 cache. To reduce simulation complexity, each core is assumed to run the same

benchmark.

5.4 Results

We will now describe the various placement choices evaluated. The first configuration is with the

four cores arranged at the center of the chip wrapped around by the L2 cache. The cores are oriented

in such a manner that their hottest units, the integer register files, are touching each other. This is

similar to the illustration in Figure 5.1(a). Such a configuration is chosen to simulatethe worst-case

behaviour. We call this arrangement thehot scheme. Next is the configuration that forms the base-

case of our evaluation. It is similar tohot in that the cores are arranged at the center of the chip but

the orientation of all the cores is the same — pointing upwards. We call this thebasescenario.

The next floorplan evaluated is the result of searching the orientation space as described in
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Section 5.3.1. For four cores, a brute-force search is performed. The floorplan with the lowest

peak temperature is considered for evaluation. This scheme is calledorient. Next, the cache-bank

insertion described in Section 5.3.2 is performed over thebaseconfiguration. This is calledbase+l2.

When the same is done on top of theorient scheme, it is calledorient+l2.

In order to perform the first of the two potential studies described in Section 5.3.4, we scatter

the blocks in thebaseconfiguration in between the L2 cache banks as shown in Figure 5.1(d).

This scheme is calledbase+scatter. Such a scatter performed for theorient configuration is called

orient+scatter.
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Figure 5.2: Floorplans used for thealtflp andmingledstudies [89]

In order to evaluate the hierarchical floorplanning algorithm described inSection 5.3.3, we first

use thebaseconfiguration with the floorplan of each core derived from the single-core floorplanner

in Chapter 4. Apart from assigning the relative weights of the architectural wires as per [18], we also

incorporate the core aspect ratio into the cost function of simulated annealing. This method results

in a floorplan with less than 0.05% dead space and a better wire length metric when compared

to the base-case Alpha 21364-like floorplan. This alternative floorplan isshown in Figure 5.2(a).

Its aspect ratio is close to 1. We call the four-way multicore scenario obtained by replicating this

alternative floorplan asaltflp. It is to be noted that the alternative floorplan is computed in isolation,

without being mindful of the core’s location in a multicore processor. Hence, hot units are steered
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away from the boundaries as much as possible to minimize the peak temperature.This floorplan is

not necessarily beneficial in a multicore environment — especially with the L2 cache-bank insertion

because units near the boundaries of a core are closer to the L2 cache,which is relatively cooler.

Retaining the nomenclature above, we call the cache-bank inserted version of altflp asaltflp+l2

and an orientation space search foraltflp+l2 asaltflp+orient+l2.

Finally, we examine the potential of mingling the functional blocks from different cores as

described in Section 5.3.4. The result of the simulated annealing performed on a single list of

functional blocks from all the cores is shown in Figure 5.2(b). The amount of dead space for this

floorplan is less than 0.1% of the total area of the cores. All the blocks are assumed to be soft

with the constraints on their aspect ratio specified in the input file. Hence, thesame functional

blocks (e.g. L1 data cache) from different cores can have different aspect ratios. This scheme is

calledmingled. We also employ the insertion of cache banks in between the functional blocks of

themingledscheme. This scheme is calledmingled+scatter.
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Figure 5.3: The peak temperature of the different floorplan configurations for the SPEC2000 bench-
marks. [89]

Figure 5.3 shows the results of our evaluation. It plots the peak temperatureof each floorplan

scheme described above (and listed on the x-axis of the figure), averaged over all the 26 SPEC2000

benchmarks in the left side and over the eleven hottest benchmarks alone ((7 int (bzip2, crafty, eon,
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gcc, gzip, perlbmk, vortex) and 4 fp (art, galgel, mesa, sixtrack)). Clearly, thehot configuration

with the four hottest blocks adjacent to each other has the highest average peak temperature. Ex-

ploiting the orientation of the cores is beneficial when the cores are adjacent to one another as can

be seen from the difference between thebaseandorient bars. However, when the cores are already

separated by the L2 cache banks, the orientation of the cores matters to a much lesser degree. This

is the reason thebase+l2andorient+l2 bars are pretty similar to each other.

The insertion of L2 cache banks between the cores reduces peak temperatures significantly.

There is a 6.1 degree difference between thebaseandorient+l2 bars, with a large portion of it

coming from L2 insertion. For the 11 hottest benchmarks, this improvement is about 8.3 degrees on

an average. For an ambient temperature of 45◦C, this translates to about a 20.2% improvement over

the temperature in excess of the ambient. Thebase+scatter, orient+scatterandmingled+scatter

bars indicate the thermal spreading potential available in multicore floorplanning. Comparing the

orient+l2 bar against these, we can see that a combination of core orientation and L2cache insertion

is able to achieve a significant portion of that potential (about three-fourths).

It can also be seen that although the alternative floorplan and the mingled floorplan are able to

achieve temperature reduction, much of that reduction can be achieved bya simple orientation space

search (orient). Furthermore, since the alternative floorplan has the hot functional blocks towards

its center, the use of L2 cache banks as cooling buffers does not benefit it as much as it does the

default floorplan. This is the reasonaltflp+l2 andaltflp+orient bars are higher thanbase+l2and

orient+l2.

5.4.1 Sensitivity Studies

In this section, we investigate how the conclusions of the previous section are affected by our

assumptions about the core size, occupancy and L2 power density respectively. This investigation

is done through sensitivity studies that vary the above-mentioned parameters.
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5.4.1.1 Effect of Core Size

Figure 5.4 plots the effect of varying the size of each core (and hence the total number of cores in a

chip). It plots the average peak temperature of the practical (non-ideal)schemes from the previous

section against the number of cores. It is to be noted that the power densityof the functional

blocks is maintained in changing the size of the cores. The lines shown are decreasing because

silicon acts as a spatial low-pass filter for temperature [51]. Hence, for the same power density,

smaller cores (high frequency) are cooler than larger cores (low frequency). It can be noted that

the trends observed in the previous section still hold. Much of the thermal benefit comes from L2

cache insertion. The only reversal in trend is thataltflp performs even worse thanorient for higher

number of cores.
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Figure 5.4: Effect of varying the number of cores. In scaling the cores, the power density of the
functional blocks is kept constant. [89]

5.4.1.2 Effect of Core Occupancy

Another important parameter in our study is the ratio of core area to the total area of the chip. We

call this ratio the core occupancy. Figure 5.5 plots the result of an experiment varying the core

occupancy from 15% to 75%. Actually, two competing factors determine the temperature in this

experiment. First is that as the core occupancy decreases, in order to keep the core and L2 power
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Figure 5.5: Impact of the ratio of core area to chip area. The size of eachcore remains the same
while that of the L2 cache is increased, keeping its power density constant.[89]

densities constant for an apples-to-apples comparison, the total chip area increases. Hence, the

total power dissipated also increases with decreasing occupancy. The second factor is the reduced

availability of the relatively cooler L2 space to act as a thermal buffer as occupancy increases.

Depending on which factor predominates, sections of the curves decrease or increase. It is evident

from the graph that as the occupancy increases, the importance of coreorientation increases, which

is the reason theorient line decreases quickly. At 16 cores, it even performs marginally better than

the L2 cache insertion techniques.

5.4.1.3 Effect of L2 Power Density

Since the floorplanning schemes presented in this chapter involve the L2 cache banks, the power

density of L2 cache is an important factor to be considered. Hence, we perform an experiment

replicating the results in Figure 5.3 with the power density of the L2 cache beingdouble of what

it was in that figure. The results of this are presented in Figure 5.6. Clearly, the trends remain the

same with elevated temperatures due to the increased power density.



Chapter 5. Thermal Benefit of Multicore Floorplanning 95

68

70

72

74

76

78

80

82

84

hot
base

orient

base+l2

orient+l2

base+scatter

orient+scatter

altflp
altflp+l2

altflp+orient+l2

m
ingled

m
ingled+scatter

A
ve

ra
ge

 P
ea

k 
T

em
pe

ra
tu

re
 (

C
)

Floorplanning Scheme

(a) All Benchmarks

76
78
80
82
84
86
88
90
92
94
95
96

hot
base

orient

base+l2

orient+l2

base+scatter

orient+scatter

altflp
altflp+l2

altflp+orient+l2

m
ingled

m
ingled+scatter

A
ve

ra
ge

 P
ea

k 
T

em
pe

ra
tu

re
 (

C
)

Floorplanning Scheme

(b) Hot Benchmarks

Figure 5.6: Thermal performance of the floorplanning schemes on doubling the L2 cache power
density. [89]

5.5 Conclusion

This chapter investigated the temperature reduction potential of multicore floorplanning. It advo-

cated the exploitation of various placement choices available in a multicore processor ranging from

the functional block level to the core level. It proposed the exploration of alternative core orienta-

tions in order to separate hot units from being adjacent to each other in a multicore chip. It also

presented the idea of inserting L2 cache banks between the cores as cooling buffers for better heat

distribution. Furthermore, it studied the potential of multicore floorplanning byletting functional

blocks and L2 cache banks cross core boundaries. The most importantconclusion from this work is

that L2 bank insertion achieves significant thermal benefit — about 20% of the temperature above

the ambient on an average for SPEC2000 benchmarks. Furthermore, a combination of core orien-

tation and L2 bank insertion is able to achieve about 75% of the temperature reduction achievable

by an ideal floorplanning scheme that mingles functional blocks from multiple cores and disperses

them amidst a sea of L2 cache banks. With the advent of SIMD processors including GPUs, future

work in this direction could examine the applicability of floorplanning techniquesin reducing their

peak temperature. Furthermore, since heterogeneous multicore architectures offer additional levels

of placement options, exploiting them for thermal benefit is another interesting possibility.



Chapter 6

Granularity of Thermal Management

6.1 Introduction

Two important recent trends have had a tremendous impact on the microprocessor industry: First,

non-ideal semiconductor technology scaling has made physical effects that were previously ab-

stracted away by computer architects to become first-order design constraints. A crucial example

of this phenomenon is the exponential increase of power density as feature size shrinks. This in-

crease has caused temperature to be a serious concern since power density is directly related to

on-chip temperature. Second, multicore processors have become the norm because of the dispro-

portionate scaling of wire and logic delays, diminishing Instruction-Level Parallelism (ILP) and the

challenges of power and heat dissipation. In such a multicore era, an interesting question is the

size granularity at which microarchitectural thermal management should be performed. That is, if

thermal management is most relevant when performed at the level of a sub-block (e.g. cache line,

register file entryetc.), functional block (e.g., register file, cache, branch predictoretc.), architec-

tural sub-domain within a core (e.g., the integer pipeline, the floating-point pipeline, the memory

pipelineetc.), at the level of a core, or globally for the entire chip.

As core sizes shrink with technology scaling, an argument for core-level Dynamic Thermal

Management (DTM) is that a sub-domain within a core is affected more by its neighbour’s temper-

ature than its own computational activity. So, neighbouring sub-domains effectively get aggregated,

resulting in the degeneration of any localized DTM scheme in to a global one. Investigation of this

96
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phenomenon shows that the determining factor in it is the relationship between heat conduction

in the vertical (through the die, heat spreader and heat sink) and lateral (along the die) directions.

When the former is much greater than the latter, a block’s temperature is mainly dependent on its

own computational activity. Otherwise, it is mainly neighbour influence. Technology scaling re-

sults in lateral dimensions of silicon diminishing faster than the vertical thicknessfor reasons of

mechanical strength. Moreover, vertical dimensions of the package layers (heat spreader, heat sink)

do not scale much. This fact means lateral spreading grows quicker thanvertical conduction. The

implication is that the spatial granularity of thermal management has to become coarser with tech-

nology scaling. One would have to move from thermal management at the levelof a functional

block to the core-level to groups-of-cores. With the advent of multicoresand manycores, how this

happens is an interesting question for exploration.

6.1.1 Spatial Filtering
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Figure 6.1: Illustration of the spatial thermal filtering. (a) Two blocks of different sizes having the
same power density. (b) low-pass filter “Bode plot” frequency response. [88]

It turns out that silicon behaves like a spatial low-pass filter for temperature. That is, power

dissipating blocks that are small enough do not cause hot spots. Silicon “filters out” these “spatial

high frequencies” (blocks of small size). Figure 6.1 illustrates this aspect.The image on the left
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(6.1(a)) shows a silicon die with two square power dissipating blocks. Both the blocks have the

same power density (1Wmm2 ) but the area of the block on the left is four times that of the one on

the right. Although the power densities are the same, it can be seen that the larger block on the

left is significantly hotter than the smaller block on the right. This relationship between block-

size and peak temperature is illustrated in Figure 6.1(b). It is the classic “Bode plot” frequency

response of a low-pass filter with the spatial frequency (1/block-size) plotted on the x-axis and the

peak temperature on the y-axis. Both the axes are on a logarithmic scale. It shows a clear “cut-off

frequency” beyond which the temperature falls rapidly.

A study of this spatial filtering effect from a microarchitectural perspective is useful since it

throws light on several aspects of the size granularity of thermal management. Hence, this chapter

explores this thermal spatial filtering effect in detail. Since the effect is nothing but a manifestation

of the relationship between lateral and vertical heat conduction in silicon, itfirst takes an analytical

approach and solves the two-dimensional steady-state heat equation from first principles for a sam-

ple geometry similar to that of microprocessor chips but in two dimensions. Then, in the light of the

analytical equation, it explores how the spatial filtering appears in practicewhen the assumptions

of the analytical model are removed. Finally, it illustrates the spatial filtering behaviour using three

microarchitectural examples:

1. A manycore checkerboarding experiment where the die is tiled in a checkerboard-like fashion

with alternating cores and L2 blocks. The objective is to study the temperatureby varying the

number of cores keeping the total area occupied by the cores, the powerdissipated in them

and their power density constant. It illustrates the potential increase in Thermal Design Power

(TDP) achievable solely due to spatial filtering when all the other variables remain the same.

Furthermore, it studies the relationship between the number of cores and thegranularity of

thermal management by exploring the effectiveness of local (within-core) thermal manage-

ment as opposed to global (core-level) thermal management as a function of the number of

cores.

2. The question of whether a high aspect ratio sub-block like a single cache line or a register
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file entry can become the hot spot because of pathological code behaviour is examined from

a spatial filtering perspective. This study illuminates the relationship between aspect ratio of

a block and its peak temperature.

3. For a regular grid of thermal sensors, this chapter studies the relationship between the inter-

sensor distance and the error in temperature measurement and explains it using spatial filter-

ing. It also explores the effectiveness of interpolation schemes in mitigating sensor errors.

The remainder of this chapter is organized as follows. Section 6.2 discusses the previous work

related to this chapter. Section 6.3 describes the analytical formulation and solution of the two-

dimensional heat equation for boundary conditions similar to those in microprocessors. It also

reconciles the analytical model with what is observed in practice. Section 6.4details the microar-

chitectural examples of the spatial filtering effect and presents the results. Section 6.5 concludes

the chapter providing pointers to interesting future directions.

6.2 Related Work

Three papers we know have examined the spatial filtering aspect from theviewpoint of thermal

modeling accuracy. Etessam-Yazdaniet. al. [35] study the temperature response of the chip to a

white noise power distribution experimentally. They also perform a two-dimensional Fast Fourier

Transform (FFT) analysis to determine the spatial cut-off frequency beyond which high power

density has lesser impact on temperature. They conclude that for accurate thermal modeling, it is

sufficient to model at a size granularity close to this cut-off frequency. Two previous papers from our

group [53,50] also deal with the correct spatial granularity for modelingtemperature accurately. In

studying the size granularity, the first [53] employs an equivalent electrical approximation through

a resistor network analogy. The second [50] examines the impact of high aspect ratio functional

blocks on thermal modeling accuracy and sub-divides high aspect ratio blocks into multiple sub-

blocks with aspect ratios closer to unity. These papers mainly approach thesize granularity from the

standpoint of thermalmodelingaccuracy and not from a thermalmanagementperspective. They do
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not study the microarchitectural implications of thermal filtering. Furthermore,they do not include

the effect of the package in detail, which, this chapter shows to be an important factor.

Another recent paper from our group that deals with the spatial filtering aspect is [51]. It

discusses the thermal efficiency of manycore processors in the contextof spatial thermal filtering.

While it has a microarchitectural angle with the consideration of manycore design, its focus is

narrow as it only approaches a single design aspect related to thermal filtering — core size and

TDP benefit. In comparison, this chapter expands on it and considers broader implications of spatial

filtering on microarchitectural thermal management including aspects such asgranularity of thermal

control and sensor accuracy. Moreover, even for manycore processors, the results presented in the

current chapter are more detailed, taking into account the effect of the package, chip thickness, area

of the L2 cacheetc. Also, like our group’s earlier paper [53], the more recent work [51] reasons

about spatial filtering using an equivalent RC approach. This chapter,on the other hand, studies the

thermal conduction equation directly. Furthermore, none of the above previous papers except [50]

consider the effect of aspect ratio, which is nothing but an alternative manifestation of the spatial

filtering.

Since this chapter treats the accuracy of thermal sensors in the light of spatial filtering, research

on sensor accuracy and fusion is relevant here. Leeet. al. [66] present an analytical model for

determining the sensor accuracy as a function of the distance from the hotspot. However, they do

not offer any techniques for improving sensor accuracy. Memiket. al.’s work on sensor alloca-

tion [71] discusses uniform and non-uniform placement of sensors. For uniform sensor allocation,

it describes a simple interpolation scheme to reduce sensor errors. The interpolation schemes pro-

posed in this chapter are more accurate than the simple scheme from [71] butwithout significantly

higher overhead. Sharifiet. al.[94] employ Kalman filter for eliminating sensor errors. While their

scheme is very accurate, it requires the knowledge of per-unit power consumption numbers, which

might not be available easily. The usefulness of our work is in offering anoptionbetweena simple

scheme such as [71] and a computationally intensive scheme such as Kalman filtering [94].

Dadvar and Skadron [28] raise concerns about the possible securityrisks involved in software-

controlled thermal management. Since our work examines the question of pathological code heating
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up individual cache lines, [28] is relevant here. Our finding is partly in agreement with [28] in that

there is a possibility of cache lines heating up to high temperatures due to code activity. However,

their high aspect ratio prevents the temperatures from reaching catastrophic limits. Ku et. al.’s

research [65] on reducing the power density of caches by keeping thelive lines as far apart from

each other as possible is relevant to this work as well. In effect, they exploit the spatial filtering

by increasing the spatial frequency. Our work offers a framework to reason about such thermal

management schemes.

6.3 An Analytical Approach

As explained in Section 6.1, at the core of the thermal filtering is the relationshipbetween heat con-

duction in the lateral direction along the die and the vertical direction through the die, heat spreader

and heat sink. In order to understand this relationship better, an analytical look into a simplified

version of the problem is beneficial. While the heat conduction, geometry and boundary conditions

of an actual chip and package are quite complex, we make several simplifying assumptions in this

section for the sake of mathematical ease. However, we do examine the effect of these assumptions

later by comparing the trend predicted by the analytical model to experimental data obtained by

simulating a realistic chip and package configuration in a Finite Element Model (FEM).

6.3.1 A Simplified Heat Conduction Problem

The assumptions made in this section are the following:

Simplification of the geometry Since the two lateral dimensions of heat conduction are not con-

ceptually different from each other, we first collapse them into one and consider a two-dimensional

heat conduction problem with one vertical and one lateral dimension. In fact, we actually examined

a preliminary solution of the full three-dimensional case and observed thatits analytical form is

not qualitatively different from that of the two-dimensional case. Hence, in the interest of time and

clarity, we present the two-dimensional solution here. Moreover, we onlyconsider a single vertical

layer of conduction (silicon) and ignore the other package and interfacelayers. Although this is the
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most serious assumption, making it affords a much simpler treatment of the problem. Also, it is

not far from reality for handheld processors where the form factor and cost preclude any cooling

solution.

Simplification of the boundary conditions First, we assume an isothermal boundary at the top

(the side exposed to the ambient temperature). In reality, this is convective due to the presence

of a fan. Second, we assume that the bottom of the chip (the power dissipating end) is insulated

and hence no heat flows through the I/O pads and the Printed Circuit Board (PCB). Third, for

mathematical convenience, we assume the boundaries of the lateral dimensionto extend indefinitely

since doing so leads to simple closed-form solutions comprising of exponentials. Furthermore, we

perform only a steady-state analysis here, since for peak power density, steady-state temperature

provides an upper bound on the attainable temperature and hence is sufficient for our purpose.

Figure 6.2 represents the above-mentioned simplifications pictorially. Figure 6.2(a) can be

thought of as representing a sheet of silicon with a thicknessl (along the y-axis) that extends indef-

initely along the positive and negative x-axes. Its depth (along the z-axis)is considered negligible,

effectively reducing the problem to two dimensions. A power-dissipating block of size 2a with a

power density ofq resides at the bottom surface of silicon. The top surface of silicon is isothermal

with a temperature of 0 (when the ambient temperature is non-zero, it only shifts the solution by

that constant value). Our task is to find the temperature distribution on this infinite sheet of silicon

as a function ofa and l . Note that the valuea being half of the size of the dissipator 2a, is called

the “half-size”. This problem is a classic heat transfer problem that canbe solved by using standard

Partial Differential Equation (PDE) solving techniques [17,75,63].

Assuming that the origin is at the center of the power dissipator, it can be seen that the setup

shown in Figure 6.2(a) is symmetric about the y-axis. Therefore, the left and right halves are

indistinguishable with respect to temperature. Hence, the net heat flux (power density) from one

side of the y-axis to the other must be zero. If not, that very difference constitutes an asymmetry

through which the two halves can be distinguished. Thus, the y-axis behaves like it is insulated.

This is shown in Figure 6.2(b), which is essentially the right half of 6.2(a) withslanted lines clearly
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marking the insulated behaviour of the y-axis.
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Figure 6.2: Simplified heat conduction problem to mimic a silicon die of thicknessl . A power
density ofq is applied at the bottom in a region of size 2a. Insulated boundaries are marked by
slanted lines. Serrated lines indicate that the boundaries extend to infinity in that direction. (a)
shows the original infinite version of the problem and (b) shows the equivalent semi-infinite version
that (a) reduces to because of symmetry. (b) is essentially the right half of(a) [88]
.

6.3.2 Analytical Solution

For a moment, let us consider this heat conduction problem qualitatively. In steady state, the tem-

perature distribution of this infinite block does not change over time. Thus, for any infinitesimal

volume in it, there is no change in its internal energy. In other words, the rateat which heat energy

enters it (input power) from its neighbours through conduction is the sameas that of the heat energy

leaving it (output power). Another way of saying this is that thegradient(derivative in space) of

the power (and hence the power density, since area is constant) is zero.The relationship between

this power entering and leaving the volume and its temperature is governed by Fourier’s law of

heat conduction [17] which is nothing but the “Ohm’s law” for thermal conduction. It says that

the power density is directly proportional to the gradient of the temperature and that the constant

of proportionality is the thermal conductivity of the material (in our case, silicon). This is intuitive

because the higher the gradient, the higher is the difference between the temperatures of this volume

and its neighbours and hence, the higher is the rate of heat transfer. So,the fact that in steady state,

the gradient of the power density is zero can be re-stated using Fourier’s law that thegradient of

the gradient of temperatureis zero. This statement with asecond-orderderivative in it is called the

steady-state heat equation, which we will be solving for the two-dimensionalcase.
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If we denote the steady-state temperature functions of the two portions of Figure 6.2(b) by

T1(x,y) andT2(x,y) and the gradient operator by∇ (for two dimensions, this is nothing but∂
∂x + ∂

∂y),

the steady-state heat equations we would like to solve are:

∇2T1 = 0 , ∇2T2 = 0 (6.1)

(0≤ x≤ a,0≤ y≤ l) (a≤ x≤ ∞,0≤ y≤ l)

Now let us list the boundary conditions for our problem. From the discussion above, ifk is the

thermal conductivity of silicon, Fourier’s law is nothing but the fact thatpower density= −k∇T.

Hence, for an insulated boundary, since the power density across the boundary is zero, the condition

can be written as∇T = 0. Thus, the boundary conditions for our problem are:

T1(x, l) = 0 T2(x, l) = 0 (6.2a)

T2(∞,y) = 0 (isothermal boundaries) (6.2b)

∂T1

∂x
|x=0 = 0

∂T2

∂y
|y=0 = 0 (symmetry, insulation) (6.2c)

∂T1

∂y
|y=0 = −q

k
(Fourier’s law, power dissipator) (6.2d)

T1(a,y) = T2(a,y) (6.2e)

∂T1

∂x
|x=a =

∂T2

∂x
|x=a (continuity at x= a) (6.2f)

The analytical solution of this boundary value problem can be obtained using classic PDE-

solving techniques [17, 75, 63]. We provide only the closed-form solutions of the functionsT1 and

T2 here and refer interested readers to appendix A for a detailed derivation.

T1(x,y) =
ql
k

[

1− y
l
−2

∞

∑
n=0

e−(γn
a
l )

γ2
n

cosh(γn
x
l
)cos(γn

y
l
)

]

(6.3)
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T2(x,y) =
ql
k

[

2
∞

∑
n=0

sinh(γn
a
l )

γ2
n

e−(γn
x
l ) cos(γn

y
l
)

]

(6.4)

where, γn = (2n+1)
π
2

(n = 0,1,2, . . .)

It is useful to make a couple of observations about these solutions. It can be seen that all the

variables of interest (x, y and the half-sizea) appear in the equation as ratios with respect tol . This

pattern indicates that the lateral dimensions matter only relative to the vertical thickness and not in

the absolute. For our purposes, it is sufficient to restrict ourselves to the peak temperature on the

infinite sheet. Actually, for a givena, the peak temperatureTpeak occurs at(0,0) i.e., at the center

of the power dissipator. Hence,Tpeak= T1(0,0). Also, the absolute maximum peak temperature

(for all a) occurs whena = ∞ i.e., when the power dissipating block is very large. Let us call

this temperatureT∞
peak. Then,T∞

peak= ql
k , whereq is the power density andlk divided by the area

of the power dissipator gives the verticalthermal resistance. Now, defining the normalized peak

temperatureTnorm
peak asTpeak/T∞

peakand the normalized half-sizeanorm as a
l , we get

Tnorm
peak =

Tpeak

T∞
peak

=
T1(0,0)

ql
k

= 1− 8
π2 ∑

n=1,3,5,...

e−nπ
2 anorm

n2 (6.5)

It is this Tnorm
peak , whose value ranges between 0 and 1, that has been plotted against1

anorm
in

Figure 6.1(b). One can clearly see the low-pass filter behaviour with a cut-off frequency around

anorm = 1. This means that when the half-size of the power dissipator is smaller than thevertical

thickness, the peak temperature falls rapidly in relation to the half-size.

6.3.3 Spatial Filtering in Practice

Equation (6.5) and Figure 6.1(b) show the exponential relationship between the size of a power dis-

sipator and its peak temperature. Similarly, (6.3) shows the linear relationship between the power
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densityq and peak temperature. This behaviour suggests an interesting trade-offfor microarchi-

tectural thermal management. A thermal management scheme can reduce the temperature of a hot

block by reducing its computational activity, thereby reducing its power density. Alternatively, it

can manipulate the size of the power dissipating block (e.g., by partitioning the block and separat-

ing the partitions by a safe distance) and hence exploit this spatial filtering effect to reduce peak

temperature. When the size of the power dissipating block is close to the cut-off frequency, this

latter choice can have a significant benefit over the former because of itsexponential relationship as

opposed to the linear relationship in the former. At the same time, when the block isso large that

even the partitions are much larger than the cut-off frequency, reducingthe power density might be

a better choice since the benefit from size reduction becomes negligible. Toexamine such microar-

chitectural implications, it is necessary to reconcile the theoretical model discussed in the previous

section with what happens in practice. So, in this section, we relax the assumptions of the analytical

model and examine the effects through experiments under a commercially available FEM solver,

ANSYS 11.0 [4].

6.3.3.1 Impact of Size

We remove the assumptions of the last section in three steps. First, we consider the full three-

dimensional problem with a convective boundary near the ambient temperature. Next, we include

the effect of multiple package layers and finally, we investigate the impact of geometric extent. For

the first step, we consider a 10 mm x 10 mm silicon die that is 1 mm thick. The top of the die is

cooled by convection to an ambient at 0◦C with a heat transfer co-efficient equivalent to a 0.1K
W

thermal resistance (i.e., for a 100mm2 area, it is 0.1 W
mm2K ) . At the center of the base of the die

is a square power dissipator with a power density of 1W
mm2 . The size of this power dissipator is

varied from 0.2 mm to the full 10 mm. The maximum peak temperature for this experiment occurs

when the power dissipator occupies the entire silicon die and its value is 20 degrees more than

the ambient. We call this experimentcenter-Sito denote the single layer ofsilicon with a power

dissipator at itscenter.

Next, we repeat the same experiment with the die attached to three other layers— a layer of
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Thermal Interface Material (TIM) followed by a layer of copper (representing the heat spreader),

followed by a second layer of copper (denoting the heat sink). To isolatethe effect of multiple

layers from that of finite extent, we restrict the lateral dimensions of all the four layers to 10 mm

x 10 mm. The vertical thickness of each layer is set in such a manner that theproportion of the

thicknesses is similar to what is seen in a typical package and that the totalequivalent thicknessin

silicon terms (i.e., sum of the thicknesses of the individual layers weighted by the ratios of their

thermal conductivities to that of silicon) is still 1 mm. So, the maximum peak temperature is still

20◦C. The actual thicknesses of the silicon, TIM, spreader and heat sink layers are 0.0571 mm,

0.0076 mm, 0.3810 mm and 2.6286 mm respectively. The respective thermal conductivities are

100, 4, 400 and 400WmK. The heat transfer co-efficient at the top surface remains the same as before

and the size of the power dissipator is varied as before. We call this experiment center-4layers-

equalto denote the equal lateral size of the four layers and the location of the power dissipator at

the center of the base.

Finally, to examine the effect of the finite extent, we add a few more configurations. To model

a normal package in which the heat spreader and heat sink are larger than the die, we extend the

center-4layers-equalconfiguration to make the lateral sizes of the heat spreader and the heat sink

layers to be 20 mm x 20 mm and 40 mm x 40 mm respectively. We call thiscenter-4layers-spread

since it models the effect of lateral spreading beyond the die area into the spreader and the sink.

The heat transfer co-efficient remains the same as before. It is to be noted that the maximum peak

temperature in this case will be lower than the 20◦C seen in the previous cases because of the lateral

spreading beyond the die area. Finally, to study the effect of the location of the power dissipator

(and hence the effect of finite boundaries), we extend all of the aboveconfigurations by changing the

location of the power dissipator from the center of the base to a corner. This restricts the directions

in which heat spreads laterally in silicon to two from the four possibilities (north,south, east and

west) at the center. We name these configurations in the formcorner-xxxxwherexxxxderives from

the names of the previous configurations. For instance,corner-Siis basically the same ascenter-

Si except for the location of the power dissipator and so on. Acenter-xxxxexperiment and the

correspondingcorner-xxxxexperiment can be thought of as forming the lower and upper bounds on
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the attainable peak temperature in that particular configuration for a given power density.
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Figure 6.3: Comparison of the analytical model and FEM simulation. (a) showsthe impact of
power dissipator size and (b) shows the effect of aspect ratio. Note that thecenter-4layers-spread
andcorner-4layers-spreadcurves are coincident on top of each other. [88]

All the above experiments are run under ANSYS 11.0 with a lateral grid size of 100 x 100 on

silicon (exceptcorner-4layers-spread, which uses a 50 x 50 grid due to a software license restriction

on the number of nodes). The lateral dimensions of the grid cells are the samein the other layers

as well. Vertically, the silicon die is divided into three layers, spreader and sink are divided into

four layers each and the TIM is modeled as a single layer. Figure 6.3(a) shows the results of

these experiments. It plots the peak temperature of a configuration as a function of the size of its

power dissipator. Both the axes are normalized. The temperature axis reports the ratio of the peak

temperature of a configuration to the maximum peak temperature ofcenter-Si. The size axis reports

the ratio of the half-size of the power dissipator to the vertical thickness of the configuration (1 mm

in silicon equivalent). For comparison, it also plots the peak temperature computed by the analytical

equation (6.5) (2d-analyticalin the graph).

The main conclusion one can draw from the graph is that the behaviour suggested by the analyt-

ical equation is not universal. There is a significant difference between the exponential relationship

suggested by the analytical equation and the “straight line” plots of the4layers-spreadconfigura-

tions that model a desktop-type package. The configurations with only a single layer of silicon
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(corner-Siandcenter-Si) on the other hand, are closer to the analytical equation showing that going

from two to three dimensions or from an isothermal boundary to a convective boundary are not

factors causing significant difference. Furthermore, it can be seen that the plot shows clear “bands”

bounded from below by acenter-xxxconfiguration and from above by the correspondingcorner-

xxxconfiguration. This pattern means that the location of the power dissipator matters to the degree

indicated by the width of the “band”. Hence, the finite boundaries of the geometry affect different

configurations differently. The location matters a lot for a mobile-type configuration without any

spreader or sink (*-Si) while it does not matter at all for a typical desktop-type package (*-4layers-

spread). This behaviour is because of the extra heat spreading offered by copper (as opposed to

silicon) and the extra area available for spreading beyond the die. Since the entire die is roughly at

the center of the heat spreader and the heat sink, the position of the power dissipator within the die

becomes immaterial.

Thus, the lateral heat spreading in the heat spreader and the heat sinkare the most significant

factors determining the extent of spatial thermal filtering. The steep exponential nature of the

spatial filtering indicated by the analytical equation is only valid for chips without a cooling solution

(e.g. processors in hand-held devices). For a typical package found in desktop processors, the

exponential is so shallow that it behaves like a straight line. Since previouswork [35,53] examined

the spatial filtering from the standpoint of thermalmodelingaccuracy and necessary resolution, it

was sufficient for them to consider the “worst-case” thermal gradients that occur in the absence

of a heat spreader or a heat sink. However, for a thermalmanagementangle, the distinction is

indispensable.

6.3.3.2 Impact of Aspect Ratio

In the analytical simplification of the spatial filtering, a factor that was not considered due to the

lack of three dimensions was the effect of the lateral aspect ratio of the power dissipator on its peak

temperature. This relationship is important for understanding the thermal behaviour of high aspect

ratio microarchitectural sub-blocks such as cache lines. Hence, Figure6.3(b) plots this relationship

for the threecenter-* configurations. The area of the power dissipator is fixed at 4mm2 and its
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aspect ratio is varied from 1:25 to 1:1. At an aspect ratio of 1:1 (2 mm x 2 mm block ⇒ half-size

= 1 mm), this is nothing but the set of points corresponding to the normalized half-size of 1 in

Figure 6.3(a). It can be seen from the plot that aspect ratio also has anexponential relationship with

peak temperature. Also, similar to the dissipator size, the extent of spatial filtering is dependent

on the additional layers of copper in the package. The extra heat spreading in copper essentially

smoothes out the response of the thermal filter. Hence, the curves are shallow for the 4layers

configurations and steep forCenter-Si.

6.4 Microarchitectural Examples

So far, we have examined the thermal spatial filtering phenomenon in isolation.In this section,

we will study its microarchitectural implications through three microarchitecturalexamples. The

first is a study of the thermal efficiency of manycore processors in the light of the granularity of

thermal management. The second is an investigation of whether high aspect ratio sub-blocks like

cache lines can become hot spots due to pathological code behaviour. The third is an exploration

of thermal sensor accuracy as a function of the distance between sensors and an examination of the

effectiveness of sensor interpolation schemes.

6.4.1 Many-Core Processors

6.4.1.1 Thermal Benefit of Spatial Filtering

As it was mentioned in Section 6.1, thermal management, when considered distinctly from power

management, is mainly the efficient distribution of heat within the available die area. One way to

accomplish this is through a cooling system that spreads heat well. For instance, heat spreaders

made out of artificial diamonds are available commercially [105], since diamondhas the highest

thermal conductivity among known materials. Heat pipes are also an example of such efficient

spreading. On the other hand, considering the thermal spatial filtering discussed before, manycores

provide an interesting alternative. In comparison with large monolithic cores,they provide an

opportunity to distribute theheat generationbetter. Since the power density on the lower-level
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caches is much lower compared to that on the cores, a possibility is to floorplanthe die in the form

of a checkerboard with cores forming the dark squares and lower-level cache banks forming the

light squares (see Figure 6.4(a) for an example). This arrangement exploits the spatial filtering by

maximizing the spatial frequency of the power density distribution. Hence, in this section, we study

the effect of such checkerboarding of manycores in the light of spatialfiltering.

Assuming that the silicon die is arranged in the form of a checkerboard as shown in Fig-

ure 6.4(a), we vary the number of cores by varying the size of the checkerboard (from 2 x 2 to

20 x 20) and study its effect on peak temperature. The power densities in the cores and the cache

blocks are assumed to be constant nowadays through the scaling of the number of cores. This

assumption is made to isolate the thermal effect of spatial filtering from other circuit and microar-

chitectural factors affecting temperature. The constant power density assumption is also reasonable

under constant electric field scaling principles [29], since the microarchitecture of a core is assumed

to remain constant while its size is scaled as permitted by technology. Hence, withthe number of

cores increasing, the totalpowerdissipated remains constant across the configurations. Since the

thickness of the die does not scale with the feature size for reasons of mechanical strength, it is

assumed to be constant as well. Later, we examine the effect of this assumption by performing a

sensitivity study on varying the die thickness.

We know from the discussion in the last section that the package is a significant determinant

in the spatial filtering. Hence, we consider two different package configurations: one without any

cooling system to mimic hand-held mobile processors and another with a typical package found in

desktop processors with a heat spreader and a heat sink. We call the formermobile-regular-50with

regular-50denoting a regular checkerboard as shown in Figure 6.4(a), with the cores occupying

50% of the total die area. In a similar vein, the latter is calleddesktop-regular-50.

The experimental setup is as follows: the silicon die is 16 mm x 16 mm x 0.15 mm in size

for both cases. Fordesktop-regular-50, the additional layers include a TIM of thickness 20µmand

the same lateral dimensions as the die, a copper heat spreader of size 3 cmx 3 cm x 1 mm and

a copper heat sink of size 6 cm x 6 cm x 6.9 mm. The heat sink is cooled by convection with

a co-efficient of heat transfer equivalent to a 0.1K
W thermal resistance. For an apples-to-apples
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(a) regular-50 (b) regular-25

(c) alt-25 (d) rotated-25

Figure 6.4: Illustration of the several checkerboard configurations studied. Darkly shaded areas
denote the cores and the unshaded areas denote the lower-level cachebanks. The numeric suffix
attached to the name of each configuration indicates the percentage of the diearea occupied by the
cores. Each figure above shows a manycore die with 32 cores. [88]

comparison, we set the heat transfer co-efficient at the convective boundary ofmobile-regular-50

(top of the die) to be such that the peak temperature on the die matches that ofdesktop-regular-50

when the power density on the entire die is uniform. The thermal conductivitiesof the materials are

as in Section 6.3.3. The uniform power density on the cores is set to be 1W
mm2 , while that on the L2

cache banks is set to be 0.1Wmm2 . In both the desktop and mobile configurations, we also explore the

case of infinite cores as a limit study. When the number of cores is infinity, the power density on
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the entire die becomes uniform with a value equal to the average of the powerdensity on the cores

and that on the cache banks, weighted by their respective area occupancies (50% in this case).
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Figure 6.5: Results of the checkerboard experiments. Note the overlap ofthe curvesrotated-25
and regular-25(rotated-75/regular-75) in (c) and (d).alt-25 and regular-25are also coincident in
(c). [88]

A steady-state thermal analysis of this setup is performed using ANSYS 11.0 FEM solver. For

mobile-regular-50, we use a lateral grid size of 96 x 96 on the die and fordesktop-regular-50, a grid

size of 48 x 48 is employed (due to software license restriction on the number of nodes). The lateral

dimensions of the grid cells in the other layers are the same as in silicon. The vertical modeling
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resolution is identical to that in Section 6.3.3. The difference between the peak temperature on

the die and the ambient temperature for this study is plotted in Figure 6.5(a). Boththe axes are

logarithmic (except for the infinity point on the x-axis). Since the number of cores is inversely

related to the size of a core, it is similar in sense to spatial frequency. Hence, with the number

of cores on the x-axis, the graph is analogous to a Bode plot. The low-pass filter behaviour is

clearly evident from the graph ofmobile-regular-50with a cut-off of around tens of cores. On

the other hand, the response is quite shallow fordesktop-regular-50. Actually, in comparison to

mobile-regular-50, the response has actually “shifted left” indesktop-regular-50. The total vertical

thickness ofdesktop-regular-50(in silicon equivalents) is much greater than that ofmobile-regular-

50because of the additional layers. Hence, for a given core size in silicon, thenormalizedsize (the

ratio of the size to the vertical thickness) is much smaller for the desktop configuration than for

the mobile configuration. In comparison to two cores, at infinite cores, thereis a 14% reduction in

peak temperature fordesktop-regular-50, which translates into an allowable Thermal Design Power

(TDP) increase of an equal amount. At 200 cores, this benefit drops to10%. These results are

similar to the numbers reported in [51]. Although significant, this is not as goodas the benefit for

mobile-regular-50, which is 45% going from two cores to infinite cores and 33.5% at 200 cores.

This is because of the heat spreading in copper which smoothes out the response of the low-pass

filter.

From the discussion in the previous section, we know that vertical thickness is an important fac-

tor to be considered in a study of spatial filtering. Hence, we explore the effect of the die thickness

in both desktop and mobile configurations. Figure 6.5(b) displays the resultsof such an investiga-

tion. It shows the peak temperature for a checkerboard similar to Figure 6.4(a) for die thicknesses of

50µm, 150µmand 300µm. The experimental setup is similar to the one in Figure 6.5(a) except that

the power density on the L2 caches is assumed to be zero. It is evident thatdie thickness has a great

impact on the mobile configuration and a very small effect on the desktop case. This behaviour is

expected because the die forms the entire heat conduction stack for the mobile case while it is only

a small fraction of the total vertical thickness in the desktop case. Also, the trends in spatial filter-

ing (steep response for mobile and shallow response for desktop) remainthe same across different
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die thicknesses. An interesting behaviour in the mobile configuration is that a thinner die does not

necessarily mean lower peak temperature. In fact, it turns out to be the opposite for most core

sizes because, the thicker the die, the greater is the lateral heat spreading. In the absence of a heat

spreader, for a checkerboard arrangement, the reduction in temperature due to additional spreading

in silicon (because of a thicker die) is greater than the increase in temperature due to higher verti-

cal thermal resistance. The exceptions to this rule are the endpoints (two cores and infinite cores),

although for different reasons. In the two-core case, the effect oflateral spreading is significantly

diminished because all the cores occupy the corners of the die where spreading is possible in only

two directions as opposed to four. In case of infinite cores, lateral spreading is madeirrelevantbe-

cause of the uniform power density on the entire die. When neighbours have the same temperature,

there is no heat flow between them even if the opportunity is offered by the greater die thickness.

An assumption in the previous checkerboard experiments was that the cores occupy 50% of the

total die area. In reality, core-to-cache ratio varies across differentmicroarchitectures. Hence, we

study the effect of die occupancy by cores here. When the die occupancy is different from 50%,

alternative checkerboard configurations are possible. Figure 6.4 illustrates a few such configura-

tions for an occupancy of 25%.regular-25 is a derivative ofregular-50. alt-25 is very similar to

regular-25except that the cores do not occupy the corners of the chip and the cache banks of a

particular processor are placed on both sides of the core. This alternative floorplan is examined in

relation toregular-25for studying the effect of chip boundaries. For a die occupancy of 25%, since

the cores shown in Figure 6.4 have an aspect ratio other than one (1:2 in thiscase), we also study the

effect of rotating the cores by 90◦ so as to nullify the effect of orientation. This arrangement shown

in Figure 6.4(d) is calledrotated-25. We also explore a die occupancy of 75% through arrange-

ments similar to the 25% case. By the same convention,regular-75is nothing but the complement

of regular-25where cores become cache banks andvice versa. rotated-75is the complement of

rotated-25. We do not examine analt-75 configuration since that would mean sub-dividing a core

into two portions and placing them on either side of a cache bank, which wouldbe difficult in prac-

tice. The peak temperature for these arrangements in the desktop and the mobile configurations are

presented in figures 6.5(c) and 6.5(d) respectively.
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It can be observed that the die occupancy plays the most important role in determining the peak

temperature. When the die occupancy is lower, the spatial “duty cycle” is small i.e., two small

high power density areas (cores) are separated by a large low power density area (cache banks).

On the other hand, the duty cycle is higher for higher die occupancy. Moreover, in comparison

with a low occupancy case, the total power dissipated in the corresponding high occupancy die is

greater. This is the reason for at least three distinct lines (one for eachoccupancy level) in each

of the graphs 6.5(c) and 6.5(d). Another interesting phenomenon is the impact of the different

floorplan configurations. Clearly, core orientations do not matter at all for the desktop or the mo-

bile configurations as can be seen from the overlapping lines and points ofregular/rotated-25and

regular/rotated-75. Similarly, the fact thatalt-25 is practically on top ofregular-25 for desktop

indicates that placing cores in the corner of the chip does not matter in the presence of the heat

spreader and the heat sink. This is consistent with our findings in Section 6.3.3 about the location

of a power dissipator on the die (center-4layers-spread vs. corner-4layers-spread). This is again

because of the lateral spreading in the copper layers. While core orientation did not matter for

the mobile configuration, there is a clear difference in moving the cores awayfrom the corners of

the die. This behaviour is the reason the curve foralt-25 is significantly lower thanregular-25 in

Figure 6.5(d). The extra space available for lateral spreading cools down the cores in the corners

significantly.

In addition to the above-mentioned parameters, we also vary the magnitude of the cache bank

power density and the convection heat transfer coefficient. The effect of these parameters on peak

temperature tracks the trends observed above with a steep response in themobile configuration and

a shallow pattern in the desktop configuration. In summary, there is a significant thermal benefit in

the choice of many small cores as opposed to a few large cores due to spatial filtering.

6.4.1.2 Localvs. Global Thermal Management

In the context of manycore processors, it is important to study the relationship between core size

and the granularity of thermal management. For a given number of cores, itis useful to know the

appropriate granularity at which DTM is most effective. Coarser granularity would incur excessive
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performance cost to contain the temperature below the thermal emergency threshold, while finer

granularity would incur superfluous hardware cost. Hence, in this section, we investigate the ef-

fectiveness of DTM at various levels of granularity: locally at the level of a functional block (e.g.,

register file, cache, branch predictoretc.), an architectural sub-domain within a core (e.g., the in-

teger pipeline, the floating-point pipeline, the memory pipelineetc.) or globally at the level of an

entire core. This investigation is accomplished through a microarchitectural simulation study of a

manycore architecture with each core resembling that of an Alpha 21364 asin [103].

(a) Center (b) Checker

Figure 6.6: Illustration of the two different manycore scenarios simulated. The unshaded areas
indicate second-level cache. The shaded areas denote cores resembling Alpha 21364. [88]

We simulate two different scenarios marking the two extremes of core arrangement with respect

to spatial filtering. In the first, all the cores are arranged close to each other at the center of the die

with the second-level cache surrounding them. The floorplan of such a setup with 16 cores is shown

in Figure 6.6(a). The shaded areas denote the cores while the unshadedareas denote the L2 cache

(the cores are shaded in alternating light and dark shades for better visibility). In the second, the

cores and the L2 cache blocks are arranged in a checkerboard-like fashion similar to the previous

section. The floorplan of such a setup is shown in Figure 6.6(b). The former scenario is called

centerand the latter aschecker. In both cases, the L2 cache is assumed to occupy 75% of the total

die area.

As in the previous section, we vary the number of cores, keeping the power density in each

core (and hence the total power on the entire die) constant. In order to examine the effectiveness
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of DTM, out of all then cores, we select a single core that is closest to the center of the die and

manage its temperature by turning off computational activity in regions of varying sizes. Since we

are interested in the best-case DTM potential of a region, we only study the steady-state temperature

due to its shutdown. If turning a region off does not help in the steady state,it is certainly not going

to help in the transient.

The regions are turned off at three levels of granularity. First is at the functional unit level where

each of the 15 architectural units are turned off separately, independent of each other. The unit that

provides the greatest temperature reduction is chosen as the candidate for comparison against other

levels of granularity. The second level of granularity is that of a sub-domain within a core. The core

is subdivided into the following four non-overlapping sub-domains:

• Fetch engine: I-cache, I-TLB, branch predictor and decode logic.

• Integer engine: Issue queue, register file and execution units.

• FP engine: Issue queue, register file and execution units.

• Load-store engine: Load-store ordering queue, D-cache and D-TLB.

Similar to the functional unit level, each sub-domain is also turned off independent of each other and

the best-case peak temperature reduction is chosen. The third and the coarsest level of granularity

we consider is that of an entire core. We do not consider coarser levelsof granularity (such as

groups of cores) here. At the coarsest level, we only turn off a singlecore closest to the center of

the die.

The experimental setup for this study involves the use of SPEC2000 benchmark suite [106]

simulated on a tool set involving modified versions of the SimpleScalar performance model [5],

Wattch power model [13] and HotSpot 4.1 thermal model [50]. The simulation run of each bench-

mark involves a subset of 500 Million instructions identified using the SimPoint [96] tool. The

average power density values generated from these runs are for a single core at 130 nm. For these

steady-state thermal simulations, we vary the number of cores by scaling the lateral dimensions of

each core linearly. All the cores are assumed to run the same benchmark and hence the power num-

bers are replicated across them. The thermal model parameters are set to the defaults of HotSpot
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4.1 except the die size which is set to 12.4 mm x 12.4 mm (to reflect the 75% L2 cache area) and

the convection resistance of the package which is set to 0.75K
W . We use the grid-based model of

HotSpot with a resolution of 256 x 256 grid cells on the die. Of the 26 SPEC2000 benchmarks,

only 11(7 int (bzip2, crafty, eon, gcc, gzip, perlbmk, vortex) and 4 fp (art, galgel, mesa, sixtrack))

have peak steady-state temperatures above the thermal emergency threshold of 85◦C. Since only

these benchmarks need DTM, the results presented here are averagesover these 11 benchmarks.
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Figure 6.7: Results of the localvs.global thermal management study. [88]

Figure 6.7 presents the results of this study. It plots the difference between the peak and the

ambient temperatures for the various levels of DTM granularity as a functionof the number of cores

averaged over the 11 benchmarks listed above. Figure 6.7(a) plots the results for thecenterscenario

with the cores at the center while Figure 6.7(b) plots the same for thecheckerscenario. TheAll-on

curves denote the case with no DTM. It can be seen that it is a decreasingcurve with about 16%

temperature reduction going from a single core to 100 cores for thecentercase and 16% going

from 4 cores to 100 cores for thecheckercase. This temperature reduction is solely due to spatial

filtering since the power density and total power remain constant across thenumber of cores. This

is consistent with the findings in the previous section. Also, the curve forcheckeris lower than that

for centerbecause there is a much wider spatial distribution of heat in the latter becausethe cores

are dispersed.
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TheUnit-off, Domain-offandCore-off curves denote the best-case (lowest) peak temperatures

for the three levels of DTM granularity. Since the power density is kept constant across the number

of cores, the total power dissipated in a single core decreases with increasing cores. Hence, the

thermal benefit in shutting down a single core also decreases. This reduced benefit is the reason

why theCore-off curves are mostly increasing. TheUnit-off andDomain-off curves on the other

hand, show both increasing and decreasing behaviours. This pattern isa function of two competing

factors: on the one hand, the peak temperature (even with all the units turned on) diminishes due

to spatial filtering and on the other, the power dissipated (and saved) per unit (or per sub-domain)

decreases due to technology scaling. In the curves for thecenterscenario, the latter predominates

the former up to 9 cores after which the former takes over.

The main conclusion one can draw from the graphs is that local thermal management (at the

functional unit level or at the sub-domain level) ceases to be effective after 9-16 cores. This be-

haviour can be seen from the minimal difference between theUnit-off and Domain-off curves

relative to theAll-on curve after sixteen cores. In fact, this behaviour happens even earlier for the

centerscenario at nine cores. Also, functional unit level management degenerates into sub-domain

level management even at four cores. It can also be seen that for 50+cores, even turning off an

entire core is not very different fromAll-on. This fact suggests that one might have to toggle groups

of cores at that core size. Another interesting finding is that even though the integer register file is

the hottest unit in most of our experiments, it is not the one that gives the mostthermal benefit when

shut down. This behaviour is a function of two factors: first, a higher amount of power is saved in

turning off the data cache; and second, other units like the data cache andthe integer ALU are hot

as well - only marginally cooler than the register file. For these reasons, theload-store engine is

the sub-domain that offers the best thermal benefit when shut down. Finally when the entire core

is shut down, the hottest units are actually the ones in the periphery of the core and especially the

ones adjoining the integer register file of the neighbouring core in the case of centerscenario.

We also performed sensitivity studies varying the ratio of the L2 cache areaand the package

characteristics by removing the heat sink and spreader. The results of these studies were not much

different from what has been presented above. Thus, to summarize, we can learn from this section
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that within-core thermal management ceases to be effective beyond tens of cores.

6.4.2 Sub-blocks with High Aspect Ratio

We saw in Section 6.3.3.2 that the aspect ratio of a block bears an exponential relationship with

its peak temperature. Several microarchitectural features like register fileentries and cache lines

are of very high aspect ratios. Their access can be controlled by software either directly (as with

registers) or indirectly (as with cache lines). Hence, in this context, it is interesting to examine the

question of whether pathological code behaviour (intentional or not) canheat up such sub-blocks to

undesirable levels by concentrating activity in them. In this section, we approach this question for

the data cache from a spatial granularity angle.

Under typical program behaviour, the data array is usually not the hot spot in a cache because,

over the time scales at which silicon heats up, the accesses to the data array are usually well-

distributed in space. Also, on every cache access, only the line that is addressed dissipates dynamic

energy. On the other hand, the periphery is usually the hot spot in the cache since the address/data

drivers, sense amps, pre-decodersetc.dissipate dynamic energy every time the cache is accessed.

However, under malicious program behaviour, a single cache line can potentially become the hot

spot if the program directs all cache accesses to it. In this section, we perform a microarchitectural

study to examine this possibility.

We model a processor similar to the Alpha 21364 as in [103] but scaled to 90 nm. We first

collect a representative set of per-unit power consumption values. Wedo so by simulating the

SPEC2000 benchmark suite over a modeling setup similar to that in Section 6.4.1.2.From these

simulations, we select the benchmarkbzip2as the candidate for further exploration and illustration,

since it has the highest average data cache temperature.

Next, we subdivide the data cache power consumption into those of the individual sub-blocks

within the data cache. This is accomplished using the Cacti 5.3 [110] tool that models the perfor-

mance, dynamic power, leakage power and area of caches. We use Cacti to model an Alpha-like

data cache (64 KB, 2-way, 64-byte lines) and separate the data array into the active lines that dissi-

pate dynamic power and the remainder of passive lines that dissipate leakage. We then aggregate the
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periphery of each sub-array into a single sub-block (including the row and column decoders, sense

amps, muxes, comparatorsetc.). The address-input/data-output drivers and the request/reply net-

works are aggregated into the “outside mat” sub-block. For ease of modeling, the tag and the data

portions of the sub-blocks are aggregated into one. Table 6.1 shows the area, power consumption

and power density of each of these sub-blocks for thebzip2benchmark. The area and power num-

bers are expressed as a percentage of the total cache area and power respectively while the power

density is represented as a ratio to the average cache power density. It isto be noted that among these

Region Area % Power % Power Density Ratio
Outside Mat 56.2 61.4 1.09
Passive Lines 25.7 7.0 0.27
Sub-array Periphery 18.1 22.6 1.24
Active Line 0.03 9.0 358.4

Table 6.1: Area, power and power density distribution within the data cache for thebzip2bench-
mark. [88]

sub-blocks, the location and the power consumption of only the active lines (and hence the passive

lines as well) can be easily controlled by program behaviour. The other sub-blocks are typically a

lot less amenable to program control. Moreover, their thermal behaviour isfairly similar across all

accesses, independent of the address/location of the line accessed. Table 6.1 shows that much of the

cache area is occupied by the address/data drivers and request/replynetworks. The SRAM array

occupies only about a quarter of the cache area with most of it being passive lines at any given time.

The power density in these passive lines (due to leakage) is only about a quarter of the average

cache power density. On the other hand, the power density at the sub-array periphery is about 24%

more than the average. On any given cache access, the power dissipated in the active line is about

9% of the total cache power. For the 64K cache with 64-byte lines, since there are 1024 lines, the

area of an active line is a mere 0.03% of the total cache area. Hence, the power density of an active

cache line is two orders of magnitude greater than the average. Such high power density however,

is not sustained for the time scale at which silicon heats up (tens of thousandsof cycles), since the

accesses to the cache lines are usually distributed in space. However, pathological code behaviour

can concentrate activity in a single line and sustain such a high power density, potentially rising
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its temperature to undesirable levels. However, the small area of the line and itshigh aspect ratio

(between two and three orders of magnitude greater compared to the cacheitself) increase lateral

heat transport. It is not immediately clear whether this spatial filtering counteracts the high power

density that could be sustained by repeated accesses to a single line. In order to study the effect

of cache layout on its thermal profile, we investigate two different cache arrangements. Figure 6.8

illustrates them. The first is a simplified arrangement with a single sub-array. The shaded portion

includes both the “outside mat” sub-block and the sub-array periphery. The second is a placement

optimized for performance with the sub-arrays sized in such a manner (using Cacti) that the delays

along the two dimensions are balanced. It subdivides the SRAM array into 16 sub-arrays, each

with 64 lines. The unshaded areas denote the SRAM sub-arrays. The lightly shaded areas denote

the periphery of each sub-array and the darkly shaded area denotesthe “outside mat” sub-block. It

should be noted that the aspect ratio of a single cache line inPlacement 1is higher than that of a

line in Placement 2. Since the power densities of the sub-blocks are the same in both the layouts,

in considering the two placements, we are actually investigating the impact of sub-block size and

aspect ratio on temperature.

(a) Placement 1 (b) Placement 2

Figure 6.8: Two different placements studied for the data cache. The unshaded areas denote the
SRAM sub-arrays while the shaded portions indicate the periphery and routing. [88]

In modeling the thermal distribution of these cache arrangements, a challengearises because of

the vastly differing sizes of the sub-blocks. While the other sub-blocks ofthe cache are comparable

in size, the active cache line is different in size and aspect ratio by aboutthree orders of magnitude.

Modeling the entire die at the resolution of the single cache line is prohibitive. In an FEM parlance,



Chapter 6. Granularity of Thermal Management 124

doing so would entail millions of FEM nodes. Hence, we perform thermal modeling at two distinct

resolutions. First, we model the case with all the sub-blocks except the active line, i.e., all other

cache lines are passive, dissipating only leakage power. This modeling is done using the grid-

based model of the HotSpot tool at a grid size of 256 x 256 for the entire die(The data cache

alone occupies a sub-grid of about 30 x 35). The package parametersare set to their default values

except the convection resistance of the package, which is set to 0.75K
W . Next, we model the active

cache line alone (with the rest of the die dissipating zero power). This simulation is done using the

ANSYS tool for a die and package configuration identical to the first step above. Due to the small

size of the cache line, the thermal distribution of the die in this case is independent of the location

of the line within the cache. Hence, we assume that the cache line is at the center of the die and

exploit the symmetry of such a setup about the two axes, thereby reducing the number of required

nodes by a factor of four. Furthermore, ANSYS employs a non-uniformmesh to model this setup

and hence is able to model it with tens of thousands of FEM nodes. Finally, for combining these

two steps, since thermal conduction is a linear phenomenon, we use the principle of superposition

and sum up the temperatures. It should be noted that since we are interested in the worst-case, we

only consider steady-state thermal behaviour here.

Figure 6.9 shows the results of these experiments. Figures 6.9(a) and 6.9(b) plot the spatial

temperature distribution of the data cache for the case where all the lines arepassive (the first step

described above). It can be seen that the hottest region of the cache lies outside the SRAM array

in both cases. This observation is consistent with the power density data since the passive cells

have the lowest power density within the cache. It is also clear from the performance-optimized

placement that the address/data drivers and the request/reply networksare the most significant con-

tributors to the cache temperature (however, such a conclusion cannot be drawn from the naive

placement as it joins the sub-array periphery and “outside mat” sub-blocks into one).

Figure 6.9(c) plots the results of including the active cache lines. It plots thepeak temperature

within the active lines for both the naive and performance-optimized cache placements. Malicious

code intent upon heating up the cache can do so either by concentrating activity on a single cache

line, or onn contiguous cache lines in a round-robin fashion to prevent spatial filtering due to
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Figure 6.9: Results of the data cache thermal experiments. (a) and (b) show the case when all lines
are passive. (c) plots the peak temperature of the active lines as a function of the number of lines
that are accessed contiguously. [88]

the small size and large aspect ratio of a single cache line. Increasing the size of the target region

reduces average power in each of the targeted line since it accesses every cache line only once every

n cycles. Thus the round-robin technique is actually a trade-off between power density and spatial

filtering. Figure 6.9(c) plots this trade-off for both the cache placements. For the naive placement,
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with 1024 lines in the sub-array, a round-robin technique can access upto 1024 contiguous lines.

For the performance-optimized placement, it is restricted to 64 lines since eachsub-array only

has that many lines. Accessing the lines of another sub-array reduces the advantage of contiguity.

The trade-off between power density and spatial filtering is evident in boththe Placement 1and

Placement 2curves. They both increase up to a point and then start falling off. The maximum point

is when the reduction in power density starts to outweigh the benefit from sizeand aspect ratio.

As mentioned above, the thermal behaviour of an active cache line has two mitigating factors

that counterbalance its high power density: its size and its aspect ratio. TheSquare-Aspectcurve

isolates the effect of the former. It shows the peak temperature of a singlecache line assuming that

it is a square. The area and the total power dissipated are assumed to be thesame as a normal cache

line. It can be seen from the graph that thePlacement *curves are far below theSquare-Aspect

curve. This behaviour means that aspect ratio is a significant determinantin the peak temperature of

a cache line. In fact, this is the reason why thePlacement 2curve is higher thanPlacement 1(since

the aspect ratio of a cache line inPlacement 1is higher than that ofPlacement 2). Furthermore, the

graph also plots the peak temperatures within the cache (Max-on-Cache) and across the entire die

(Max-on-Die) as references. It is to be noted that these reference temperatures are assuming zero

active lines.

It can be seen that forPlacement 1, the steady-state temperature rise due to worst-case code

behaviour is only 6.8 degrees above the peak temperature within the cache.This increase is not

sufficient to make the cache lines the hottest spots within the die (as can be seen fromMax-on-Die).

On the other hand, forPlacement 2, the maximum rise is 19 degrees, which is significant enough

to make it 9.9 degrees hotter than the hottest region of the die. As we saw above, this difference is

due to the aspect ratio of cache lines inPlacement 1 vs. Placement 2.

In conclusion, we have provided an example of a cache layout where theapplication behaviour

can cause the lines to become a hot spot and another where this is not possible. However, in

both cases, we have shown that aspect ratio plays a crucial role in reducing the peak temperature

from an extraordinary value at a square aspect ratio (141◦C in our examples) to a much more

manageable level (99.4◦C and 87.2◦C) in spite of a power density that is orders of magnitude higher
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than average.

6.4.3 Thermal Sensors

Thermal sensing is a necessary component of Dynamic Thermal Management (DTM), and sensor

accuracy determines the performance of DTM [103]. There can be three major sources of errors in

a sensor’s thermal measurement. The first is calibration error where the sensor is off by a constant

or a linear factor. This can usually be rectified by calibrating the sensor during “burn-in” or if

that is not possible, by compensating for it by modifying the temperature at which DTM engages.

The second is noise (e.g. modeled as following a particular probability distribution like Gaussian,

uniform etc.). This noise is usually a temporal effect and the measurements vary around the mean

of the distribution. Like calibration error, this noise can also be addressedeasily (by averaging

across many sample measurements because such error diminishes as the square-root of the number

of samples [103]). Since the thermal time constant of silicon is many times greaterthan the typical

thermal sensor bandwidth, multiple readings can be taken before the temperature rises significantly.

The third source of sensor error is the spatial thermal gradient. The thermal sensor might not be co-

located with a hot spot and hence, the temperature seen by it could be lowerthan the actual hot spot

temperature. This error is the most difficult to address as it depends not only upon the temperature

in the immediate vicinity of the sensor but also on its neighbours. It is also directlyrelated to the

spatial thermal filtering effect. The steeper the thermal gradient, the greater is this error. Similarly,

the farther from the hot spot the sensor is, the greater the error. As Lee et. al. [66] point out, there

is an exponential relationship between the distance from the hot spot and the sensor error. In other

words, similar to the spatial thermal filtering we studied, silicon acts like a low-pass filter for the

sensor error due to spatial thermal gradient (with the spatial frequency= 1/inter-sensor distance).

Figure 6.10 explains this aspect. Figure 6.10(a) shows the steady-state thermal profile of the

sixtrackbenchmark from the SPEC2000 benchmark suite for a 6.2 mm x 6.2 mm die with an Alpha

21264-like core in a “no L2” configuration with a regular grid of 16 thermalsensors marked by

the black dots. Figure 6.10(b) is a picture of what is seen by the thermal sensors. Every point on

the die is assigned the temperature of the sensor that is closest to it. This is the so-called “nearest
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Figure 6.10: Relationship between sensor error and inter-sensor distance. For an Alpha 21264-
like core, (a) shows a sample temperature profile and (b) shows what is seen by the sensors. The
black dots denote the positions of the sensors. (c) plots the average maximumsensor error of the
SPEC2000 benchmark suite for two different types of package. [88]

neighbour” algorithm [81]. Figure 6.10(c) plots the result of an experiment varying the number

of sensors and studying the worst-case transient errori.e., the maximum difference between the

actual temperature distribution of the die and the thermal profile as seen by thesensors using the
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nearest neighbour algorithm. The experimental setup is similar to that in section6.4.1.2 except that

HotSpot 4.1 has been modified to include modeling of a configuration without the package as is

the case in hand-held mobile processors. This configuration is denoted bythemobilecurve. The

desktopcurve includes a typical desktop package with TIM, heat sink and spreader. Furthermore,

these experiments are transient thermal simulations with a sampling interval of 0.33 ms. Also, for

higher simulation speed, the thermal model resolution is set to a grid size of 64 x64 as opposed

to 256 x 256. At the end of each interval, the maximum error between the actual thermal profile

and the interpolated profile across the entire die is computed. We call this error as thespatial

error. The maximum of these spatial error values is then computed over the whole simulation of

500 million instructions. The maximum error thus computed also includes thetemporalcomponent

of the error. The values plotted in the graph are averages of this maximum error for the entire

SPEC2000 benchmark suite.

Clearly, thedesktopandmobilepackages behave differently. The former has a shallow curve

while the latter has a steep one, similar to what we saw in Section 6.4.1.1. As before, this behaviour

is due to the better lateral spreading in copper for thedesktopconfiguration. Moreover, the sensor

error is much higher for themobilecurve indicating the need for a higher number of sensors to

compensate for the lack of lateral spreading. It can also be seen that thecurves show diminishing

returns around the mid-range of the curves (mid-tens of sensors) beyond which, increasing the

number of sensors does not provide commensurate increase in accuracy. In fact, 36 sensors appears

to be an optimal spot in the costvs. accuracy trade-off. Furthermore, the graph shows a non-

monotonic pattern. The error is higher for a grid of sixteen sensors than for a grid of nine sensors.

This behaviour is because of the location of the sensors relative to the functional blocks. In the

increasing portions of the curves shown in figure 6.10(c), although the grid resolution increases, the

sensors move farther from the nearest hot spot, resulting in an increase in the sensor error.

6.4.3.1 Sensor Interpolation

A natural means to improve the accuracy of temperature estimation using sensors is to employ

spatial interpolation in the regions between them. The problem then becomes theestimation of the
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temperature field on the die at certain desired points (e.g.centers of each functional block, borders

between two hot unitsetc.), given then sensor positions and their readings, wheren is the number

of sensors. Previous research has addressed this problem and solutions involve a heavyweight

control theoretic filter (Kalman filter) [94] on the one end of the spectrum and a simple sub-linear

interpolator [71] on the other. However, with the insight that spatial filteringbehaves differently

for different types of package, a spectrum of choicesbetweenbecomes interesting in the costvs.

accuracy trade-off. The objective of this section is to evaluate such a trade-off and characterize

a couple of interpolation schemes. Specifically, bilinear and bicubic spline interpolators [81] are

two low-cost interpolation schemes that are very popular in the image processing community. In

fact, the former is supported in hardware by many Graphic Processing Units (GPU) due to its low

computational cost.

For each desired point at which temperature needs to be estimated, the nearest neighbour in-

terpolation algorithm mentioned above is a constant-time algorithm. Similarly, the sub-linear in-

terpolator in [71] and the bilinear algorithm are all constant-time schemes. At the other end, the

steady-state Kalman filter is cubic in the number of sensors. An online versionof it employed

by [94] is quadratic in the number of sensors. The bicubic spline interpolation scheme occupies a

position in the middle since it is linear in the number of sensors. It is worth mentioning that while we

assume a regular grid of sensors for ease of modeling, the interpolation algorithms themselves are

not constrained to a regular grid of thermal sensors. The above-mentioned time complexities of the

interpolation schemes assume a regular grid of sensors. In case of non-uniform sensor arrangement,

the input to the algorithms would also include the locations of the sensors and anadditional step

would be required in locating the desired point (where temperature needs tobe estimated) relative

to the sensors surrounding it. This step would increase the above-mentioned interpolation complex-

ities by an additional logn term. Furthermore, it should be noted that while Kalman filter is almost

a zero-error scheme, its input includes per-unit power consumption estimates which might not be

normally available or easily computable. Hence, we do not consider it in our evaluation. Also, the

sub-linear interpolation scheme in [71] uses weights (= 0.5) such that it is between a zeroth order

nearest-neighbour interpolation scheme and a (bi)linear interpolator. Moreover, it employs interpo-
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lation only in the vicinity of the hottest sensor, which might be inaccurate if noneof the sensors are

at the hottest spot. One might have to consider the topk hottest sensors instead of justthehottest

sensor. Hence, we use the bilinear interpolation scheme as a proxy for theinterpolation algorithm

in [71].
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Figure 6.11: Results of the interpolation study. (a) and (b) illustrate the behaviour of the bilinear and
bicubic spline algorithms for the thermal profile and sensor readings as in figures 6.10(a) and (b)
respectively. (c) presents the experimental results of comparing the algorithms against the nearest-
neighbour interpolation scheme. [88]
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Figures 6.11(a) and 6.11(b) illustrate the operation of the bilinear and the bicubic interpolation

schemes for the steady-state thermal profile of thesixtrack benchmark shown in Figure 6.10(a)

and the sensor readings shown in Figure 6.10(b). It turns out that bilinear interpolation results

in discontinuous first derivatives at the sensor locations. Bicubic splineinterpolation solves this

problem by using a third degree polynomial for curve fit (in each of x andy dimensions) and

mandates that the derivatives match at the sensor positions. Hence, it is usually smoother than

bilinear interpolation. This behaviour can be observed from the pictures,especially near the sensor

inside theFPAddunit. It should also be noted that in order to be able to interpolate in the region

outside the peripheral sensors but within the chip boundaries, the temperatures of the peripheral

sensors are linearlyextrapolatedonto the chip boundaries. The interpolation algorithms are run

after this first extrapolation step. Figure 6.11(c) plots the result of the comparison between the

interpolation algorithms for a regular 6 x 6 grid of sensors. The experimental setup is similar to

that used for Figure 6.10(c). The graph plots the average maximum errorfor the entire SPEC2000

benchmark suite with the error bars marking one standard deviation above and below the mean.

The main conclusion is that interpolation reduces the sensor errors significantly (39% for the

mobilecase and 53% for thedesktopcase). However, while interpolation leads to acceptable sen-

sor error in thedesktopcase (three degrees on average), the error is still quite high for themobile

case. Hence, the absence of lateral smoothing by copper leads to the necessity for a higher number

of sensors even with interpolation. Another observation is that the difference between the perfor-

mance of bicubic spline interpolation and bilinear interpolation is marginal. In fact, bicubic spline

interpolation is even slightly worse than bilinear for thedesktopcase showing that, in this case,

a straight line is a better approximation for its thermal distribution than a cubic polynomial. The

minimal computational overhead of the bilinear scheme is an added advantage toits accuracy. We

also studied the effect of the interpolation schemes for denser sensor grids (up to 10 x 10). The

benefit due to interpolation improves with the number of sensors since there are many more points

to interpolate from. However, the overall trend remains the same with much of thebenefit due to

interpolation coming from bilinear interpolation itself.
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6.5 Conclusions and Future Work

This chapter presented an analysis of the role of heating granularity on microarchitectural thermal

management. It identified spatial thermal filtering as a crucial factor in the study of thermal gran-

ularity and derived an analytical equation to model the same. It then explored the agreement of

the analytical model with practice and found the behaviour to be dependenton the type of package

(i.e., whether a heat spreader and heat sink were present). Using this insight, it then provided three

microarchitectural examples where spatial thermal granularity is important:

• It presented a thermal evaluation of a manycore architecture and demonstrated the thermal

benefit in choosing many small cores as opposed to a few large cores when all other variables

remain constant. It also studied the effect of core size on localvs.global thermal management

and concluded that local thermal management ceases to be effective beyond low tens of cores.

• It examined the question of whether pathological code behaviour can cause the catastrophic

heating of high aspect ratio sub-blocks such as cache lines. While the answer depended on

the cache layout and dimensions, aspect ratio always plays a crucial role in mitigating high

power density.

• It explained the relationship between inter-sensor distance and sensor accuracy from a spatial

filtering standpoint and studied the impact of bilinear and bicubic spline interpolation tech-

niques on sensor accuracy. Interpolation contributes to the reduction ofsensor errors, but the

magnitude of the benefit was dependent upon the package. Moreover,the bilinear algorithm

was almost as accurate as bicubic spline and more efficient to compute.

In the manycore thermal study, this work identified the ratio of core area to that of the L2 cache

to be a crucial determinant of peak temperature. This observation suggests that a thermally-aware

multicore floorplanning scheme that has flexibility in the use of L2 cache blocksas thermal buffers

can potentially reduce the peak temperature significantly. In fact, floorplanning the cores and L2

blocks in such a manner as to minimize the size of the cores and maximize the spacingbetween

them (thereby increasing the spatial frequency to exploit the spatial filtering behaviour) was the
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topic of the previous chapter. This work mainly focused on superscalar cores. With the advent of

SIMD architectures like GPUs, the question of whether the different SIMD“lanes” offer a thermal

granularity advantage due to their small size is an interesting area of future work.



Chapter 7

Conclusion

This dissertation described research in the area of microarchitectural thermal modeling and man-

agement. It presented my contributions to the design of HotSpot, a microarchitectural thermal

modeling infrastructure. It also explained the analytical foundations in the choice of appropriate

thermal model parameters. Furthermore, it offered evidence to the hypothesis that the microar-

chitecture is effective in addressing the temperature challenge through efficient management both

in the temporal and the spatial dimensions. In the temporal dimension, it achieved thermal control

through the judicious throttling of computational activity, thereby spreading the power consumption

across time. In the spatial dimension, it distributed heat generation as uniformly as possible both

through microarchitectural floorplanning (within a core and across multiple cores of a microproces-

sor) and migration of computational activity to spare functional blocks. Since the effectiveness of

static and dynamic thermal management depends on the granularity at which high and low power

density blocks are interleaved and controlled, this work also analytically examined the question

of the proper granularity of thermal management. This study concluded thatalthough within-core

Dynamic Thermal Management (DTM) might become less effective at smaller core sizes, opportu-

nities for static management arise in the form of multicore floorplanning using second-level cache

banks. This observation should be seen in the context of the broader trend in computer architec-

ture towards multicore and manycore processors. In the near term, as core sizes are still very large

relative to the die thickness, the techniques of the earlier chapters in this dissertation (DTM and

single-core floorplanning) are relevant possibilities. For the longer term,as the core sizes shrink

135
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to become comparable to the die thickness, a synergy between the techniquespresented in the ear-

lier chapters and those discussed in the later ones (e.g. multicore floorplanning) becomes more

applicable.

This work has resulted in the following specific contributions:

1. It has developed an accurate and efficient thermal model whose design is informed by analyti-

cal formulations from the equations of thermal conduction [50,52,103].The HotSpot thermal

model is widely used in the architecture research community and can be freelydownloaded

from the web. Future extensions to HotSpot can examine the application of state-of-the-art

numerical techniques such as the Conjugate Gradient Method [81] or explore the integration

of off-the-shelf solver libraries. With the rise of multicores and SIMD processors like GPUs,

there is potential to obtain performance improvements of many orders of magnitude through

a combination of algorithmic enhancements and parallelization [20]. Such speedups could

then translate into more extensive modeling abilities.

2. It has created an empirical leakage power model that captures its relationship with tempera-

ture and supply voltage effectively [103].

3. It has proposed and evaluated new microarchitectural thermal management schemes that

manage the temperature of a single-core microprocessor with little performance loss [101,

102, 103]. When the maximum operating temperature is dictated by timing and not physi-

cal reliability concerns, “temperature-tracking” frequency scaling, that lowers the frequency

when the trigger temperature is exceeded (but does not stop the clock), performs the best.

When physical reliability concerns require that the temperature never exceed the specifica-

tion, the best solutions are an idealized form of DVS that incurs no stalls when changing

the voltage/frequency or a feedback-controlled localized toggling schemethat toggled sub-

domains of the processor independently and a computation-migration scheme that uses a

spare integer register file. The localized schemes perform better than global clock gating

and non-ideal global DVS since they exploit instruction-level parallelism while the global

schemes slow down the entire processor. A significant portion of the performance loss of
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all these schemes is due to sensor error, underlining the importance of sensor accuracy in

thermal management. These results show that microarchitectural DTM schemes are effective

in managing the temperature of a single-core microprocessor.

Even though the performance losses due to the DTM schemes are minimal, the unpredictabil-

ity in their engagement is undesirable for real-time applications. Hence, future work could

examine techniques for collaborative thermal management by the operating system and the

hardware. Real-time scheduling of processes under the thermal constraints posed by au-

tonomous DTM, while still offering performance guarantees, is a valuable future direction to

explore.

4. It has built a temperature-aware floorplanner that can be used at themicroarchitectural level.

Using this tool, it has made a case that static thermal management can complement DTM [91].

In this study, all the thermal emergencies were removed by just floorplanning alone. A major

part of this reduction comes from lateral spreading while a minor portion alsocomes from

reduced leakage and slowed down execution. In comparison with a simple performance met-

ric such as the sum of the lengths of all wires, a profile-driven metric that takes into account

the amount of communication and the relative importance of the wires reduces temperature

more effectively without losing much performance. The profile-driven floorplanning scheme

performed competitively against DVS while doing much better than a static voltagesetting.

5. It has presented several temperature-aware placement schemes for multicore architectures,

leveraging the orientation of individual cores and the availability of second-level cache banks

as cooling buffers [89]. The most important conclusion from this work is that L2 bank in-

sertion achieves significant thermal benefit—the maximum temperature difference from the

ambient improves by about 20% for SPEC2000 benchmarks. This thermal benefit is achieved

with negligible performance loss and omitting the benefit due to reduced leakage. Further-

more, a combination of core orientation and L2 bank insertion is able to achieveabout three-

fourths of the temperature reduction achievable by an ideal floorplanningscheme that mingles

functional blocks from multiple cores and disperses them amidst a sea of L2cache banks.
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As an extension to the floorplanning efforts in this dissertation, the exploration of the place-

ment choices available in heterogeneous and SIMD architectures is an interesting possibility.

The availability of different types of cores augments the placement opportunities of a het-

erogeneous multicore architecture. Similar to the use of L2 cache banks as cooling buffers,

cores with low power density can also be used as cooling buffers. Since SIMD architectures

are made of separate small SIMD “lanes”, the spatial thermal filtering might reduce their

peak temperature if the lanes could be placed sufficiently apart from one another using clever

floorplanning. These are all potential future directions from this dissertation.

6. It has examined the question of the proper granularity of thermal management with the help of

an analytical framework. This has led to several interesting insights regarding manycore ther-

mal management, cache line thermal efficiency and sensor accuracy and interpolation [88].

The key conclusions are:

• Many small cores are better in thermal efficiency than a few large cores even when the

power density in them remains the same.

• Localized thermal management ceases to be effective beyond low tens of cores.

• On the question of whether pathological code behaviour can cause the catastrophic heat-

ing of high aspect ratio sub-blocks such as cache lines, while the answerdepends on the

cache layout and dimensions, aspect ratio always plays a crucial role inmitigating high

power density.

• Interpolation contributes to the reduction of sensor errors, but the magnitude of the

benefit is dependent upon the package. Moreover, the bilinear algorithm is almost as

accurate as bicubic spline and more efficient to compute.

Consistent with the trends towards multicore and manycore processors, these results show that

for the long term future architectures, fine-grained throttling of activity alone is insufficient to ad-

dress the thermal challenge. Hence, spatial phenomena that exploit lateral heat conduction play a

crucial role in the successful continuation of technology scaling.
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Solution of the Heat Equation

We re-state the boundary value problem from Section 6.3 (equations (6.1)-(6.2)) here.

∂2T1

∂x2 +
∂2T1

∂y2 = 0 (0≤ x≤ a,0≤ y≤ l) (A.1a)

∂2T2

∂x2 +
∂2T2

∂y2 = 0 (a≤ x≤ ∞,0≤ y≤ l) (A.1b)

These equations are to be solved subject to the boundary conditions:

T1(x, l) = 0 T2(x, l) = 0 (A.2a)

T2(∞,y) = 0 (A.2b)

∂T1

∂x
|x=0 = 0

∂T2

∂y
|y=0 = 0 (A.2c)

∂T1

∂y
|y=0 = −q

k
(A.2d)

T1(a,y) = T2(a,y) (A.2e)

∂T1

∂x
|x=a =

∂T2

∂x
|x=a (A.2f)

Of the two parts of the problem,T2 is the easier one to solve since it is a homogeneous prob-

lem (i.e., its boundary conditions are all zero). The standard way to solve for such homogeneous
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problems is to seek solutions of aseparableform i.e., assumingT(x,y) = X(x)Y(y). In that case,

the steady state heat equation∇2T = 0 reduces to the formX′′
X + Y′′

Y = 0. In this equation, the term

on the left side of the+ symbol is a function ofx alone and the term on the right is a function of

y alone. If their sum has to be zero for allx andy, then each term has to separately be equal to a

constant (i.e., it cannot be a function of eitherx or y). Since temperature is a real-valued function,

these constants have to be real as well. So, one of them has to be positive and the other negative,

so that their sum would be zero. Let us call the positive constantλ2 (the other would be−λ2).

Then, depending on our boundary conditions, we typically have two typesof equations to solve.

The first case is of the formX′′ = λ2X and the second is of the formX′′ = −λ2X. The solution

to the former is of the formC1eλx +C2e−λx whereC1 andC2 are arbitrary constants. This can be

seen from the fact that differentiating this expression twice with respect tox results in it being mul-

tiplied by λ2, satisfyingX′′ = λ2X. Similarly, the solution to the latter case (X′′ = −λ2X) is of the

form C1cos(λx)+C2sin(λx). This can also be verified to satisfyX′′ = −λ2X as before. Further-

more, since the above-mentioned constants (λ2 and−λ2) occur in positive-negative pairs, it should

be noted that whenX takes the former form (comprised of exponentials),Y takes the latter form

(comprised of sines/cosines) andvice versa.

With this introduction to the method ofseparation of variables, let us now apply it to solve for

T2. Let T2(x,y) = X2(x)Y2(y). From the discussion above,X2(x) can be of the formC1eλx +C2e−λx

or C1cos(λx)+C2sin(λx). Correspondingly,Y2(y) can be of the formD1cos(λy)+ D2sin(λy) or

D1eλy +D2e−λy respectively. However, we know from boundary conditions (A.2a) and (A.2b) that

T2 has to be zero atx = ∞ and aty = l . This restrictsX2 to the exponential form andY2 to the

sine/cosine form. Thus

X2 = C1eλx +C2e−λx and

Y2 = D1cos(λy)+D2sin(λy)

Now, applying (A.2b) toX2, we getC1 = 0. Also, applying (A.2c) toY2 we getD2 = 0. Therefore,

T2 is of the formC2e−λxD1cos(λy). However, when we apply (A.2a) toT2, we getY2(l) = 0 ⇒
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cos(λl) = 0. Since there are an infinite number ofλ’s that satisfy this equation, we can denote them

by λn wheren = 0,1,2, . . .Ṡo,λnl = (2n+1)π
2 . For eachλn, we get a different solution. Since the

problem we are solving is a homogeneous one, the principle of superposition holds. That is, if there

are two solutions satisfying the boundary conditions, their sum is also a valid solution. Hence, all

solutions corresponding to the differentλn’s can be added up to obtainT2. Therefore,

T2 =
∞

∑
n=0

Bne−λnxcos(λny) (A.3)

whereBn’s are arbitrary constants. Now, before unravelingT2 further, let us take a look atT1.

It can be seen that boundary condition (A.2d) is not homogeneous. In order to be able to apply the

method of separation of variables as we did forT2, we splitT1 into two parts:T ′
1 andTp whereT ′

1

is the homogeneous part.Tp is still not homogeneous but is much simpler to construct aparticular

solutionfor. So,T1 = T ′
1 +Tp. The original problem∇2T1 = 0 gets split into two sub-problems:

∇2T ′
1 = 0, ∇2Tp = 0 (A.4)

subject to the following boundary conditions:

T ′
1(x, l) = 0 Tp(x, l) = 0 (A.5a)

∂T ′
1

∂x
|x=0 = 0

∂Tp

∂x
|x=0 = 0 (A.5b)

∂T ′
1

∂y
|y=0 = 0

∂Tp

∂y
|y=0 = −q

k
(A.5c)

Of the two problemsT ′
1 andTp, the latter is the simpler one in spite of the non-homogeneity

because, unlikeT ′
1 (and the previous caseT2), we are not looking forall general solutions. Instead,

we are looking for aparticular solution that suits our problem and boundary conditions. Roughly

speaking, we are looking for a function that vanishes when differentiated twice (A.4) and becomes

a constant when differentiated once (A.5c). Thus, it can be seen that alinear function ofy solves the



Appendix A. Solution of the Heat Equation 142

sub-problem (A.4) by construction, since its second derivative is zero. Hence,Tp = Py+Q where

P andQ are arbitrary constants. Applying the boundary conditions (A.5b) and (A.5c), we get

Tp =
q
k
(l −y) (A.6)

Now, sinceT ′
1 is a homogeneous problem, it can be solved just as we didT2 by separating

the variables,i.e., with T ′
1 = X1(x)Y1(y). Then, by the same arguments as before, one ofX1 and

Y1 must comprise of exponentials and the other of sines/cosines. Applying the boundary condi-

tions (A.5b) and (A.5c) to the possible cases narrows down the solution choices to two formsviz.

Acosh(λx)cos(λy) or Acos(λx)cosh(λy) where, cosh(θ) = eθ+e−θ

2 andA is an arbitrary constant.

Now, for the boundary condition (A.5a) to hold, the latter choice is not possible because cosh(λl)

can never be zero. Hence,T ′
1 can only be of the formAcosh(λx)cos(λy). Applying (A.5a) to this

⇒ cos(λl) = 0, giving rise to infiniteλn’s as before. So, superposing all such solutions, we get

T ′
1 =

∞

∑
n=0

Ancosh(λnx)cos(λny) (A.7)

(or)

T1 = T ′
1 +Tp

=
q
k
(l −y)+

∞

∑
n=0

Ancosh(λnx)cos(λny) (A.8)

where,λnl = (2n+1)
π
2

(n = 0,1,2, . . .)

From equations (A.8) and (A.3), we almost have the complete solutions forT1 andT2 except

that we need to determineAn andBn for n = 0,1,2, . . .Ṫhis can be done by including the continuity

conditions from (A.2e) and (A.2f). Substituting forT1 andT2 from equations (A.8) and (A.3) in the

boundary condition (A.2f) and grouping like terms together, we get

Bn = −Aneλnasinh(λna) (A.9)

where, sinh(θ) = eθ−e−θ

2 . Now, substituting forBn from (A.9) into (A.3), applying the boundary
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condition (A.2e) and grouping like terms together, we get

q
k
(l −y) =

∞

∑
n=0

−Aneλnacos(λny) (A.10)

The right side of this equation is an infinite series made of cosines. Hence, itbears a strong

resemblance to a Fourier cosine series expansion. Hence, let us expand the functionq
k(l −y) using

Fourier cosine series and compare with the equation above. In order to beable to expand a function

using Fourier series, it has to be periodic. So, let us define a periodic function f (y) which is a

periodic extension ofqk(l −y) with a period of 4l i.e.,

f (y) =















−q
k(l −y) −2l ≤ y < 0

q
k(l −y) 0≤ y < 2l

and f (y+ 4l) = f (y). It is to be noted that for our problem, we are only interested in the

interval 0≤ y ≤ l . Now, we are seeking a Fourier cosine series expansion forf (y) i.e., we are

looking for constantsam (m= 0,1,2, . . .) such thatf (y) = a0 + ∑∞
m=1amcos(mπy

2l ). From standard

texts on Engineering Mathematics (fore.g., [63]), these can be computed as below:

a0 =
1
2l

Z 2l

0

q
k
(l −y)dy= 0

am =
1
l

Z 2l

0

q
k
(l −y)cos

(mπy
2l

)

dy

=
1
l

[

q
k
(l −y)sin

(mπy
2l

)

(

2l
mπ

)]2l

0

− 1
l

Z 2l

0
sin
(mπy

2l

)

(

2l
mπ

)

(

−q
k

)

dy (intgeration by parts)

=
ql
k

[

1−cos(mπ)
(

mπ
2

)2

]

for m= (1,2,3, . . .)

In other words,f (y) = q
k(l −y) can be written as



Appendix A. Solution of the Heat Equation 144

q
k
(l −y) =

∞

∑
n=0

2
ql
k

1
λ2

n
cos(λny) (A.11)

where,λnl = (2n+1)
π
2

(n = 0,1,2, . . .)

Comparing this equation with (A.10), we can determineAn as

An = −2
ql
k

e−λna

λ2
n

(A.12)

Now, if we substituteAn andBn from (A.12) and (A.9) into (A.8) and (A.3) respectively, we have

the full solution to our problem. Before we present the full solution, for notational convenience, let

us defineγn = λnl i.e., γn = (2n+1)π
2 . Then, the solution for the heat equation is given by:

T1(x,y) =
ql
k

[

1− y
l
−2

∞

∑
n=0

e−(γn
a
l )

γ2
n

cosh(γn
x
l
)cos(γn

y
l
)

]

(A.13)

T2(x,y) =
ql
k

[

2
∞

∑
n=0

sinh(γn
a
l )

γ2
n

e−(γn
x
l ) cos(γn

y
l
)

]

(A.14)

where, γn = (2n+1)
π
2

(n = 0,1,2, . . .)
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