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Abstract

The most recent, and arguably one of the most difficult obstacles to trenexjial growth in
transistor density predicted by Moore’s Law is that of removing the largeuatraf heat generated
within the tiny area of a microprocessor. The exponential increase inrpaensity and its direct
relation to on-chip temperature have, in recent processors, led to iggrycboling costs. Since
temperature also has an exponential effect on lifetime reliability and leakager it has become
a first-class design constraint in microprocessor development akinfarmpance.

This dissertation describes work to address the temperature challengéh&erspective of
the architecture of the microprocessor. It proposes both the infrasteutlo model the problem and
several mechanisms that form part of the solution. This researchilsesétotSpot, an efficient
and extensible microarchitectural thermal modeling tool that is used to guidesigmn and evalua-
tion of various thermal management techniques. It presents severaiidymhermal Management
(DTM) schemes that distribute heat both over time and space by controllinguwbleof compu-
tational activity. Processor temperature is not only a function of the pdeesity but also the
placement and adjacency of hot and cold functional blocks, determinteblfloorplan of the mi-
croprocessor. Hence, this dissertation also explores various thermallatinigignlacement choices
available within a single core and across multiple cores of a microprocdisdoes so through the
development of HotFloorplan, a thermally-aware microarchitectural flanner. Finally, through
an analytical framework, this research also focuses on the spatigldsarilarity at which thermal
management is important. If regions of very high power density are smalbbnthey do not cause
hot spots. The granularity study quantifies this relationship and illustrateiig three different

microarchitectural examples.
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Chapter 1

Introduction

Since the advent of the very first microprocessor, the transistors that tinam have continued to
shrink in size exponentially. This scaling has consistently kept up with or swgpassed the rate
of growth predicted by Gordon Moore’s empirical law stated in 1965 [WBtomparison with the
early microprocessors, today’s processors are faster and c¢hHaapeveral orders of magnitude
owing to this exponential growth in transistor density. However, as psadeefinology scales into
the nanometer region, several hindrances to its continuation emergdeteleffects which were
previously considered second-order and have traditionally beenyangesible to computer archi-
tects have surfaced to become primary concerns. Processor tempésaine such concern that
has arguably become one of the hardest obstacles to continued teghsddigg.

Most of the energy consumed by a microprocessor is dissipated as ue#éb the resistive
behaviour of the processor circuits. The temperature of a chip, whicméaaure of the amount of
heat energy stored in it, is directly related to the power denbs#y the power consumed per unit
area of the chip). In order to see the impact of scaling on temperature, itrigrting to study
the relationship between scaling and power density. Scaling theory [@%ides a simple way to
reason about such a relationship between the device parameters gsuahséstor length, supply
voltageetc) of successive technology generations. Every successivegsrgeaeration shrinks the
length of the transistor by a constant fraction of the previous length. Tdgtidn is by a called the
scaling factor (sak) and is typically~ 1/1/2. Hence, the area of the transistor scales proportional

to k?, i.e., approximately halving every successive generation. Assuming idekihgcsupply
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voltage ) scales down and frequency)(scales up linearly. Assuming that the microarchitecture
remains the same, the scaling of the intrinsic capacita@gef(the transistor is also linear in this
factor. Hence, the power consumption of the transistor, given by tmeulaicCV?f, scales down
by a factor=k x k?/k = k2. In other words, since the area scales dowrkhythe power density
remains constant under ideal scaling. However, in reality, supply voltag@ot been able to scale
as well as the transistor dimensions. In fact, more recently, in order to math&aperformance
under increasing leakage, it has not been able to scale at all! Thisshdiedein processor power
almost remaining constant in moving to a newer process generation. Marestinigly, the power
density increases approximately by a factokéfvery generation! This exponential increase in
power density, if left unmanaged, would result in an exponential inereasemperature every
successive generation. Since that cannot be allowed (otherwisdjpheauld melt!), huge efforts
have been put into the removal of heat away from the die-surface ofrapnicessor. This has led
to expensive packages (heat sinks, heat pgiey and as a corollary, exponential increase in the
cost of such cooling solutions.

Increase in die temperature is undesirable for a variety of reasonst@atzc failure such as
the melting of the chip is a possibility, albeit a distant one. In reality, more pettieasons are in
the form of increased leakage power and accelerated aging thaesslifatime reliability.

Transistors consume power even when they are idle and not switchirig.isTtalled static
power or leakage power. Even under nominal conditions, it can be #isigm fraction ¢
30%) [99] of the total power consumption at current feature sizesaries exponentially with
respect to temperature. As temperature itself depends on the powenqmimy there is a circular
dependence between them. In extreme cases, this can result in a Jeleregpositive feedback
loop that leads to thermal runaway.

Temperature also has an exponentially adverse effect on the expeetisadibf a microproces-
sor. The Mean Time To Failure (MTTF) of a chip can be empirically descritséth the Arrhenius
Equation given by:

MTTF =Ae <
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Here,T is the temperaturdl is an empirical constant arig}, is the activation energy of the failure
mechanism. It is to be noted that this equation does not capture all the effadetsperature
(like thermal cycling, thermal gradienttc) on reliability. However, it is a useful expression
for first-order estimation. It actually comes from Chemistry where the ratecbfemical reaction
is expressed as an exponential function of the temperature of operdtienrate of reaction or
equivalently, the rate of failure in case of silicon, is highly acceleratedigéieh temperatures. In
fact, the same principle is used in the testing of chips by accelerating their go®iogss from
several years to laboratory time scales through the artificial elevation ottamapes.

Apart from high performance microprocessors, temperature is also a wiattencern for mo-
bile processors. Though such chips tend to be low in power consumptianpéeer density can
be quite high because of their form facta.d. System-On-a-Chip (SoC) architectures) and the
high-performance nature of the real-time applications that run on them.ilitisabnsiderations
like fan noise, wearabilitytc, also dictate a lower operating temperature budget for these chips.
Thus, with the increase in cooling costs, adverse effect on static plifegme reliability and us-
ability of processor chips, temperature has become a first-class desigfnaiot in microprocessor
development akin to performance.

The thermal problem described above can be approached fromediffperspectives. For
instance, from a mechanical engineering perspective, one can desigm, more efficient and
cheaper heat removal systems. This is a significant challenge sincewieady at the limits of
affordable air cooling. For instance, the ITRS [99] projects a venytrigaid for air cooling capacity
even in the long term. From an operating systems perspective, one carydratikr scheduling
algorithms that distribute heat evenly across the entire chip by interleaviranbacold processes
in both time and space. With the potential availability of spare cores to run thieatmm, multi-
core processors offer extra flexibility in this regard. From a compileigdgserspective, one can
generate code that distributes computation in a manner which minimizes povegtydémstead,
the scope of this dissertation is to study the possibilities of thermal alleviationtfreqerspective
of the architecture of the microprocessoihe microarchitecture is the final determinant of how

much computation happens where and when. Hence, it is unique in its abilitgumasely identify
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the sources of thermal inefficiency and either curb them at the origin oageatnem effectively
within a desired cost budget. This dissertation is an exercise in offerffigient research evidence
for such an assertion. It should be noted that although microarchiteptwvar management might
help with temperature by limiting wasteful power dissipation, it does so mainly byagiag activ-
ity in the temporal dimension. Thermal management extends such control toetied simension
as well, offering additional levers in the temperatuseperformance trade-off.

The first step in addressing the thermal management problem at the micteeioral level
is the ability to model the temperature of a microprocessor accurately aneémffic Hence, this
dissertation first presents a microarchitecture-level thermal modelingatetidHotSpot [50] that
models the heat conduction as an equivalent electrical circuit constriroi® the layout infor-
mation of the microprocessor. Given the per-unit power consumption rititbes standard circuit
solving techniques to solve for temperature. HotSpot is a computationaltjeeffinfrastructure
that has been widely used in the computer architecture research commurigs heen down-
loaded by more than one thousand users. This dissertation guides the ades@gtain important
parameters of HotSpot through approximations derived using analytigatidtions. Furthermore,
since there is a circular and exponential relationship between leakage pod temperature, this
dissertation also comes up with an empirical leakage power model by reveyseering data from
the reports of the International Technology Roadmap for Semiconduy€tdrs) [99].

In order to make a case for the argument that microarchitectural thermage@ent can be ef-
fective, the dissertation then presents and evaluates several DynaenindltManagement (DTM)
schemes for a single-core microprocessor. They distribute heat bethime and space by con-
trolling the level of computational activity in the individual functional blockstee core. These
techniques can manage worst-case thermal situations efficiently, thexsbiyrag the external cool-
ing solutions to be built for the average-case rather than the worst-case.

Orthogonal to the individual activity of the functional blocks in a micropssor, another im-
portant factor that affects the temperature distribution of a chip is the latetgdling between
adjacent blocks due to the spreading of heat in silicon. This is determindtetiporplan of the

microprocessor. Hence, this dissertation also investigates whetherldiooing at the microar-
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chitectural level can be applied viably towards thermal management by glaotrunits close to
cold ones. It develops a thermally-aware microarchitectural floorplgnioial called HotFloor-
plan and studies the various thermally mitigating placement choices available wilmngla core
and across multiple cores of a microprocessor. For a single core, thisengloys a simulated
annealing-based [60] scheme that includes both performance and &unpen its cost function.
For multiple cores, it experiments with the orientation of the cores so as to kedmttest units
of adjacent cores as far apart as possible and uses the relatividy t@danks as thermal buffers
between the much hotter cores.

The final piece of this dissertation focuses on the size granularity at wiecimal management
is important. Regions of high power density do not cause hot spots if tleegnaall enough in size
(i.e. if their lateral dimensions are much smaller than the chip thickness). In othrdswsilicon
acts as a spatial low-pass filter for temperature. This dissertation explasmhénomenon with an
analytical formulation derived by solving the steady-state two-dimensidffi@tehtial equation of
thermal conduction for a geometry similar to microprocessor chips. It alstriltes this with three
different microarchitectural examples: a study of the thermal efficieficgnall coresvs. large
cores in a manycore processor, an investigation of whether high aggiectub-blocks like cache
lines can become hot spots due to malicious code behaviour and an explafati@rmal sensor
accuracy as a function of the distance between sensors with an examifatiereffectiveness of
sensor interpolation schemes.

With this overview, following are the contributions of this work:

e The design of an accurate and efficient thermal model guided by anafgticalations from
conduction heat transfer and an empirical model for leakage poweactbatints for depen-

dence on its temperature and supply voltage. [50, 52, 103]

e New microarchitectural thermal management schemes for a single-corepnoicegsor:
temperature-tracking Dynamic Frequency Scaling (DFS) and migrationmpuetation to

a spare register file. [101,102, 103]

e A thermally-aware floorplanning scheme for a single-core microprocéisabincorporates
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the key insight of accounting for the amount of communication on the wiresvaighting

them according to that. [91]

e Multicore floorplanning techniques that experiment with the orientation of ehescand in-
sert second-level cache banks in between the cores in order toerdfuripeak tempera-

ture. [89]

¢ An analytical framework that explains the spatial filtering behaviour of étkermal con-
duction, which is then used to understand several interesting questions@architectural
thermal granularity including the thermal efficiency of manycores, cacles md sensor

interpolation. [88]

The remainder of the dissertation is organized as follows: Chapter Zlestne design of the
thermal and empirical leakage power models, throwing light on the analyés# bf the thermal
model’s parametric choices; Chapter 3 presents and evaluates the \&@mniglescore thermal man-
agement schemes; Chapter 4 explains the thermally-aware single-coptaihmang algorithm and
discusses its thermal and performance impact; Chapter 5 studies the vauiticsre floorplanning
options including core orientation and cache bank insertion; Chapter ésdisg the investigation
on the granularity of thermal management; and Chapter 7 concludes thigatisseby summariz-

ing the most important lessons and providing suggestions for potentialidireor the future.



Chapter 2

Thermal Modeling

2.1 Introduction

This chapter discusses the design of the HotSpot thermal model [5@32and the empirical
leakage power model [103], providing insights into the analytical foundatid some of the para-
metric choices in HotSpot. Section 2.2 describes the work done by otheetyalekited to the area
of microarchitectural thermal modeling. Section 2.3 discusses the neeildotlyimodeling tem-
perature at the microarchitectural level. Section 2.4 explains the constro€tiee HotSpot model.
Section 2.5 presents the analytical rationale behind the choice of a coupipartant parameters

of HotSpot. Section 2.6 details the empirical leakage power model.

2.2 Related Work

Thermal models developed prior to this work are typically at the circuit-lerd| the few mi-
croarchitectural models ignore the lateral heat spreading in the chip.x@ellent survey of the
circuit-level techniques is given by Sabry in [86] and more recently,dgr&m and Nazarian [79].
Batty et al. [10], Cheng and Kang [22], Koval and Farmaga [62]eleady et al. [83, 109], Torki
and Ciontu [111] all describe techniques for modeling localized heating watlgimp due to dif-
ferent power densities of various blocks, but none of these toolsaaily @edapted to architectural

exploration for a variety of reasons. Microarchitectural models are gragleery early in the de-
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sign stage, at are-RTLlevel, when detailed layout and power consumption information may not
be available. Architectural modeling typically precludes direct thermaloresg measurements,
e.g.[109, 111]. Similarly, the use of analytical power models obviates the raggdint electro-
thermal modelinge.g.[109]. Furthermore, most of the prior models are either at a Igpest-RTL
level depending on VLSI netlists and structural implementation details, or avdysgeady-state
solutions.

Two microarchitectural thermal models we are aware of prior to this workrane Dhodap-
kar et al. [30] and Skadroret al. [100]. TEMPEST [30] models temperature directly using an
equivalent RC circuit, but contains only a single RC pair for the entire gjivjng no localized in-
formation. [100] proposed a simple model for tracking temperature on-arpelevel but ignored
the effect of lateral heat diffusion. Since this work, a few more hidéest thermal models have
been developed. ATMI [72] is an analytical model based on an explicitisn to the heat equation.
While the accuracy of an analytical model is attractive, it also implies that theession for the
solution has to be evaluated at every point of interest on the chip. Thisecarohibitive when one
is looking for temperature not at a particular point but with a particular gntgple.g. maximum
temperature of each functional block). Moreover, it is not very flexibleerms of the package
configuration and number of layers, which could be an obstacle in its usgftoration at the mi-
croarchitectural level. For instance, adding support for an extra dyehermal Interface Material
(TIM) would involve significant effort in recomputing the analytical solugsomhe Mercury [46]
and Thermostat [24], models that are intended to be used at the full-siestelnare also worth
mentioning here. Mercury is a system-level temperature emulation suite thsabffisee calibra-
tion and online update of per-component utilization information to compute tetopeiaE systems
(including disks, processors, air inletsc). Thermostat employs Computational Fluid Dynamic
(CFD) modeling of rack-mounted servers. Although both tools model thesesytstem including
convective heat transfer, they are much more coarse-grained ignd@&he microprocessor itself is
only a component within the system they model and hence no localized infomisitbtainable,
which is essential for architectural studies.

Since this work, there have been efforts in applying state-of-the-awerigal techniques such
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as multigrid methods [67], Discrete Cosine Transforms (DCT) [118], mommeithing [69] and
adaptive temporal adaptation [117] to thermal circuit solvers. There &l@o been improvements
to the thermal solver of HotSpot suggested by others [42]. HotSpot draefited from some of
these efforts and | have since incorporated a multigrid method in HotSpaddystgate thermal
solver. However, these models do not provide significant extra detdilaank the flexibility of
HotSpot. Since microarchitectural simulations tend to be long, the simulation spétmtSpot

remains quite sufficient for most architectural studies.

2.3 Importance of Directly Modeling Temperature

Units | Avg. Temp. R? (%)

°C) 10K | 100K | 1M | 10M | 100M 1B
Icache 74.4 439| 51.1|55.8| 73.8 78.5| 10.5
ITB 73.2 35.3| 42.2| 46.8| 64.0 75.0 | 10.6
Bpred 76.2 540 715| 77.6| 88.7 91.0| 5.3
IntReg 83.5 442 | 51.9| 57.0| 76.4 71.0| 8.0

IntExec 76.7 46.3| 53.3| 57.9| 75.7 76.6| 8.3
IntMap 73.9 41.7| 49.6| 54.8| 73.5| 76.8| 8.0

IntQ 72.4 31.5| 36.4 | 39.6| 53.9| 80.7| 13.0
LdStQ 79.2 479| 63.4]69.0| 836| 83.2| 6.6
Dcache 77.3 46.8| 60.5| 65.9| 81.2| 82.8| 10.8
DTB 72.0 29.6| 38.2|41.7| 534| 875|164
FPReg 73.0 26.0| 29.6|38.8| 64.6| 84.8| 21.1
FPAdd 72.6 49.7| 511|549 66.5| 86.4| 24.9
FPMul 72.6 53.9| 54.1|549| 621| 84.8| 29.6
FPMap 71.7 16.8| 20.2| 22.3| 26.9 05| 3.2
FPQ 71.8 28.0| 30.0|35.2| 494 | 78.0| 30.7
L2 71.7 142 19.7| 21.8| 26.6| 499| 3.3

Table 2.1: Correlation of average power vs. temperature for poweaging windows of 10K-1B
cycles. [104]

Temperature of a functional block of a microprocessor depends uggpotlier consumed by
it per unit area (its power density). In fact, the thermal capacity of siliais as a temporal low
pass filter and smooths out the spikes of power density. This behavisyrbmpted a few prior
studies to model temperature by averaging power dissipation over a wirfdoweo This section

will show the fallacy in using such a proxy for temperature. While the moviregage helps in
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temporal smoothing, the temperature of a block depends not only on its pewsity but also on
the temperatures of the other blocks nearby. Hence, any amount of snaperaging without

considering this lateral coupling of heat will not track its temperature reliably
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To show the importance of such a thermal model with lateral diffusion capabgitypposed
to a power metric, Table 2.1 shows tR&value for correlation between temperature and a moving
average of power dissipation for different averaging intervals. Eashof the table denotes an
architectural functional block of an out-of-order processor similar éoAlpha 21364 [103]. The
R? value gives the percentage of variance that is common between two satapfalues closer to
100% indicate better correlation. The data in Table 2.1 come fyjoaya representative benchmark.
It can be seen that overall, there is poor correlation between tempeegaitinmoving average of
the power dissipation. Even with the best-correlated averaging inte@@lingdllion cycles), power
still cannot track operating temperature effectively. This is further shiowfigures 2.1 and 2.2.
Figure 2.1 presents the relationship between power density and tempéoatue different aver-
aging intervals. Figure 2.1(a) shows the scatter plots of power dersitgmperature for all the
major architectural blocks for an averaging interval of 10K cycles.drity, Figure 2.1(b) shows
the same data only for the load-store queue. Figure 2.1(c) shows a sinaitter q@ot but for a
higher averaging interval of 100M cycles. Figures 2.2(a) and (bjshe same power density and
temperature data for the LdStQ block individually against time (in cycles).|&ear relationship
between power density and temperature will show up as an approximatdstirzgn Figure 2.1.
A temperature metric calibrated from a simple average of the power dissipatsosuch a linear
relationship. However, what is seen in the graphs is an absence afiemiirsear relationship even
at the higher averaging interval of 100M cycles (2.1(c)). It can lende Figure 2.1 that, for a
given power density, the temperature varies by a large margirviaeedversa Actually, for the
LdStQ block, in 2.1(b), there is a clear range in the power density (ar@18dto 3W /mn?) and
temperature (around 74.5 to 84C. On examining the graphs 2.2(a) and (b), it can be observed
that this range corresponds to their maximum and minimum values over time. Wer gdensity,
the maximum and minimum values also correspond to maximum and zero utilizationlaf$h@
respectively. Also, the power density graph (2.2(a)) shows a pattésamnals while the temperature
graph shows a pattern of lines. This means, for almost any given temggrtite instantaneous
power density at that time could be all over the board. This uncorrelategvioair is the reason

for the rectangular shape in the first two graphs and the divergingshape third graph of Fig-
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ure 2.1. Itis also the reason why power density is not a good proxy figpdeature. Hence, for

reliable temperature estimation, it is important to model temperature directly.

2.4 The HotSpot Thermal Model

As a solution to the modeling problem, this dissertation presents my contributiorst$peét [50,
52,103], an efficient, extensible microarchitectural thermal model. HotSpavailable for free
public download in the source form frohtip://lava.cs.virginia.edu/HotSpot . Itis based
on the well-known analogy [48, 64] that exists between the physical laatgytivern current flow
and heat flow, summarized in Table 2.2. Temperature is akin to “electric pdtertiaat flow
can be described as a “current” passing through a thermal “resist&hdeading to a temperature
difference analogous to a “potential difference” or “voltage”. Thdrfoapacitance”C) measures
the amount of heat energy stored in a body — specifically, the produts wblume and specific
heat capacity — and hence its rise in temperature. It is necessary folingoiansient behaviour,
to capture the delay before a change in power results in the temperataehing steady state.
Lumped values of thermal R and C can be computed to represent the keanflang units and
from each unit to the thermal package. The thermal Rs and Cs togethé¢o legabnential rise and
fall times characterized by thermal RC time constants analogous to the eleRCitiahe constants.
The rationale behind this analogy is that current and heat flow areildeddsy exactly the same
differential equations that describe the flowe,, Ohm’s law for electrical conduction and Fourier’s
law for heat conduction. Together with the principle of conservation efgn these differential
equations completely determine the electrical and thermal conduction in a Hotiypot utilizes
this principle in that it computes the thermal resistances and capacitanceshipf lbased on its
geometry and floorplan. Then, for a power density map provided by ampparformance simulator
(e.g.Simplescalar [5] and Wattch [13]), it solves for the temperatures usindataigircuit solving
techniques. Early releases of HotSpot [103] incorporated a singlgitairade for each functional
block of a floorplan. Such block-basednodel has the advantage of high computational efficiency.

However, feedback from the use of HotSpot by the research commuggested that additional
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modeling capability for high accuracy even at much finer levels of graitwlardesirable. To this
end, later releases of HotSpot [50, 52] also include support for t@gblution through a three-
dimensional, uniform grid-like structure of its thermal Rs and Cs. In sudmsa,@ach functional
block is modeled as a grid of thermal Rs, each with its own capacitance todyrdfith the presence
of both theblock-basedind thegrid-basedmodels in HotSpot, the user is offered a choice between

two levels of modeling granularity as a trade-off between accuracy édicgeaty.

Thermal quantity unit Electrical quantity unit
Q, Heat J g, Charge C
T, Temperature K @, Potential \%
Temperature difference K V, Voltage \%
P, Heat flow, power W I, Current flow A
K, Thermal conductivity W/(m-K) o, Electrical conductivity 1/(m-Q)
g, Heat flux, power density j, Current density
= —k0OT (Fourier’s law) W /n? = —ole (Ohm’s law) A/m?P
Rin, Thermal resistance K/W R, Electrical resistance Q=V/A
Cih, Thermal mass, capacitance J/K C, Electrical capacitance F=C/NV
Tth = Rih - G, Thermal RC constant s T=R-C, Electrical RC constant S

Table 2.2: Analogy between thermal and electrical quantities [104]

Chips today are typically packaged with the die placed against a sprdatkergiten made of
aluminum, copper, or some other highly conductive material, which is in turnheitiaio a heat
sink of aluminum or copper through a Thermal Interface Material (TIMje heat sink is cooled
by a fan. HotSpot takes this into account and models the heat flow throwbhastypical cooling
solution. An example of the configuration modeled by HotSpot is shown in &iguB. Low-
power/low-cost chips often omit the heat spreader and sometimes eveeahsirk; and mobile
devices often use heat pipes and other packaging that avoid the weibsiza of a heat sink.

Given the floorplan of a processor and a set of power consumptiors/édu each of its func-
tional blocks, HotSpot first forms a thermal equivalent circuit by diszirg the geometry of the
chip in all three dimensions. The topology of the resulting thermal circuit ig senilar to the
geometry of the chip and the thermal solution that it attempts to model. Each véayieabf heat
conduction (chip, heat sink, spreader, Tét¢) is accounted for by a corresponding layer of circuit

nodes connected to the layers immediately above and below it through a\satioél thermal
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TIM

heat
spreader

PCB IC die package
pin

Figure 2.3: Side view of a typical package. [104]

resistances. Similarly, within a given layer, the lateral heat conduction isletbtte@ough a net-
work of lateral thermal resistances in both thandy directions that connect regions of physical
adjacency. For instance, in case of bleck-basedhermal model, this lateral discretization of the
silicon layer results in one circuit node per functional block. Blocks amfjaito each other in the
floorplan are also correspondingly connected by a lateral thermatarestsin the equivalent ther-
mal circuit. Similarly, for thegrid-basedthermal model, the lateral discretization is uniform, with
the silicon die being partitioned into a regular mesh of fixed number rectanggmns. Hence,
the number of circuit nodes per layer is equal to the number of partitions, pdstitions that are
physically adjacent in the chip have their corresponding circuit nodesexted to each other in
the equivalent circuit.

Since most of the vertical heat conduction through the different lay@rsrs through the re-
gions directly beneath the die, the regions outside the die in the heat sineadier layers are
discretized at a much coarser granularity. Specifically, the region ofdhedpreader that lies out-
side the die is divided into four (north, east, south and west) with only oneititode per region.
Similarly, the region of the heat sink outside both the spreader area anttheed is also divided
into four. The same holds true for the region of the heat sink that lies tetteaheat spreader but
outside the coverage of the die as well. Figure 2.4 illustrates this arrangémegh a conceptual
view of a thermal solution in HotSpot consisting of TIM, spreader and sitdch filled circle in

the figure denotes a node in the thermal circuit. The power dissipation in sidicondeled in the
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thermal circuit as current sources connected to the circuit nodesspamding to the silicon layer.
Similarly, the heat removal at the fins of the heat sink is modeled as a conveesistance com-
puted from the heat transfer co-efficient of the fins. This is shown ifiglee through the parallel
arrows.

convection to ambient, with constant
heat transfer coeff. h

Roonveci = 1'(h*Ai)* i * *
* L] & °

| | : : | |

heatsink | I I I

I | | | I
& & 9 L | [ 4 L) a

heat spreader I . .
I

»
™ | _e
L)

silicon

I

heat fluxes (power densities)

Figure 2.4: A conceptual view of the nodes of the thermal circuit in Hot§ijt

The vertical and lateral thermal resistances described above onlyedipéuheat conduction
behaviour in the steady state. In order to model the transient thermalibehaach circuit node
is also connected to ground through a thermal capacitance.

With this overview of the finite-element discretization in HotSpot, the final pieaerdmains
in the construction of the equivalent thermal circuit is the computation of tmetdieesistance and
capacitance values themselves. The vertical and lateral discretizatiomsSpdt reduce the heat
conduction problem from three dimensions to a single dimension. Finally, iningesdimen-
sional case, the thermal resistance and capacitance values shoulehfgtexd in such a manner
that the response of the equivalent RC circuit matches closely with thedspense of the one-
dimensional transient thermal conduction problem. It turns out that favem gone-dimensional
block of lengtht, cross-sectional are®, thermal conductivity, specific heat capacityand den-

sity p, the thermal resistand®;, and capacitandg;, values are given by:
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Ch = t-A (2.1)

The thermal equivalent circuit thus constructed is solved by HotSpaj ssimdard circuit solv-
ing techniques that are simple yet fast. Since the number of nodes litoitie basednodel tends
to be small, HotSpot uses a direct matrix inversion method to solve for its sttaiytempera-
ture. However, since the number of nodes in gniel-basedmodel is usually large, it employs a
more sophisticated multigrid technique [81] which in turn uses an iterative S=gieslel method
for steady-state solution. For transient calculation, HotSpot uses atiedstep-size, fourth order
Runge-Kutta method [81]. The reason for the choice of these solvetithety are simple enough
to be implemented and modified easily and efficient enough to be used in real-timaroistec-
tural simulations. Integration of more efficient off-the-shelf solvers inbtSibot is an area of future
work not part of this dissertation.

HotSpot has been validated against two different finite-element sodersorks [37,103] and
ANSYS [4,50]. It has also been validated against actual measurenmentsaftest chip [52, 108]
and a Field-Programmable Gate Array (FPGA) [112].

For the kind of studies in this dissertation, the thermal model must have the ifndj@roperties.
It must track temperatures at the granularity of individual microarchitatumits. It must be
parameterized, in the sense that a new network of Rs and Cs is automaticaifatgel for different
microarchitectures. It must be portable, making it easy to use with a rangsaafr/performance
simulators. It must be able to solve the RC-circuit’s differential equatiomskiyu It must be
calibrated so that simulated temperatures can be expected to corresporad veowtd be observed
in real hardware. The HotSpot model meets all these conditions. It idvaasefthat provides an
interface for specifying some basic information about the thermal solutidrcarspecifying any
floorplan that corresponds to the architectural blocks’ layout. HotBgotgenerates the equivalent

RC circuit automatically, and supplied with power dissipation over any chirserstep, computes
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temperatures of each block of interest. It is efficient and extensible, g#kéncorrect fit for the
microarchitectural thermal studies of this dissertation.

HotSpot is a group effort that has involved many people. Apart frompoafessors (Skadron
and Stan), acknowledgements are due to Wei Huang, Shougata Gh@skelbisamy and David
Tarjan. Particularly, a majority of the modeling work and model validation anéritmtions of Wei
Huang. My role, as one of the two primary contributors, has been in thgrdasd implementation
of the software, including feature enhancemeatg.(the ability to model a configuration without
the heat sink or heat spreader), accuracy enhancements (of bditothebasedand grid-based
models), performance enhancements of the soleegsddaptive step sizing of the transient solver
and the multigrid technique for the steady-state solver) and usability improverieen support
for integration with other simulators, cleaner interfaeés). Furthermore, my contributions also
include analytical reasoning of modeling granularity and capacitance figtaigrs and some model

validation using the ANSYS tool.
2.5 Analytical Choice of Parameters
2.5.1 Lumped Capacitance Scaling Factor

(a) Elmore Delay Model

[ l

(b) Thermal RC Network

Figure 2.5: lllustration of the RC networks corresponding to the Elmore aetalel and the equiv-
alent circuit for thermal conduction.

It was mentioned in the last section that the three-dimensional discretizatia$pbt reduces

the heat conduction problem to a single dimension. However, care hasa@dreto ensure that
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the equivalent RC approach in one dimension matches closely with the trogaihresponse. As
a distributed RC network, the transient solution of the true thermal respoasdnfinite series of
exponentials while that of a lumped RC is a single exponential. The common prattalculat-
ing the lumped RC values is to use the Elmore delay model [34], as a resultidf,véhscaling
factor of 50% is typically used. However, the Elmore delay model assumissrédogted RC net-
work that is slightly different from the equivalent thermal RC network.uFég2.5 illustrates both
these networks. Figure 2.5(a) shows a network corresponding to thed=tietay model while
Figure 2.5(b) shows a network equivalent to thermal conduction. TherElaelay model has a
voltage source at its input while the thermal model has a current sour@eoler, the output ter-
minal of the Elmore delay model is open while that of the thermal model is cormh&xground.
Hence, the 50% scaling factor from the EImore delay model is not directlicapje in the thermal
case. Instead, the principle of its derivation should be applied to the pnailéand (in this case,
one-dimensional transient thermal conduction) in order to calculate the@pie scaling factor.
One of my contributions to the HotSpot model is the derivation of such amagppifor the thermal

conduction problem.

q EE) ) T =0

T(x,0)=0

Figure 2.6: A transient thermal conduction problem equivalent to HotST network with a
single node.

Let us consider the transient thermal conduction problem in one dimengtoboundary con-
ditions similar to those found in HotSpot. We are interested in the case similar tceFidh(ib)
where the input node of a thermal circuit is supplied by a current s@unmgeés connected to ground
through a thermal distributed RC line. Figure 2.6 shows an equivalent theitortion. A thin rod
of lengthl, which is insulated on the sides, has one end at zero temperature while ¢hewdhs
supplied with a heat flux (power densify) Let the thermal conductivity of the material of the rod
bek, its thermal capacitance loeand its density b@. Then, if the transient temperature of the rod

at distancex from the left end at time is denoted byT (x,t), then the one-dimensional transient
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thermal conduction equation that describes this system is given by [17]:

oT K 0°T
subject to:

T(,t) = O (2.3)
T(x,0)0 = 0 (2.4)
oT B q
& ‘X:O = _E (2-5)

The solution for the above equation and boundary conditions can be effaom [17]. Note

that we are only interested in the temperatur& at0 or T(0,t). For simplicity of notation, let

us define the normalized temperatig,m to be TT((S’:J). Then, the expression fdem can be

calculated as:

® t
8 e*”ZTR*c
Tnorm: 1-—= g (2-6)
T[Z n:17 757"' n2
where,RC = &K'z or
1 1
R:E'K and C=c-p-I-A (2.7)

i.e. RandC are the same as equivalent thermal resistaRpeand C;, mentioned in equa-
tion 2.1. Now, we seek to approximalgy,m by an equivalent RC pair. Let us say that the time
constant of that RC pair be The response for an RC pair is given by BT, Clearly, Thorm is
an infinite sum of exponentials while the response of an RC pair is a singmerpal. Hence, an
exact match is not possible. However, taking cue from the EImore delaylnsintze both expres-
sions are exponentials going from 0 to 1, we can seek that thebo&their curves match (since

the areaunderthem is infinity). In other words, we could seek that the integrals -6fTiorm and
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Figure 2.7: Distributed's.lumped thermal response.

1-(1- e%t) —ev match. It can be seen that the latter integral (from ®Yds equal tor. So, we

get
8 [® e*”z%%cdt
b _/0 n:l%S,.. n?

_ 32.RC 1

B n:1;5...n4
RC

R 2.8
3 (2.8)

SinCey 135, 4 = 9% from [1].
Thus, the scaling factor for the lumped capacitance turns out %1 deigure 2.7 shows this
experimentally. It plots the true thermal respongg{,) and the lumped responses with scaling

factors of 0.5 an(% respectively. It is evident that the scaling factor of 0.33 offers a betétch.

2.5.2 Convection Capacitance

We saw in Section 2.4 from Figure 2.4 that HotSpot models the convectiomdmeaval at the fins
of the heat sink using a convection resistance. For a convection hesfetrao-efficient and area
of convectionA (which is nothing but the area of the top face of the heat sink), the reseRaghvec

is calculated ag;. In order to model the transient behaviour of the heat removal due tecton,
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HotSpot also includes a convection capacitabggvee This section throws more light on how the
value ofCconvecis computed in HotSpot.

The rate of heat transfer due to convection from a given surfacedamaient temperaturémp
is directly proportional to the difference in temperature between the sudadT,n, [56]. The
constant of proportionality is called the heat transfer co-effidielfo compute the lumped capaci-
tanceCeonvecat the heat sink, we can use this principle in conjunction with the law of ceaisen
of energy. Assuming the average temperature of the surfaCeti®e rate of heat lost due to con-
vection is the same as the rate of decrease in temperature multiplied by the buoilkltheassm

and the specific heat capaciy.e,

Solving this differential equation for an initial condition of= Tp att = 0, we get

hAt

T = Tamb+ (To— Tamb) - € me (2.10)

Hence, the thermal time constaRionvec: CeonveclS ﬂ‘—AC. In other words, ifReonveciS h—lA, then
Cconvec= Mc. For a typical configuration in HotSpot, most of the bulk thermal mass is frerhelat
sink. The mass of the heat spreader is a@%ﬂtof that of the heat sink and the mass of the silicon
die is about4—18th of that of the heat spreader. Hence, we can safely assume that thénéutial
massm is the mass of copper (heat sink and heat spreader). Hence, foefdndtdconfiguration
of HotSpot, withc denoting the specific heat capacity of copper, we@etec= mc= 91.377%.
However, since all capacitances are scaled by the scaling factoedenvthe previous section
(0.33), this value has to be divided by the same value to compensate for s¢édimge, the default

Ceonvecvalue for HotSpot is 274.13%.
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2.6 Empirical Leakage Model

The leakage power consumed even when circuits are idle and not swittdsngn important re-
lationship with temperature. Firstly, it increases exponentially with temperatBesondly, its
increase causes higher power density, resulting in even higher tempesatlso on. Such a re-
inforcing feedback loop could, in extreme conditions, lead to catastrophiocd due to thermal
runaway. Hence, in a study such as this dissertation involving the thermalgs@ent of micro-
processors, it is important to consider the relationship of leakage powemimerature accurately.
Hence, this section presents an empirical model that captures the most mpgactars in the
relationship between leakage and temperature.

We begin with the BSIM3 v3.2 device model [61] for the drain current of @SFET transistor.
Ignoring the effects of Drain-Induced Barrier Lowering (DIBL)saming that the supply voltage
is much greater than the threshold voltage and grouping parameters that cemstant for a given
technology [119], we get,

VesVT Vot f )

Ip =Ky -T2em(— (2.11)

Wherelp is the drain currentVgs is the gate voltageyr is the threshold voltageTl is the
operating temperaturé,is the Boltzmann constan, is the sub-threshold swing co-efficientjs
the charge of an electroNy¢; is an empirical BSIM3 parameter alk{d is an empirical constant
dependent on the technology.

For two different values of the gate voltayes andVgs,, if the corresponding drain currents
arelp, andlp,, then using equation 2.11, we get (b= Vgs, —Vis),

KT I&)

A:naln( (2.12)

Ip,
The transistor is said to be in sub-threshold conduction if the gate voltags ihéasthe thresh-

old voltage. So, under sub-threshold conduction,:—gér: 10 Vgs < V), this valueA is called the
1



Chapter 2. Thermal Modeling 24

sub-threshold slop8. Therefore, the sub-threshold swing co-efficigrdtan be written as:

q

=YK T

(2.13)

Now, from equation 2.12, wheViss = Vr, the drain current is called the saturation drive current
Jo. Similarly, whenvgs= 0, the drain current is called the sub-threshold leakage cug.eihts this
leakage current that determines the leakage power consumption. Mdvere) = Vr —0=Vr, we
get
KT, Jo

VT:nFIn(E) (2.14)

Now, from equation 2.11, if we assume that the transistor is off (h®age= 0) and if we
combine the technology-dependent parametgrandVy ¢ into an empirical constari{,, we get

the following expression for the leakage power of a transistor assumingpipéyssoltage isv:

2 K
Ki-V-Tc.e T (2.15)
where,
. q
Ko = E(VT +Vorf) (2.16)

Assuming that the dynamic power consumed remains constant with respeucprsture, the
ratio of the static to dynamic power also has a form similar to equation 2.15. feustioRr of

leakage power to dynamic power as a function of temperdtisegiven by :

K. _
Rr = V—Ff‘;ze% VT2.eT (2.17)
0'p

whereTy is the reference temperature adrglis the ratio afly and nominal voltag®j.
It is this equation 2.17 that is employed in this dissertation to model the relationsipdre

leakage power and temperature/operating voltage. The Rglissobtained from ITRS [99] reports.
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In order to computéd,, we first assume a constant sub-threshold slope @&%d find out the
sub-threshold swing co-efficientusing equation 2.13. Then, we obtain the sub-threshold current
(lo) and saturation drive currendg) values from the ITRS reports. Using these, we compute the
threshold voltagé/r using equation 2.14. Finally, we use the value of e parameter from
the BSIM3 device models and plug V&, Vo andn in equation 2.16 to obtaiK,. Thus, the
leakage-to-dynamic ratio is computed using equation 2.17.

This chapter described the thermal and leakage power models that dréousealuate the

microarchitectural techniques of the remainder of the dissertation. Spdlgjfic
e Described my contributions to the HotSpot [50, 52, 103], microarchitedtuzamal model.

e Presented the analytical rationale behind the choice of a couple of imppeaeameters of

the thermal model and

e Explained the construction of an empirical leakage power model [L03hibdtls the rela-

tionship between leakage power and temperature.

With this background, this chapter sets the stage for the different mititestural thermal man-
agement techniques (both static and dynamic) that are to be presented amieder of the

dissertation.



Chapter 3

Dynamic Thermal Management of a Single Core

3.1 Introduction

Thermal solutions for microprocessors used to be designed for thé-eass on-chip power dissi-
pation. However, such worst-case situations occur very rarely bed¢ha majority of applications,
especially for the desktop, do not induce sufficient power dissipatiomaduge the worst-case
temperatures. Thus, a thermal solution designed for the worst caseessasc As cooling costs
increase exponentially, such a large design margin becomes unaftordasolution to this prob-
lem is to decouple thermal management from the package. If the micropooaam manage its
own temperature by slowing down its execution or even halting completely whetign temper-
atures increase to unsafe levels, then the thermal solution need notigeedefor theabsolute
worst-case. It can be designed with the waygical application in mind and leave thmatholog-
ical applications to the processor’s self-management. Since typical highr@mpécations still
operate 20% or more below the worst case [40], this can lead to dramatigsatEven marginal
savings in the cost of the thermal solution leads to large dollar savingsdmeoéthe extremely
high volumes involved. Hence, almost all current-day high performanameepsors employ run-
time self-management of temperature, called Dynamic Thermal Managemew) (Z]. In fact,
this is the philosophy behind the thermal design of the Intel Pentium 4 [40kel$ a thermal so-
lution designed for aypical high-power application, reducing the package’s cooling requirement

by 20% and its cost accordingly. Should operating temperature eveedxeceafe temperature,

26
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the clock is stopped (this is referred to giebal clock gating until the temperature returns to a
safe zone. This protects against both timing errors and physical dansgeitfint result from sus-
tained high-power operation, from operation at higher-than-expactdient temperatures, or from
some failure in the package. As long as the threshold temperature that stapedhk (thetrigger
threshold is based on the hottest temperature in the system, this approach sutcesgtuates
temperature. This technique is similar to the “fetch toggling” technique proplmgd&rooks and

Martonosi [12], in which instruction fetch is halted when the trigger thrieslsoexceeded.

3.1.1 The Need for Architecture-Level Thermal Management

Thesechip-levelhardware techniques illustrate both the benefits and challenges of runtimmathe
management: while they can substantially reduce cooling costs and still allowltgpjdications to
run at peak performance, these techniques also reduce perforfoaang applications that exceed
the thermal design point. Such performance losses can be substantiahipitivide techniques
like global clock gating, with a 27% slowdown for the hottest application in thigptdr,art.

Instead of using chip-level thermal-management techniques, this warksatigat the microar-
chitecture has an essential role to pl@ifie microarchitecture has the ability to use runtime knowl-
edge of application behaviour and the current thermal status of diffareits of the chip to ad-
just execution and distribute the workload in order to control thermal beha. This chapter
shows that architecture-level thermal management techniques regulatsatumng with lower per-
formance cost than chip-wide techniques by exploiting Instruction-LBegallelism (ILP). For
example, one of the better techniques in this chapter—with only an 8% slowelaias a “local
toggling” scheme that varies the rate at which only the hot unit (typically thgenteegister file)
can be accessed. ILP helps mitigate the impact of reduced bandwidth taithahile other units
continue at full speed.

Architectural solutions do not of course preclude software or chiettgxermal-management
techniques. Temperature-aware task scheduling, like that propodedhmu and Smith [85], can
certainly reduce the need to engage any kind of runtime hardware teehbigi.there will always

exist workloads whose operating temperature cannot successfullyrmgyethby software. Chip-
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level fail-safe techniques will probably remain the best way to manage tatpemwhen thermal
stress becomes extreme, for example when the ambient temperature rigespdcifications or
when some part of the package fails (for example, the heat sink fallsBaff)all these techniques
are synergistic, and only architectural techniques have detailed temgeirdarmation about hot
spots and temperature gradients that can be combined with dynamic informatiarilaP in order

to precisely regulate temperature while minimizing performance loss.

3.1.2 Contributions

This chapter evaluates a variety of DTM techniques, proposing thresctasmes: “Temperature-
Tracking” Dynamic Frequency Scaling (TTDFS), migration of computation {oeaesregister file,
and local toggling. These schemes are compared against previouplysptbschemes such as
Dynamic Voltage Scaling (DVS) [12, 36, 49], global clock gating [40]ttFetoggling [12] and a
low-power secondary pipeline [68]. The most effective technique BHAT: timing errors due to
hot spots can be eliminated with an average slowdown of 2%, and, if fnegw=an be changed
without stalling computation, less than 1%. For temperature thresholds wiesenging physical
damage is also a concern, using a spare register file and migrating comphédti@en the register
files in response to heating is the best, with an average slowdown of 5-Zds%l.toggling and an
overhead-free voltage scaling technique performed almost as well, lithtlslawwdowns of about
8%. All our experiments include the effects of sensor imprecision, whiafifgigntly handicaps
runtime thermal management.

The experiments in this chapter also involved group effort with contributioo Siva
Velusamy, David Tarjan and Yingmin Li. Hence, | would like to acknowledgé thputs. Among
the newly proposed schemes, my contributions have been mainly in TTDRS8igration of com-
putation. Siva Velusamy took the lead in modeling the local toggling. In the ei@uaf the
previously-proposed schemes, my contributions to DVS include the casfibapproach of deter-
mining when to change the voltage and frequency. This approach led teditkaiace of excessive
voltage changes. | was also responsible for the modeling of the relationstvijgen voltage and

frequency. Furthermore, | modeled the low-power secondary pipeliile Wiva contributed to the
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global clock gating/fetch toggling. David Tarjan worked on the power madell its calibration
against the Alpha 21364. Yingmin Li adapted SimpleScalar to an Alpha-like nidridacture. Fi-
nally, | also contributed extensively to the extended studies about theofdegsor error, heatsink
temperature, lateral thermal diffusion and wire delay of the spare refjister

The rest of this chapter is organized as follows. The next sectionidesgprevious work
related to DTM. Section 3.3 presents the three new DTM schemes and centpane against
the previously-proposed techniques. It also explores the role of theenaor non-idealities on
thermal management. Section 3.4 describes our experimental setup, sscemng initial tem-
peratures, and the time-varying behaviour of some programs. Sectionr8ams the various
thermal-management techniques’ ability to regulate temperature and dissassesf the results

in further detail and Section 3.6 concludes the chapter.

3.2 Related Work

3.2.1 Non-Architectural Techniques

A wealth of work has been conducted to design new packages that prgrédter heat-removal
capacity, to arrange circuit boards to improve airflow, and to model heatithge circuit and board
(but not architecture) levels. In addition to the design of new, highpaaity packages, quiet fans,
and the choice of materials for circuit boards and other componentsitieoek at the packaging
level has given a great deal of consideration to liquid cooling to achiatey thermal conductivity
(but cost and reliability are concerns) [6]; heat pipes to spreadratwi the heat to a location with
better airflow (especially attractive for small form factors like laptoesy, [114]; and to high-
thermal-mass packages that can absorb large quantities of heat witising the temperature of
the chip—this heat can then be removed during periods of low computatioityaotildVS can be

engaged if necessam,g.[16].
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3.2.2 Architectural Techniques

Despite the long-standing concern about thermal effects, only a fewesthdve been published
in the architecture field, presumably because power itself has only becaonaoa concern to
architects within the past five years or so, and because no good modéési¢iat architects could
use to evaluate thermal-management techniques. Guetlar[40] describe the thermal design
approach for the Pentium 4, where thermal management is accomplishddha gock gating.
Lim et al. [68] propose a heterogeneous dual-pipeline processor for mobileedewm which the
standard execution core is augmented by a low-power, single-issuejen{gipeline that shares
the fetch engine, register files, and execution units but deactivate$-outer components like the
renamer and issue queues. The low-power pipeline is primarily intendegptcaions that can
tolerate low performance and hence is very effective at saving eneugyhis technique is also
potentially effective whenever the primary pipeline overheats. This weekl Tempest [30], which
does model temperature directly, but only at the chip level, and no sefisotseare modeled.
Performance degradation is not reported, only energy-delay produc

Huanget al. [49] deploy a sequence of four power-reducing techniques—a filruiction
cache, DVS, sub-banking for the data cache, and if necessaral globk gating—to produce an
increasingly strong response as temperature approaches the maximusddilow. Brooks and
Martonosi [12] compared several stand-alone techniques for thenar@gement: frequency scal-
ing, voltage and frequency scaling, fetch toggling (halting fetch for soenieg of time, which is
similar to the Pentium 4’s global clock gating), decode throttling (varying thelbrar of instruc-
tions that can be decoded per cycle [87]), and speculation contmyirfgathe number of in-flight
branches to reduce wasteful mis-speculated execution [70]). Thepailst out the value of having
a direct microarchitectural thermal trigger that does not require a tragtogérating system and
its associated latency. They find that only fetch toggling and aggres$i@ese effective, and they
report performance penalties in the same range as found by the Huang ginfortunately, while
these papers stimulated much interest, no temperature models of any kindvaitela at the time
these papers were written, so both use chip-wide power dissipatiorgaderaer a moving window

as a proxy for temperature. As it was shown in Section 2.3, this value addesank temperature
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reliably. A further problem is that, because no model of localized heatilsgauailable at the time,
it was unknown which units on the processor ran the hottest, so some obitespd techniques do
not reduce power density in those areas which industry feedbackuaravm simulations suggest
to be the main hot spots, namely the register files, load-store queue, andiexeaunits. For ex-
ample, we found that the low-power cache technigues are not effelotizause they do not reduce
power density in these other hot units.

Skadroret. al.[100] proposed feedback control to modify the Brooks fetch-toggliggrithm
to respond gradually, showing a 65% reduction in performance penaitpa®d to the all-or-
nothing approach. However, it used a chip-wide thermal model givingaalized information. A
chip-wide model allows some exploration of chip-wide techniques like DVighftoggling, and
the Pentium 4’s global clock gating, but not more localized techniques, eesl bt capture the
effects of hot spots or changing chip layout. No prior work in the architecfield accounts for

imprecision due to sensor noise and placement.

3.3 Techniques for Architectural DTM

This section describes the various architectural mechanisms for dynamatimanagement that
are evaluated in this chapter, including both extant techniques and thaseettiatroduce, and
discusses how sensor imprecision affects thermal management. It ism@mivi® define several
terms: theemergency threshoid the temperature above which the chip ishiermal violation for
85°, violation may result in timing errors, while for lower-performance chips wigilhbr emergency
thresholds, violation results in higher error rates and reduced opeldtigne. In either case,
we assume that the chip shouléverviolate the emergency threshold. This is probably overly
strict, since error rates and aging are probabilistic phenomena, ancientffi brief violations
may be harmless, but no good architecture-level models yet exist for @ muanced treatment
of these thresholds. Finally, thdgger thresholdis the temperature above which runtime thermal
management begins to operate; obviously, triggemergency.

Before describing the runtime DTM techniques, it is also useful to show dleeplan of the
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Figure 3.1: (a): Die photo of the Compaq Alpha 21364 [26]. (b): Floerglarresponding to the
21364 that is used in our experiments. (c): Closeup of 21364 coré] [10

processor architecture we model. In all of our simulations so far, we hsee a floorplan (and
also approximate microarchitecture and power model) corresponding tofttiet Alpha 21364.
This floorplan is shown in Figure 3.1. Like the 21364, it places the CPU aioitee center of one
edge of the die, with the surrounding area consisting of L2 cache, mukigsoc-interface logic,
etc. Since we model no multiprocessor workloads, we omit the multiprocedsofare logic
and treat the entire periphery of the die as second-level (L2) cadiearka of this cache seems
disproportionately large compared to the 21364 die photo in Figure 3.He@gube we have scaled
the CPU to 130nm while keeping the overall die size constant.

When we vary the microarchitecture, we currently obtain the areas faremplocks by taking
the areas of 21264 units and scaling as necessary. When scalingligacbiguctures, we use
CACTI 3.0 [97], which uses analytic models to derive area. Since CAC&4priori predictions
vary somewhat from the areas observed in the 21264, we use kneas as a starting point and

only use CACTI to obtain scaling factors.

3.3.1 Runtime Mechanisms

This chapter proposes three new architecture techniques for DTM: &erype-tracking” fre-
quency scaling, local toggling, and migrating computation. They are evdlirat®njunction with
four techniques that have previously been proposed, namely DVau(iilse prior work, we add

feedback control), global clock gating (where we also add feedbawckat), feedback-controlled
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fetch toggling, and a low-power secondary pipeline. Each of the techsiigudescribed below.
For techniques which offer multiple possible settings, we use formal fekdimatrol to choose
the setting. Feedback control allows the design of simple but robust derdrimat adapt behaviour
to changing conditions. Following [113], we use PI (proportional-inteégmentrollers, comparing
the hottest observed temperature during each sample against the setpeidtffdrencee is mul-

tiplied by the gairk. to determine by how much the controller outprghould change,e..

ulk] = ulk—1]+Kc-ek—1] (3.2)

This output is then translated proportionally into a setting for the mechanismg beirirolled. The
hardware to implement this controller is minimal. A few registers, an adder, amdltiplier are
needed, along with a state machine to drive them. But single-cycle resigomseneeded, so the
controller can be made with minimum-sized circuitry. The datapath width in this coanitlso be
fairly narrow, since only limited precision is needed.

As mentioned earlier, Brooks and Martonosi [12] pointed out that fer EX M response, in-
terrupts are too costly. We adopt their suggestion of on-chip circuitrydinattly translates any
signal of thermal stress into actuating the thermal response. We assuneitingty consists of a
comparator for each digitized sensor reading, and if the comparatortfiatithe temperature ex-
ceeds the trigger, it asserts a signal. If any trigger signal is assereappinopriate DTM technique
is engaged.

Next we describe the new techniques introduced in this chapter, folloywekebother tech-

niques we evaluate.

3.3.1.1 Temperature-Tracking Frequency Scaling

Dynamic voltage scaling (DVS) is typically preferred for power and epegnservation over
dynamic frequency scaling (DFS), because DVS gives cubic savingsvirerpdensity relative
to frequency. Howeverindependentlyof the relationship between frequency and voltage, the

temperature-dependence of carrier mobility means that frequency is asolyirdependent on
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the operatingemperature Garrett and Stan [38] report an 18% variation over the range 0-100

This suggests that the standard practice of designing the nominal opdratingncy for the
maximum allowed operating temperature is too conservative. When applicatioasd the tem-
perature specification, they can simply scale frequency down in respotise rising temperature.
Because this temperature dependence is mild within the interesting operatiowg, thg perfor-
mance penalty of doing so is also mild—indeed, negligible.

For each change in setting, DVS schemes must stall for anywhere freB018 to accom-
modate resynchronization of the clock’s phase-locked loop (PLL)ifltbe transition is gradual
enough, the processor can execute through the change without stadlitigg Xscale is believed to
do [93].

We examine a discretized frequency scaling with 10 MHz steps apsl gt@ll time for every
change in the operating frequency; and an ideal version that do@scoothis stall but where the
change in frequency does not take effect until aftqrslias elapsed. We call these “TT-DFS” and
“TT-DFS-i(deal)”. Larger step sizes do not offer enough oppadtyuto adapt, and smaller step
sizes create too much adaptation and invoke too many stalls.

This technique is unique among our other techniques in that the operatingr&onpemay
legitimately exceed the 83hreshold that other techniques must maintain. As long as frequency is
adjusted before temperature rises to the level where timing errors might tune is no violation.

No feedback control is needed for TT-DFS, since the frequency islgialinear function of
the current operating temperature. It might seem odd, given the statédmaémiFS is inferior to
DVS, that we only scale frequency. The reason is that the dependéfrequency on temperature
is independent of its dependence on voltage: any change in voltageesegn additional reduction
in frequency. This means that, unlike traditional DFS, TT-DFS does nat aiductions in voltage

without further reductions in frequency.

3.3.1.2 Local Feedback-Controlled Fetch Toggling

A natural extension of the feedback-controlled fetch toggling propasgtD0] is to toggle indi-

vidual domains of the processor at the gentlest duty cycle that susttessfjulates temperature:
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“PI-LTOG”. Only units in thermal stress are toggled. By toggling a unit likeitiieger-execution
engine at some duty cycle @fy, we mean that the unit operates at full capacityXaycles and
then stalls foly— x cycles. The choice of duty cycle is a feedback-control problem fochwvye use
the PI controller with a gain of 1 (except the integer domain which uses a §ajreod a setpoint
of 81.8°.

In our scheme, we break the processors into the following domains, ¢aghich can be

independently toggled:

Fetch enginel-cache, I-TLB, branch prediction, and decode.

Integer enginelssue queue, register file, and execution units.

FP engine Issue queue, register file, and execution units.

Load-store enginel.oad-store ordering queue, D-cache, D-TLB, and L2-cache.

Note that decoupling buffers between the domains, like the issue queillestjiivdissipate some
power even when toggled off in order to allow neighboring domains to comtoperating; for
example, allowing the data cache to write back results even though the integee e stalled that
cycle.

Depending on the nature of the workload’s ILP and the degree of togdboglization may
reduce the performance penalties associated with toggling or GCG, battiwadnot unit is also
on the critical execution path, toggling that unit off will tend to slow the entirgcpssor by a

corresponding amount.

3.3.1.3 Migrating Computation

Two units that run hot by themselves will tend to run even hotter when adja€m the other
hand, separating them will introduce additional communication latency thatusr@ttregardless
of operating temperature. This suggests the use of spare units locatdd areas of the chip, to

which computation camigrateonly when the primary units overheat.
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Figure 3.2: Floorplan with spare integer register file for migrating computdtiod]

We developed a new floorplan that includes an extra copy of the integjsteefile, as shown
in Figure 3.2. When the primary register file reaches81lissue is stalled, instructions ready to
write back are allowed to complete, and the register file is copied, four vatieedme. Then all
integer instructions use the secondary register file, allowing the primaisteedjle to cool down
while computation continues unhindered except for the extra computatioeatiaincurred by the
greater communication distance. The extra distance is accounted forrgynchane extra cycle for
every register-file access. (For simplicity in our simulator, we approximatbytssnply increasing
the latency of every functional unit by one cycle, even though this yielsisipgstic results.) When
the primary register file returns to &, the process is reversed and computation resumes using the
primary register file. We call this scheme “MC". Note that, because thereiiggdo guarantee that
MC will prevent thermal violations, a failsafe mechanism is needed, forwhiEuse PI-LTOG.

It is also important to note that the different floorplan will have some direcaanhpn thermal
behaviour even without the use of any DTM technique. The entire integgne runs hot, and
even if the spare register file is never used, the MC floorplan spreattssouot units, especially by
moving the load-store queue (typically the second- or third-hottest blaclkjer away.

Another important factor to point out is that driving the signals over thedodgstance to the
secondary register file will require extra power that we currently daooount for, something that

may reduce MC'’s effectiveness, especially if the drivers are closedthar hot area.
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The design space here is very rich, but we were limited in the number opRowr that we
could explore, because developing new floorplans that fit in a rectarleut adding whitespace
is a laborious process. However, later work detailed in the next chaptennates this process
through simulated annealing.

The dual-pipeline scheme proposed by Létnal. [68] could actually be considered another
example of migrating computation. Because the secondary, scalar pipeirtegigned mainly for
energy efficiency rather than performance, the dual-pipeline schenmeeddche largest slowdowns
of any scheme we studied, and we compare this separately to our othereschdC could also be

considered a limited form of multi-clustered architecture [15].

3.3.1.4 Dynamic Voltage Scaling

DVS has long been regarded as a solution for reducing energy cotisanias recently been pro-
posed as one solution for thermal management [12,49], and is usedsfputpose in Transmeta’s
Crusoe processors [36]. The frequency must be reduced in atigiomwith voltage since circuits
switch more slowly as the operating voltage approaches the threshold volthagereduction in
frequency slows execution time, especially for CPU-bound application®§WS provides a cubic
reduction in power density relative to frequency.

We model two scenarios that we believe represent the range of what wii} lle available in
the near future. In the first (“PI-DVS”), there are ten possible dised/S settings ranging from
100% of the nominal voltage to 50% in equal steps. The penalty to chang&/thedlting is 10s,
during which the pipeline is stalled. In the second (“PI-DVS-i(deal)”),gh@cessor may continue
to execute through the change but the change does not take effectftantiushave elapsed, just
as with TT-DFS-i.

Because the relationship between voltage and frequency is not linetheit is given by [82]

K(Vad —W)?

Vi (3.2)

voltage reductions below about 25% of the nominal value will start to yieldrolsptionate re-
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Supply Voltage vs Period and Frequency
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Figure 3.3: Simulated and calculated operating frequency for variousyali¥yq. The nominal
operating point of our simulated processor is 3 GHz at 1.3V. [104]

ductions in frequency and hence performance. We used Cadence 8lith B)Onm low-leakage
models to simulate the period of a 101-stage ring oscillator under various @sltagletermine the
frequency for each voltage step (see Figure 3.3). Fitting this to a cuevdetermined thdt = 2.1
anda = 1.75, which matches values reported elsewherg, [58]. The appropriate values were
then placed in a lookup table in the simulator. For continuous DVS, we pefiioear interpolation
between the table entries to find the frequency for our chosen voltagegsettin

To set the voltage, we use a PI controller with a gain of 10 and a setpoidt®f &\ problem
arises when the controller is near a boundary between DVS settingsisieesmall fluctuations in
temperature can produce too many changes in setting andsxdéx each time that the controller
does not take into account. To prevent this, we apply a low-pass filter toathteoller output
when voltage is to be scaled up. The filter compares the performancef tbhstwoltage change to

the performance benefit of increasing the voltage and frequency akebritee change only when
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profitable. Both these cost and benefit measures are percentagesigédn delay. Computation
of the benefit is straightforward: current delay is just the reciprottiecurrent clock frequency.
Similarly, future delay is also computed and the percent change is obtamadtiese numbers.
However, in order to compute the cost, knowledge of how long the progitinun before incurring
another voltage switch is necessary, because the switch time is amortizes thaoduration. We
take a simple prediction approach here, assuming the past duration to kativedaf the future
and using it in the computation instead of the future duration. So, the ratio sfriteh time and
the past duration gives the cost. Note that this filter cannot be used wéegaltage is to be scaled

down because scaling down is mandatory to prevent thermal emergency.

3.3.1.5 Global Clock Gating and Fetch Toggling

As a baseline, we consider global clock gating (*GCG”) similar to what thier@ 4 employs [40],
in which the clock is gated when the temperature exceeds the trigger&f&@id ungated when
the temperature falls back below that threshold. We also consider a versidrich the duty cycle
on the clock gating is determined by a PI controller with a gain of 1 (“PI-GC6&ithilar to the
way PI-LTOG is controlled. We recognize that gating the entire chip’s chidine duty cycles
may cause voltage-stability problems, but it is moot for this experiment. We ealyte determine
whether PI-GCG can outperform PI-LTOG, and find that it cannoabse it slows down the entire
chip while PI-LTOG exploits ILP.

We also evaluated fetch toggling [12], and a feedback controlled veisiarich fetching
rather than the clock is gated until the temperature reaches an adequiat®levall, fetch toggling
and global clock gating are quite similar. We model global clock gating bedaatso cuts power
in the clock tree and has immediate effect.

While the clock signal is gated, power dissipation within the chip is eliminated ekmeljeak-
age power. Global clock gating is therefore a “duty-cycle based tegbhiqr approximating tra-
ditional DFS, but without any latency to change the “frequency”. Th&iBe 4 uses a duty cycle
of 1/2, where the clock is enabled foguand disabled fori, and once triggered, the temperature

must drop below the trigger threshold by one degree before normadtaperesumes [57]. In the
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Pentium 4, each change in the clock frequency requires a high-priotétyrupt, which Guntheet
al. [40] report takes approximatelyd (but Limet al.[68] report 1 ms). Brooks and Martonosi [12]
instead proposed fetdhggling, in which fetch is simply halted until the temperature reaches an ad-
equate level—they called this “togglel.” This has two minor drawbacks cadparclock gating,
in that power dissipation takes a few cycles to drop (as the pipeline draidshe power dissipation
in the clock tree (15% or more [70]) is not reduced. Brooks and Masdicsiso considered setting
the duty cycle on fetch to 1/2 (“toggle2”), but they and also Skaetaa. [100] found that this did
not always prevent thermal violations. We believe the reason that thedededs with a duty cycle
of 1/2 is that each phase is so long—microseconds rather than nandseeiiat the chip can cool
down sufficiently well. On the other hand, the penalty can be excessiga wily minimal cooling
is required.

Overall, fetch toggling and global clock gating are quite similar. We model gjidbek gating
("GCG”) separately because it also cuts power in the clock tree and hadiatmeffect. For the

feedback-controlled versions of both schemes, we use a gain of 1.

3.3.1.6 Low-Power Secondary Pipeline

Lim, Daasch, and Cai [68] proposed, instead of migrating accessesitidiral units, to use a
secondary pipeline with very low-power dissipation. We refer to this tectenas “2pipe.” When-
ever the superscalar core overheats anywhere, the pipeline is draimethen an alternate scalar
pipeline is engaged. This pipeline shares the fetch engine, register filexanution units of the
superscalar pipeline; because they are now accessed with at mosstroetion per cycle, their
power dissipation will fall, but it is only the out-of-order structures whastve power dissipation
is completely reduced. This scheme is essentially an aggressive vergiompiitation migration,
but we find that it penalizes performance more than necessary.

In [68], they do not model the extra latency that may be associated witlssingethe now-
disparate units, so we neglect this factor as well, even though we adoowich latency in our
“MC” technique. We also make the optimistic assumption here that when the lasr@@condary

pipeline is engaged, zero power is dissipated in the out-of-order unitstladie drain. We charge
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1/4 the power dissipation to the integer-execution unit to account for thiessgye activity. These
idealized assumptions are acceptable because they favor this schemve, stiiconclude that it is
inferior to simpler alternatives like our floorplan-based techniques ar BMS alone. Of course, it
is important to repeat that this technique was not optimized for thermal managbuteather for

energy efficiency.

3.3.2 Sensors

Runtime thermal management requires real-time temperature sensing. Sbpfaqaraublished
work of which we are aware has assumed omniscient sensors, whichoweirs Section 3.5 can
produce overly optimistic results. Sensors that can be used on chip fypthef localized thermal
response we contemplate are typically based on analog CMOS circuits usimgeat reference.
An excellent reference is [7]. The output current is digitized using g oscillator or some other
type of delay element to produce a square wave that can be fed to a rcodditeough these
circuits produce nicely linear output across the temperature range aésthitand respond rapidly
to changes in temperature, they unfortunately are sensitive to lithogragtiations and supply-
current variations. These sources of imprecision can be reducedKkiygrte sensor circuit larger,
at the cost of increased area and power. Another constraint thatéasity solved by up-sizing is
that of sensor bandwidth—the maximum sampling rate of the sensor.

Our industry contacts tell us that CMOS sensors which would be redsaiealise in moderate
quantity of say 10-20 sensors would have at best a precisiaf20€ and sampling rate of 10
microseconds. This matches the results in [7]. We place one sensochigectural block.

We model the imprecision by randomizing at each node the true temperatdnegreaer the
specified range-2°. We assume that the hardware reduces the sensor noises at runtiniedoy us
a moving average of the last ten measurements. Averaging reducesdhasetine square root of
the number of samples, if the measured value is stationary. However, thar seeasurement is
not stationary for any meaningful averaging window. Hence, we mustaisount for the potential
change in temperature over the averaging window, which we estimate to gigibteas much as

0.4° if temperatures can riseDD per 3Qus For+2°, we are therefore able to reduce the uncertainty
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to S= \/%] + 0.4 = £1°. An averaging window of ten samples was chosen because the improved
error reduction with a larger window is offset by the larger change in titkedlying value.

There is one additional non-ideality that must be accounted for when mgdsdimsors and
cannot be reduced by averaging. If a sensor cannot be locatettyeancident with every possible
hot spot, the temperature observed by the sensor may be cooler by satiaégadient facto
than at the hot spot. If, in addition to the random error discussed athmre,is also a systematic or
offset error in the sensor that cannot be canceled, this increasemtretude of the fixed errd.
Based on simulations in our finite-element model and the assumption thatseasdpe located
near but not exactly coincident with hot spots, we chd@ese 2°.

It can therefore be seen that for any runtime thermal-management teehtligwse of sensors
lowers the emergency threshold By+ S (3° in our case). This must be considered when com-
paring to other low-power design techniques or more aggressive atlgt packaging choices. It
is also strong motivation for finding temperature-sensing techniques tbiat ivs overhead, per-
haps based on clever data fusion among sensors, or the combinatiarsofssand performance

counters.

3.4 Simulation Setup

In this section, we describe the various aspects of our simulation framendrikow they are used

to monitor runtime temperatures for the SPEC2000 benchmarks [106].

3.4.1 Integration with HotSpot

HotSpot is completely independent of the choice of power/performancésgonuAdding HotSpot
to a power/performance model merely consists of two steps. First, initializafiomiation must
be passed to HotSpot. This consists of an adjacency matrix describingahgdlo (the floorplan
used for the experiments in this chapter is included in the HotSpot releadenaarray giving
the initial temperatures for each architectural block. Then at runtime, therpdissipated in each

block is averaged over a user-specified interval and passed to HstBasolver, which returns
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the newly computed temperatures. A time step must also be passed to indicategtheofethe
interval over the which power data is averaged. We chose a sampling &0 aycles as the best
tradeoff between precision and overhead.

The Runge-Kutta solver employs an adaptive step size algorithm. Giveteavairfor transient
simulation, the solver breaks it into multiple steps, computing temperatures itgratieach step.
The size of each step is determined by the adaptive step sizing. If the dldipe ®mperature
rise/fall is steep, the algorithm chooses small steps for accuracy. Othirehand, when the slope
of the temperature curve is shallow, the algorithm rushes through the flantesing large steps.
This improves the performance of the solver by many times. In fact, the exttdagion time for

thermal modeling is less than 1%.

3.4.2 Power-Performance Simulator

We use a power model based on power data for the Alpha 21364 [92 136 consists of a pro-
cessor core identical to the 21264, with a large L2 cache and (not myddletbss multiprocessor
logic added around the periphery. An image of the chip is shown in Figureakfg with the
floorplan schematic that shows the units and adjacencies that HotSpot mBdetsise we study
microarchitectural techniques, we use Wattch version 1.02 [13] to pravide@mework for inte-
grating our power data with the underlying SimpleScalar [14] architecturdem@®ur power data
was for 1.6 V at 1 GHz in a.Q8u process, so we used Wattch’s linear scaling to obtain power for
0.13y, Vgg=1.3V, and a clock speed of 3 GHz. These values correspond to thelyeaanounced
operating voltage and clock speed that for the Pentium 4 [84]. We assdimé&éckness of 0.5mm.
Our spreader and sink are both made of copper. The spreader is 1rkrarili8cmx 3cm, and the
sink has a base that is 7mm thick and 6gncm. Power dissipated in the per-block temperature
sensors is not modeled.

The biggest difficulty in using SimpleScalar is that the underl\simg-outordermicroarchi-
tecture model is no longer terribly representative of contemporary §s0cg€ so we augmented
it to model an Alpha 21364 as closely as possible. We extended both the rofdteeture and

corresponding Wattch power interface; extending the pipeline andihgetie centralized RUU
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into four-wide integer and two-wide floating-point issue queues, 80+émtEger and floating-point
merged physical/architectural register file, and 80-entry active list. [ewst-caches are 64 KB,
2-way, write-back, with 64B lines and a 2-cycle latency; the second-lsve MB, 8-way, with
128B lines and a 12-cycle latency; and main memory has a 225-cycle lafdreranch predictor
is similar to the 21364’s hybrid predictor, and we improve the performanceatoniby updating
the fetch model to count only one access (of fetch-width granularityyyme. The only features of
the 21364 that we do not model are the register-cluster aspect of theribieg way prediction in
the I-cache, and speculative load-use issue with replay traps (whiclneragase power density in
blocks that are already quite hot). The microarchitecture model is summarizatdle 3.1. Finally,
we augmented SimpleScalar/Wattch to account for dynamic frequency #adesscaling and to

report execution time in seconds rather than cycles as the metric of perfoema

Processor Core Other Operating Parameters
Active List 80 entries Nominal frequency 3 GHz
Physical registers| 80 Nominal Vyq 1.3V
LSQ 64 entries Ambient air temperature 45°C
Issue width 6 instructions per cycle Package thermal resistancg 0.8 K/W
(41nt, 2 FP) Die 0.5mm thick, 15.9mnx 15.9mm
Functional Units 4 IntALU,1 IntMult/Div, Heat spreader Copper, Imm thick, 3cnx 3cm
2 FPALU,1 FPMult/Div, Heat sink Copper, 7mm thick, 6¢cnx 6cm
2 mem ports
Memory Hierarchy Branch Predictor
L1 D-cache Size 64 KB, 2-way LRU, 64 B blocks, writeback| Branch predictor Hybrid PAg/GAg
L1 I-cache Size 64 KB, 2-way LRU, 64 B blocks with GAg chooser
both 2-cycle latency Branch target buffer 2 K-entry, 2-way
L2 Unified, 4 MB, 8-way LRU, Return-address-stack 32-entry
128B blocks, 12-cycle latency, writeback
Memory 225 cycles (75ns)
TLB Size 128-entry, fully assoc.,
30-cycle miss penalty

Table 3.1: Configuration of simulated processor microarchitecture. [104]

3.4.3 Modeling the Temperature-Dependence of Leakage

Because leakage power is an exponential function of temperature,gtvse contributions may
be large enough to affect the temperature distribution and the effecdwendifferent DTM tech-
niques. Furthermore, leakage is present regardless of activity, akagle at higher temperatures
may affect the efficacy of thermal-management techniques that redlycaaivity rates. Hence,
to make sure that leakage effects are modeled in a reasonable way, weinggler model: like
Wattch, leakage in each unit is simply treated as a percentage of its powarastie, but this

percentage is now determined based on the empirical model discussediam Q&
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We retain Wattch'’s notion that power dissipated by a block during a cycleichvitis idle can
be represented as a percentage of its active power. The only diféeisethat this percentage should
be a function of temperature. This condition is achieved by employing the ealpaakage model

from Section 2.6.

3.4.4 Benchmarks

We evaluate our results using benchmarks from the SPEC CPU2000 shiebefichmarks are
compiled and statically linked for the Alpha instruction set using the Compaq Alpimgiler with
SPECpeaksettings and include all linked libraries but no operating-system or multignogred
behaviour. For each program, we fast-forward to a single représensample of 500 million
instructions. The location of this sample is chosen using the data provideuenyw&odet al.[95].
Simulation is conducted using SimpleScalar’s EIO tra¢esensure reproducible results for each
benchmark across multiple simulations.

Due to the extensive number of simulations required for this study and théh&anany did
not run hot enough to be interesting thermally, we used only 11 of the to&IPE&C 2k benchmarks.
A mixture of integer and floating-point programs with low, intermediate, ancemérthermal de-
mands were chosen; all those we omitted operate well below tigé 8iyger threshold. Table 3.2
provides a list of the benchmarks we study along with their basic performpoaer, and thermal
characteristics. It can be seen that IPC and peak operating tempeaeguoaly loosely corre-
lated with average power dissipation. For most SPEC benchmarks, andsdlithTable 3.2, the
hottest unit is the integer register file—interestingly, this is even true for nueirfy-point and
memory-bound benchmarks. It is not clear how true this will be for otheclmark sets.

For the benchmarks that have multiple reference inputs, we chose onpetffamk we used
splitmail.pl with arguments “957 12 23 26 1014jzip- graphic;bzip2- graphic;eon- rushmeier;

vortex- lendian3;gcc- expr; andart - the first reference input with “-startx 110",

1External Input-Output (EIO) traces are replayable records of makéO activity in SimpleScalar
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IPC Average FF % Cycles in Dynamic Max | Steady-State Sink Temp. Sink Temp.
Power (W) (bil.) Thermal Viol. Temp. (C) Temp. (C) (no DTM) (°C) (w/ DTM) (°C)
Low Thermal Stress (cold)
parser (1) 1.8 27.2 183.8 0.0 79.0 77.8 66.8 66.8
facerec (F) | 2.5 29.0 ‘ 189.3 } 0.0 ‘ 80.6 ‘ 79.0 ‘ 68.3 | 68.3 ‘
Severe Thermal Stress (medium)
mesa (F) 2.7 315 208.8 40.6 83.4 82.6 70.3 70.3
perlbmk (1) 2.3 30.4 62.8 31.1 83.5 81.6 69.4 69.4
gzip (1) 2.3 31.0 77.3 66.9 84.0 83.1 69.8 69.6
bzip2 (1) 2.3 317 49.8 67.1 86.3 83.3 70.4 69.8
Extreme Thermal Stress (hot)
eon (1) 2.3 33.2 36.3 100.0 84.1 84.0 71.6 69.8
crafty (1) 25 318 72.8 100.0 84.1 84.1 70.5 68.5
vortex (1) 2.6 32.1 28.3 100.0 845 84.4 70.8 68.3
gee (1) 2.2 32.2 13 100.0 85.5 84.5 70.8 68.1
art (F) 2.4 38.1 6.3 100.0 87.3 87.1 75.5 68.1
Table 3.2: Benchmark summary. “I” = integer, “F" = floating-point. Fastsard distance (FF)

represents the point, in billions of instructions, at which warmup starts @ee331.5). [104]

3.4.5 Package, Warmup, and Initial Temperatures

The correct choice of convection resistance and heat-sink starting riztmgeare two of the most
important determinants of thermal behaviour over the relatively short timesstlaan can be
tractably simulated using SimpleScalar.

To obtain a useful range of benchmark behaviours for studying dyridweimal management,
we set the convection resistance manually. We empirically determined a valu8 &fW that
yields the most interesting mix of behaviours. This represents a medium-eaissink, with a
modest savings of probably less than $10 [114] compared to the 0.7 KVéation resistance that
would be needed without DTM. Larger resistaneeg, 0.85 K/W, save more money but give hotter
maximum temperatures and less variety of thermal behaviour, with all benktirigiher hot or
cold. Smaller resistances save less money and bring the maximum temperatloséom 85 to
be of interest for this study.

The initial temperatures that are set at the beginning of simulation also playeartde in ther-
mal behaviour. The most important temperature is that of the heat sink. Its ¢tingaat is on
the order of several minutes, so its temperature barely changes aridlgeltes not reach steady-
state in our simulations. This means simulations must begin with the correct hestaiperature,
otherwise dramatic errors occur. For experiments with DTM (except F$)Dthe heat-sink tem-
perature should be set to a value commensurate with the maximum tolerated dissteney@18°

with our sensor architecture): the DTM response ensures that chip tatms never exceed this
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threshold, and heat sink temperatures are correspondingly lower ifanavDTM. If the much
hotter no-DTM heat-sink temperatures are used by mistake, we haveethsigamatic slowdowns
as high as 4.5X for simulations of up to one billion cycles, compared to maximunusloms of
about 1.5X with the correct DTM heat-sink temperatures. The differbeteeen the two heat-
sink temperatures can be seen in Table 3.2. All our simulations use the apf@eplues from this
table.

Another factor that we have not accounted for is multi-programmed belravi “hot” ap-
plication that begins executing when the heat sink is cool may not geneeatpahstress before
its time slice expires. Rohou and Smith [85] used this to guide processoruicizednd reduce
maximum operating temperature.

Other structures will reach correct operating temperatures in simulatioeagdmable length,
but correct starting temperatures for all structures ensure that simglatiennot influenced by
such transient artifacts. This means that after loading the SimpleScalarHekxpmint at the
start of our desired sample, it is necessary to warm up the state of lamptustss like caches
and branch predictors, and then to literally warm up HotSpot. When we sitadiations, we
first run the simulations in full-detail cycle-accurate mode (but without stagiggthering) for 100
million cycles to train the caches—including the L2 cache—and the brancicfmed his interval
was found to be sufficient using the MRRL technique proposed by Haskid Skadron [44],
although a more precise use of this technique would have yielded specifitugantervals for
each benchmark. With the microarchitecture in a representative state alweittetemperatures.
These two issues must be treated sequentially, because otherwise dotdwsite effects would
idle the processor and affect temperatures. To warm up the temperateréisst set the blocks’
initial temperatures to the steady-state temperatures calculated using tHegkeaerage power
dissipation for each benchmark. This accelerates thermal warmup, lyatamat warmup phase
is still needed because the sample we are at probably does not exhiagewehaviour in all the
units, and because this is the easiest way to incorporate the role of the atwmpeatependence
of leakage on warmup. We therefore allow the simulation to continue in full-dsteié-accurate

mode for another 200 million cycles to allow temperatures to reach truly repegse values. Only
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after these two warmup phases have completed do we begin to track amyrexyal statistics.
Note that, in order to have the statistics come from the program region thatesdbehSher-
wood simulation points, the checkpoints must actually correspond to a pdnn8lion instruc-
tions prior to the desired simulation point. The “FF” column in Table 3.2 therefloog/s where are
checkpoints are captured, namely the fast-forward distance to reagloititevhere are warmup

process begins.

3.4.6 Time Plots

To more clearly illustrate the time-varying nature of programs’ thermal bebgvioFigure 3.4 we
present a few plots of programs’ operating temperature (with no DTM)dh eait as a function
of time. In each plot, the vertical line toward the left side of the plot indicatesrvthe warmup
period ends.

Mesa(Figure 3.4(a)) deserves special comment because it shows clgeaprphases. At each
drop in its sawtooth curve, we found (not shown) a matching sharp riskamd L2 data misses and
a sharp drop in branch mispredictions. The rate of rise and fall exacthhemtehat we calculate
by hand from the RC time constants. The temperatures are only varyingroglbanount near
the top of their range. So the increase in temperature occurs slowly, likgaaita that is already
close to fully charged, and the decrease in temperature is quite sharp,flikecapacitor being
discharged.

At the other end of the spectrumast, which has steady behaviour and therefore a flat temper-

ature profile.

3.5 Results for DTM

In this section, we use the HotSpot thermal model to evaluate the perforrobtigevarious tech-
niques described in Section 3.3. First we assume realistic, noisy seasdrthen consider how
much the noise degrades DTM performance. The remainder of the seatiomtbsents results

exploring the MC technique, lateral thermal diffusion and the role of initiatisénk temperatures.
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Figure 3.4: Operating temperature as a function of time (in terms of numbera¥ cjeles) for
various warm and hot benchmarks. [104]
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3.5.1 Results with Sensor Noise Present

Figure 3.5 presents the slowdown (execution time with thermal managemergdiivjdoriginal
execution time) for the “hot” and “warm” benchmarks for each of the themmahagement tech-
niques. The bars are the main focus: they give results for the betteiqaebn“ideal” for TT-DFS
and PI-DVS, the PIl-controller version of GCG, PI local toggling, and.M@e lines give results
for non-ideal TT-DFS and the weaker techniques: non-ideal PI5[B43G with no controlleri(e.,
all-or-nothing), and 2pipe. None of the techniques incur thermal violatiOnyy the hot and warm
benchmarks are shown; the two cold benchmarks are unaffected by BXddpt for mild effects
with TT-DFS (see below).

The best technique for thermal management by far is TT-DFS, with theH3-¥ersion being
slightly better. The performance penalty for even the hottest benchmasksi§ the worst isrt
with only a 2% slowdown for TT-DFS-i and a 3% slowdown for TT-DFSeTdhange in operating
frequency also reduces power dissipation and hence slightly reduezesakimum temperature,
bringing art down to 870°. If the maximum junction temperature of 8 strictly based on tim-
ing concerns, and slightly higher temperatures can be tolerated withoulyuediucing operating
lifetime, then TT-DFS is vastly superior because its impact is so gentle.

It might seem there should be some benefit with TT-DFS firmereasingfrequency when below
the trigger threshold, but we did not observe any noteworthy speedenen for TT-DFS-i with
the coldest benchmarhycf we observed only a 2% speedup, and the highest speedup weeaibserv
was 3%. With TT-DFS, a few benchmarks actually experienced a 1% stemdind the highest
speedup we observed was 2%. The reason for the lack of speedupkiths partly that the
slope is so small—this helps minimize the slowdown for TT-DFS with warm and hathearks,
but minimizes the benefit for cold ones. In addition, for higher frequengyrdoide significant
speedup, the application must be CPU-bound, but then it will usually barfibfrequency cannot
be increased.

If the junction temperature of 85s dictated not only by timing but also physical reliability,
then TT-DFS is not a viable approach. Of the remaining techniques, M@ljadd DVS, and PI-
LTOG are the best. MC with a one-cycle penalty is best for all but threbcagipns,gcc, crafty
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andperlbmk and the average slowdown for MC is 4.8% compared to 7.4% for DVS-vaftd for
PI-LTOG. Naturally, MC performs better if the extra communication latency tsgae register
file is smaller: if that penalty is two cycles instead of one, MC'’s average slawnds 7.5%. Itis
interesting to note that MC alone is not able to prevent all thermal violationsybenchmarks,
our MC technique engaged the fallback technique, PI-LTOG, and feetbenchmarks spent 20-
37% of the time using the fallback technique. This means that the choice ofttatibehnique can
be important to performance. Results for these two benchmarks are musé, iar example, if
we use DVS or GCG as the fallback.

Migrating computation and localized toggling outperform global toggling anutidealized
DVS, and provide similar performance as idealized DVS, even though D¥&nsba cubic re-
duction in power density relative to the reduction in frequency. The re&sprimarily that GCG
and DVS slow down the entire chip, and non-ideal DVS also suffers @ gieal from the stalls
associated with changing settings. In contrast, MC and PI-LTOG are abkploit ILP.

A very interesting observation is that with MC, two benchmagap andmesa never use the
spare unit and suffer no slowdown, avartexuses it only rarely and suffers almost no slowdown.
The new floorplan by itself is sufficient to reduce thermal coupling amongaheus hot units in
the integer engine and therefore prevents many thermal violations.

Although we were not able to explore a wider variety of floorplans, the esscof these
floorplan-based techniques suggests an appealing way to manage hdaince alternate floor-
plans and extra computation units are contemplated, the interaction of penfograwad temperature
for microarchitectural clusters [15] becomes an interesting area fibrefuinvestigation. Our MC
results also suggest the importance of modeling lateral thermal diffusion.

These results also suggest that a profitable direction for future workasdonsider the tradeoff
between latency and heat when designing floorplans, and that a hiecditechniques from gentle
to strict—as suggested by Huamegjal. [49]—is most likely to give the best results. A thermal
management scheme might be based on TT-DFS until temperature rea@regeeods threshold,

then engage some form of migration, and finally fall back to DVS.
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3.5.2 Role of Sensor Error

Sensor noise hurts in two ways; it generates spurious triggers whenntiperiture is actually
not near violation, and it forces a lower trigger threshold. Both redectopnance. Figure 3.6
shows the impact of both these effects for our DTM techniques (for F&-Bnd DVS, we look at
the non-ideal versions). The total height of each bar representktheosvn with respect to DTM
simulations with noise-free sensors and a trigger threshold.8f 82he bottom portion of each bar
shows the slowdown from reducing the trigger by one degree while kgé&pinsensors noise-free,
and the top portion shows the subsequent slowdown from introduciisgiseaise oft-1°. (For the
warm and hot benchmarks, the impact of both these sensor-relatets efes fairly similar.)

For TT-DFS the role of the different threshold was negligible. That isabse the TT-DFS
change in frequency for one degree is negligible. MC also experi¢ge®snpact from the different
threshold. We attribute this to the fact that the floorplan for MC itself has éingpeffect and
reduces the need for DTM triggers. Otherwise, lowering the triggerhbtédrom 828° (which
would be appropriate if noise were not present) reduces perforntgnte3% for the other major
techniques. 2pipe experiences a larger impact—4%—because it is soigmtféit cooling that it
must work harder to achieve each degree of cooling.

The spurious triggers further reduce performance by 0-2% for F$;[3-6% for PI-GCG; by
6—8% for PI-DVS, withart an exception for PI-DVS at 11%; by 2-5% for LTOG; 0—-4% for MC;
and 4-9% for 2pipe. The higher impact of noise for DVS is due to the highafostalling each
time a spurious trigger is invoked, and similarly, the higher impact of noisedipeds due to the
cost of draining the pipeline each time a spurious trigger is invoked.

Sensor error clearly has a significant impact on the effectivenessmohéh management. With
no sensor noise and a higher trigger, DTM overhead could be subbjarg@duced: TT-DFS’s
slowdown for the hot benchmarks moves from 1.8% to 0.8%, PI-DVS’sckdam from 10.7%
to 2.5%, PI-GCG's slowdown from 11.6% to 3.6%, GCG’s slowdown fronP% to 6.6%, PI-
LTOG's slowdown from 8.4% to 5.2%, MC'’s slowdown from 7.0% to 4.2%, apgbe’s slowdown
from 21.0% to 9.5%. These results only considered the impact of sensa, tioe “S” factor.

Reducing sensor offset—the “G” factor—due to manufacturing variatéorts sensor placement
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Figure 3.6: Slowdown for DTM from eliminating sensor noise, and from thresequent increase
in trigger threshold to 88°. [104]

would provide substantial further improvements commensurate with the impta @f threshold
difference seen in the black portion of the bars.

Overall, our results also indicate not only the importance of modeling tempeiatthrermal
studies, but also the importance of modeling realistic sensor behaviour. Adiddginew ways to

determine on-chip temperatures more precisely can yield substantial benefits

3.5.3 Further Analysis of MC

The MC technique, with local toggling as a fallback, merits further discudsi@nder to clarify
the respective roles of floorplanning, migration, and the fallback teckniqu

If the MC floorplan is used without enabling the actual use of the migratiorsphee register
file is unused and has a mild cooling effect. The permutation of the floorplarchEnges some
of the thermal diffusion behaviour. This has negligible effect for mostberarks, and actually
mildly exacerbates hot spots fperlbmk but actually is enough to eliminate thermal violations for
gzip, mesagandvortex

When the MC technique is enabled, it is able to eliminate thermal violations withihagfa
back to local toggling in all but two benchmarkg,candperlbmk

Figure 3.5 reported the results for a single extra cycle of latency in dogebe spare register

file. Figure 3.7 shows the effect of increasing this penalty to two cyclesartbe seen that a
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two-cycle latency significantly increases the cost of MC, from an aeecddgt.9% to 7.5%. On
the other hand, we do not fully model the issue logic, which should factoigiatency and wake
instructions up early enough to read the register file by the time other opeaamdvailable on the

bypass network. This makes both sets of results (one and two cycle penpdissimistic.
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Figure 3.7: Slowdown for MC with 1- and 2-cycle penalties for accessiagpare register file.
[104]

Other floorplans that accommodate the spare register file may give diffesarits, and spare
copies of other units may be useful as well, especially for programs thaeagher hot spots. We
have not yet had a chance to explore these issues. Another studywerendtahad a chance to
perform is the cost-benefit analysis of whether the extra die area feptre register file would be

better used for some other structure, with purely local toggling as the DTNianésm.

3.5.4 Importance of Modeling Lateral Thermal Diffusion

Lateral thermal diffusion is important for three reasons. First, it canenfte the choice of a
floorplan and the placement of spare units or clusters for techniques lkemMnulti-clustered
architectures. Second, it can have a substantial impact on the therrasidaetof individual units.
When a consistently hot unit is adjacent to units that are consistently ctilderplder units help
to draw heat away from the hot unit. Failing to model lateral heat flow in sitogfige these can
make hot units look hotter than they really are, overestimating thermal triggdreraergencies

and potentially distorting conclusions that might be drawn about temperatate-design. Third,
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loose-correct| tight-correct|| loose-simple| tight-simple
art 1.00 1.00 1.00 1.00
gcc 1.00 1.00 1.00 1.00
vortex 1.00 1.00 1.00 1.00
crafty 1.00 1.00 1.00 1.00
eon 1.00 1.00 1.00 1.00
bzip2 0.68 0.76 0.90 0.90
gzip 0.67 0.72 0.91 0.91
mesa 0.42 0.58 0.71 0.71
perlbmk 0.31 0.36 0.39 0.39
facerec 0.00 0.00 0.00 0.00
parser 0.00 0.00 0.00 0.00

Table 3.3: Fraction of cycles in thermal violation (no DTM modeled) for the twfedsht floor-
plans (loose and tight) with lateral thermal diffusion properly modeled éctyrand with lateral
resistances omitted (simple). [104]

loose-correct| tight-correct|| loose-simple| tight-simple
art 1.00 1.00 1.00 1.00
gcc 1.00 1.00 1.00 1.00
vortex 1.00 1.00 1.00 1.00
crafty 1.00 1.00 1.00 1.00
eon 1.00 1.00 1.00 1.00
bzip2 1.00 1.00 1.00 1.00
gzip 1.00 1.00 1.00 1.00
mesa 0.87 0.94 1.00 1.00
perlbmk 0.45 0.47 0.52 0.52
facerec 0.00 0.00 0.00 0.00
parser 0.00 0.00 0.00 0.00

Table 3.4: Fraction of cycles above the thermal trigger point (no DTM mdgiébe the two differ-
ent floorplans. [104]

it turns out that failing to model lateral heat flow also produces artificially ttaermal rise and fall
times, contributing to the overestimation of thermal triggers but also making D Tivhigees seem
to cool the hot spots faster than would really occur.

As a preliminary investigation of these issues, we compared the two floorgiama in Fig-
ure 3.8. The “tight” floorplan in (a) places several hot units like the integgister file, integer
functional units, and load-store queue near each other, while the "looeein (b) places the
hottest units far from each other. In our experiments, we did not chamgaccess latencies to ac-
count for distance between units in the two floorplans. This isolates theffeetisethat are due to

thermal diffusion rather than differences in access latency. We coohpaehermal behaviour of
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these floorplans using our full proposed model and also a modified ménsighich lateral thermal

resistances have been removed.

FPAdd FPQ
FPQ IntQ
FPAdd
IntQ
IntReg

FPMul IntReg | ITB

FPMap IntExec FPReg
IntMap
ITB LdStQ ntExec FPReg FPMap IntMap| FPMul LdStQ
Bpred DTB Bpred DTB
Icache Dcache Icache Dcache

(a) Tight (b) Loose

Figure 3.8: Two floorplans used to study effects of lateral thermal diffu$l04]

Table 3.3 presents, for each floorplan, the fraction of cycles spergim#i violation (no DTM
was used for these experiments). The left-hand pair of columns préatnbbtained with the
full model (“correct”), and the right-hand pair of columns present aditiained with the lateral
resistances omitted (“simple”). Table 3.4 presents the fraction of cycleg apeve the thermal
trigger temperature.

Looking at the correct data, the distinction between the two floorplans is gléh the tight
floorplan spending more time at higher temperatures due to the co-locatiemeskhot blocks.
The tight floorplan will engage DTM more. A time plot for the integer registerdilmesais given
in Figure 3.9.

The simplified model, on the other hand, fails in two regards. First, it predigtehtempera-
tures and higher frequencies of thermal violation, higher even thanisblterved with the tight
floorplan. This error happens because even the tight floorplan is atiffuse away some of the
heat in the hot blocks to neighboring blocks. This difference is largesy4ip andmesa The
artificially high temperatures mean that simulations of DTM will generate sputi@umal triggers

and predict larger performance losses for DTM than would really beatgd. Second, the failure
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Figure 3.9: Temperature as a function of time for the integer register file witimésa benchmark,
for two different floorplans (tight and loose) and a simulation with laterahtiaéresistance omitted
(simple). [104]

to model lateral heat flow means that issues related to floorplan simply damnobdeled, as seen
by the fact that the two floorplans give identical results.

Without modeling lateral thermal diffusion, tradeoffs between thermal managt and latency

cannot be explored, and studies of dynamic thermal management may@pvestt results.

3.5.5 Role of Initial Heat-Sink Temperature

Finally, we wish to follow up on the point made in Section 3.4.5 that the choice oflihigat-
sink temperature plays a major role, and the use of incorrect or unrealisfietatures can yield
dramatically different simulation results. Figure 3.10 plots the percentagameexecution time for
various DTM techniques when the no-DTM heat-sink temperatures adeinstead of the proper
DTM heat-sink temperatures. The error only grows as the heat sink tatopeincreases. When
we tried heat-sink temperatures in the §0we observed slowdowns of as much as 4.5X.

The main reason this error is an issue is that microarchitecture powerfparfoe simulators
have difficulty simulating a benchmark long enough to allow the heat sink togehi@mperature
and settle at a proper steady-state temperature, because the time canstamthieat sink is so

large. Over short time periods, changes in heat-sink temperature wdfgctct as an offset to the
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Figure 3.10: Percent error in execution time when DTM techniques areletbdeing no-DTM
heat sink temperatures. [104]

chip surface temperatures. That is why the correct steady-state teomparast be obtained before
simulation begins. Thus for each DTM technique, floorplan, or trigger teatye, new initial
temperatures must be determined. Developing simulation techniques or figuresit to avoid
this tedious task is an important area for future work. Fortunately, fofalloDTM techniques
except MC, we found that the same initial “with-DTM” temperatures givenahld@ 3.2 were fine.
MC'’s use of a different floorplan requires a separate set of initial teatyners.

Because time slices are much smaller than the time constant for the thermalgackagtipro-
grammed workload will tend to operate with a heat-sink temperature that is sotheflaaerage of
the natural per-benchmark heat-sink temperatures, possibly redueingéhating temperature ob-
served with the hottest benchmarks and conversely requiring DTM fdraenchmarks. Thermal
behaviour and the need for DTM will therefore depend on the CPU siingdoolicy, which Rohou
and Smith used to help regulate temperature in [85]. Combining architect@leateysystem-level
thermal management techniques in the presence of context switching ismint¢hesting area for

future work.
3.6 Conclusions and Future Work
Using HotSpot, this chapter evaluated a number of techniques for regutattinlyip temperature.

When the maximum operating temperature is dictated by timing and not physicailitglieon-

cerns, “temperature-tracking” frequency scaling lowers the freggueten the trigger temperature
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is exceeded, with average slowdown of only 2%, and only 1% if the psoce®ed not stall during
frequency changes. When physical reliability concerns require thaethperature never exceed
the specification—85in our studies—the best solutions we found were an idealized form of DVS
that incurs no stalls when changing settings or a feedback-controllelizetaoggling scheme
(average slowdowns 7.4 and 7.7% respectively), and a computationtimigsaheme that uses a
spare integer register file (average slowdown 5-7.5% depending essatime to the spare register
file). These schemes perform better than global clock gating, and aasvallbetter than the non-
ideal feedback-controlled DVS, because the localized toggling exploitsati®n-level parallelism
while GCG and DVS slow down the entire processor.

A significant portion of the performance loss of all these schemes is demsoiserror, which
invokes thermal management unnecessarily. Even with a #nErenargin, sensor error introduced
as much as 11% additional slowdowns, which accounted in some caseastoich as 80% of the
total performance loss we observed.

These results make a strong case that runtime thermal management is twedfietin man-
aging the growing heat dissipation of processors, and that microartchead2TM techniques must
be part of any temperature-aware system. But to obtain reliable resaligeatural thermal studies
must evaluate their techniques basedamperatureand must include the effects of sensor noise as
well as lateral thermal diffusion.

Future work in this area could explore new workloads and DTM technjqué®tter under-
standing is needed for how programs’ execution characteristics andarghitectural behavior de-
termine their thermal behaviour; and clever data-fusion techniquesrepsecadings are needed
to allow more precise temperature measurement and reduce sensodipddoemance loss. The
sensor interpolation approaches of Chapter 6 are a step in this direchiothek important problem
is to understand the interactions among dynamic management techniques/fopawer, leakage
power, current variability and thermal effects, which together preseich but poorly understood
design space where the same technique may possibly be used for multiplegsibut at different
settings. Finally, thermal adjacency was shown to be important, making aaratriperature-

aware floorplanning and setting the stage for the next chapter.



Chapter 4

Static Thermal Management through Core-Level

Floorplanning

4.1 Introduction

Since most DTM schemes involve stopping the processor clock or reditesgpply voltage, they
have certain implications for a high-performance microprocessor. Firstiwllti-processor server-
based systems, this results in problems with clock synchronization anchtetiore-keeping. Sec-
ondly, high performance, power-hungry, hot applications causinD i to be enabled are slowed
down. This slowdown impacts systems offering real-time guarantees relgats/the slowdowns
caused are unpredictable and could potentially lead to failures in meetingrtiputaiional dead-
lines. DTM schemes are designed as solutions to deal with the worst-cplseatpns where
the thermal package deals with the average case. However, as prsdessome hotter across
technology generations, this average-case application behaviour itsgdf tie grow hotter caus-
ing reliability lapses and higher leakage. Hence, static microarchitecturaliteees for managing
temperature can complement what DTM is trying to achieve.

Orthogonal to the power density of the functional blocks, another impidator that affects
the temperature distribution of a chip is the lateral spreading of heat in silitbis spreading
depends on the functional unit adjacency determined by the floorplam® mhitroprocessor. Tra-

ditionally, floorplanning has been dealt with at a level closer to circuits thamic¢ooarchitecture.

60
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One of the reasons for this treatment is the level of detailed information fioorimg depends on,
which is only available at the circuit level. However, with wire delays domindbtigie delays and
temperature becoming a first-class design constraint, floorplanning hizslttabe looked at even
at the microarchitecture level. In this work, we investigate the question aheh#oorplanning at
the microarchitectural level can be applied viably towards thermal managemenqguestion and
the associated trade-off between performance and temperature anmedat a fairly high-level
of abstraction. In spite of using models that are not necessarily verifedetenis chapter hopes
to at least point out the potential of microarchitectural floorplanning imiced) peak processor
temperature and the possibility of its complementing DTM schemes. It shouldtée that floor-
planning does not reduce the average temperature of the entire chimuehy It just evens out the
temperatures of the functional units through better spreading. Therefar hottest units become
cooler while the temperature of a few of the colder blocks increasesdiagty. This aspect of
floorplanning is particularly attractive in comparison with static external cgolWhile cooling
reduces the ambient temperature and hence the peak temperature on,thelobigpnot reduce the

temperature gradient across the chip. This can be bad from a reliabilitjpstian

Contributions  This chapter specifically makes the following contributions:

1. It presents a microarchitecture level thermal-aware floorplanning taklébrplan, that
extends the classic simulated annealing algorithm for slicing floorplans [thl&a¢count for
temperature in its cost function using HotSpot [52]—a fast and accuradelrfay processor
temperature at the microarchitecture level. HotFloorplan is a part of the Biosgftware
release version 3.0 and can be downloaded from the HotSpot downteadrhe URL is:

http://lava.cs.virginia.edu/HotSpot.

2. It makes a case for managing the trade-off between performanderapérature at the mi-
croarchitectural level. It does so by employing a profile-driven apgnaf evaluating tem-
perature and performance respectively by using previously prdgbsemal [52] and wire

delay [3, 8, 78] models.
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3. It finds that thermal-aware floorplanning reduces the hottest tempesain the chip by a
significant amount (about 20 degrees on the average and up to 3&edegrith minimal
performance loss. In fact, floorplanning is so effective that it elimindt¢seathermal emer-
gencies (the periods of thermal stress where temperature rises aladetydtweshold) in the

applications without the engagement of DTM.

The remainder of this chapter is organized as follows: Section 2 disctiss@sevious work
in the area closely related to this chapter. Section 3 investigates the coolingigloté lateral
spreading and presents it as the motivation for this work. Section 4 desdhib thermal-aware
floorplanning algorithm, the microarchitectural performance model usedy the delay impact
of floorplanning and the simulation setup used in the evaluation of this wodtioBé presents the

findings of our research. Section 6 concludes the chapter and disqusssible future work.

4.2 Related Work

Previous work related to this chapter falls into three broad categoriegsting wealth of classical
algorithms available for floorplanning, second is the addressing of flauriplg at the architecture
level for performance and the third is floorplanning for even chip-wigerttal distribution.

Since the research in classical floorplanning is vast and it is impossiblevmpran exhaustive
overview of the contributions in the field, we only mention a very small samplesofvtirk related
to our thermal-aware floorplanning algorithm. A more thorough listing can twedidn VLSI CAD
texts like [39, 92]. Many floorplan-related problems for general fl@rp have been shown to be
intractable. Even when the modules are rectangular, the general flagrgaoroblem is shown
to be NP-complete [107, 77]. Hence, ‘sliceable floorplans’ or floopliwat can be obtained by
recursively sub-dividing the chip into two rectangles, are most populasst roblems related
to them have exact solutions without resorting to heuristics. While more gleaied complex
floorplan algorithms are available, this chapter restricts itself to sliceablglomrbecause of their
simplicity. For our work which is at the architectural level, since the numbégrradtional blocks is

quite small, sliceable floorplans are almost as good as other complex flaorjla@ most widely
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used technigue in handling sliceable floorplans is Wong et al.’s simulatedmp[115]. Itis easy
to implement, is versatile in handling any arbitrary objective function and hes ingplemented in
commercial design automation tools.

In the area of floorplanning at the architectural level for performaBkpanyapong et al.'s work
on profile-guided floorplanning [33] and Reinman et al.'s MEVA [27E works that we are aware
of. Profile-guided floorplanning uses microarchitectural profile infaimmeabout the communica-
tion patterns between the functional blocks of a microprocessor to optimifietinplan for better
performance. MEVA evaluates various user-specified microarchitdelternatives on the basis of
their IPC vs. cycle time trade-off and performs floorplanning to optimize thi®@peance. In spite
of dealing with architectural issues, it does so at a level close the cirngcsjdrifying architectural
template in structural verilog and architectural alternatives in a Synopsisilt format. Both of
these do not deal with temperature.

Thermal placement for standard cell ASIC designs is also a well résmharea in the VLSI
CAD community. [21, 25] is a sample of the work from that area. Howevey, thrget the “post-
RTL” design stage and hence cannot be applied at early (“pre-RigS)gn stages. Hung et al.’s
work on thermal-aware placement using genetic algorithms [54] and E&panyg et al.'s work
on microarchitectural floorplanning for 3-D chips [32] are also close ¢aattea of this work. Al-
though genetic algorithms are a heuristic search technique that can be echpkgn alternative
to simulated annealing used in this chapter, [54] deals with a Network-on-d&Zbiptecture (not
microarchitectural floorplanning) and hence assumes the availability of detaéed, circuit-level
information. [32] uses a Mixed Integer Linear Programming (MILP) apphoand its objective
function is not flexibile enough to be easily adapted for improving the solutiafity.

Parallel to our work [90], recently, Han et al. also published reseancthermal-aware floor-
planning at the microarchitectural level [43] in which they use the prelygusblished Parquet
floorplanner [2]. While their work also deals with the same topic as oursei dot consider per-
formance directly and uses the total wire-length of a chip as the proxyeidonmance. As we
show in our results, this proxy could be misleading and could potentially riesaifioorplan with

shorter wire-length but worse performance. Also, as [43] doesarmpare the performance impact
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of floorplanning with that of DTM, it does not answer the crucial questibwhy it is necessary to
address temperature at the floorplanning stage even in the present®iof D

Thermal-aware floorplanning is also likely to be a well-researched topic imthstry, espe-
cially at the post-RTL design stage. However, we are unaware of awopisly published work at
thepre-RTLor microarchitectural level design stage.

Apart from the above-mentioned research, we would also like to mentionitbelelay model
and parameters from Brayton et al. [78] and Banerjee et al. [8] anditbecapacitance values from
Burger et al [3]'s work exploring the effect of technology scalingtbe access times of microar-
chitectural structures. We use these models and parameters in the evabfigtiorfloorplanning

algorithm for calculating the wire delay between functional blocks.

4.3 Potential in Lateral Spreading

Before the description of the thermal-aware floorplanner, it is importanetiopm a potential
study that gives an idea about the gains one can expect due to flourgarsince the cooling
due to floorplanning arises due to lateral spreading of heat, we study theama level of lateral
heat spreading possible. This is done using the HotSpot thermal modél mbidels heat transfer
through an equivalent circuit made of thermal resistances and capastaorresponding to the
package characteristics and to the functional blocks of the floorplahelierminology of the ther-
mal model, maximum heat spreading occurs when all the lateral thermal nesistaf the floorplan
are shorted. Such shorting is equivalent to averaging out the powsitids of the individual func-
tional blocks. That is, instead of the default floorplan and non-unifpomer densities, we use a
floorplan with a single functional block that equals the size of the entire afdphas a uniform
power density equal to the average power density of the default cagbe@ther extreme, we also
make the thermal resistances corresponding to the lateral heat spregloéngqual to infinity. This
gives us an idea of the extent of temperature rise possible just due to titetims of lateral heat
flow. The table below presents the results of the study for a subset @8R benchmarks [106].

The ‘Min’ and ‘Max’ columns correspond to the case when the laterahtakresistances are zero
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and infinity respectively, while the ‘Norm’ column shows the peak steady-stanperature of the

chip when the thermal resistances have the normal correct values.

Table 4.1: Peak steady-state temperature for different levels of laeaaspreading’C) [91]

Bench Min | Norm | Max
bzip2 56 123 | 222

gcc 55 120 | 220
crafty 54 120 | 217
gzip 54 120 | 215

perlomk| 54 114 | 201
mesa 54 114 | 203
eon 54 113 | 201
art 55 109 | 188
facerec | 52 104 | 183
twolf 51 98 168
mgrid 47 75 126
swim 44 59 84

Clearly, lateral heat spreading has a large impact on processor téurperbhough the ideal
spreading forms an upper bound on the amount of achievable thermateglistic spreading due
to floorplanning might only have a much lesser impact because, the furidilooks of a processor
have a sizeable, finite area and cannot be broken down into arbitrarilyssrhélocks that can be
moved around independently. Hence, the maximum attainable thermal gairsisatoed by the
functional unit granularity of the floorplan. In spite of the impracticality of irmpétation, this
experiment gauges the potential available to be tapped. Conversely, ikgdsraent indicated

very little impact on temperature, then the need for the rest of this chaptéd Wwewbviated.

4.4 Methodology

4.4.1 HotFloorplan Scheme

The broad approach we take in this work is to use the classic simulated agreadied floorplan-
ning algorithm [115]. The only difference is that the cost function hewelies peak steady-

state temperature, which comes from a previously proposed microarchadetttarmal model,
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HotSpot [52]. Just like [115], HotFloorplan uses Normalized Polish &sgions (NPE) to repre-
sent the solution space of sliceable floorplans and uses three diffgpestof random perturbation
moveso navigate through them. The aspect ratio constraints for each funchitwadd are repre-
sented as piecewise linear shape curves. For each slicing structteepmrding to an NPE, the
minimume-area sizing of the individual blocks is done by a bottom-up, polynomialdh@ion of
the shape curves at each level of the slicing tree [92]. Once the sizingés the placement is then
passed onto HotSpot for steady-state temperature calculation. It uge®fiegenerated power
dissipation values of each functional block and the placement generatbd burrent step of Hot-
Floorplan to return the corresponding peak steady-state temperatufdodtplan then continues
through the use of simulated annealing as the search scheme through tios Space.

This work uses a cost function of the ford+ AW)T whereA is the area corresponding to the
minimum-area sizing of the current slicing structufeis the peak steady-state temperatifveis
the wire-length metric given by ¢jjdij, 1 <i, j < n, wherenis the number of functional blocks;;
is the wire density of the interconnection between bldcksd j, andd;; is the Manhattan distance
between their centers\ is a control parameter that controls the relative importancé ahdW.
As the units of measurement AfandW differ, A is also used to match up their magnitudes to the
same order. In our work, A is in the order of hundreds of square millimettss in the order
of tens of millimeters. So, just to match up the unisshould be in the order of 0.01. We also
find that assigning a relative importance of about 10% to the wire-lengthiergkeproduced good
floorplans. Hence, the value afwe use is 0.01 x 10% = 0.001. It is to be noted that the cost
function is a product of two terms. THA+ AW) term is the same as in the original floorplanning
algorithm [115]. The newl term has been included as a product term instead of a sum term
because we found the cost function to have a better gradation in valdiéféoent floorplans when
T was included in the product term than when it was included in the sum term.efhtded the
floorplanner to find more optimized solutions.

There are two floorplanning schemes that we evaluate. The first, callpdiEsic is a scheme
where all the microarchitectural wires modeled are given equal weightege;j = 1,Vi, j. In the

second, called afip-advancedthe weightsci; are computed in such a way that = 5 ¢;jd;; is
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proportional to an estimate of the slowdown in the execution time of the applicatien vun on
the floorplan being evaluated, in comparison to one with a default floorplan.

For the simulated annealing, we use a fixed ratio temperature schedule gutttethnnealing
temperature of a successive iteration is 99% of the previous one. Initiabling temperature is
set such that the initial move acceptance probability is 0.99. The anneatinggsris terminated
after 1000 iterations or after the annealing temperature becomes lessartkinashold, whichever
is earlier. The threshold is computed such that the move rejection probabifitgtaemperature is

99%.

4.4.2 Wire Delay Model

Thermal-aware floorplanning algorithms are faced with an interesting tetapeygerformance
trade-off. While separating two hot functional blocks is good for thergnadient, it is bad for
performance. To manage this trade-off during the design stage at theansititectural level, it
is essential to have a wire delay model that is detailed enough to accuratelgténthe trend of
important effects and at the same time, simple enough to be handled at thectmchitevel. In
our work, such a model is essential for evaluating the performance-tfadéthe thermal-aware
floorplans generated. In tHip-advancedscheme mentioned above, such model is also necessary
during the profile-driven floorplanning phase to convert the criticaéséngths of the floorplan
into actual performance estimates. Hence, we use a previously progosete, first-order model
for wire delay [8, 78]. We assume optimal repeater placement and heireedelay becomes a
linear function of wire-length. The equation from [78] that gives the wigkay for an interconnect

of lengthl segmented optimally into segments each of &izgis given by

T(l):zlm<b+ ab(l+%)) (4.1)

wherer,, ¢, andcy are the resistance, input and parasitic output capacitances of a minimum-
sized inverter respectivelya = 0.7, b = 0.4 andr andc are the resistance and capacitance of the

wire per unit length respectively. We use the equatiorigrand its measured values for a global
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130 nm wire (2.4 mm) from [8] and also assume that= cp. We then obtain the values ofand

c for global and intermediate level wires at the 130 nm technology node fBdmUsing these

and the equation fdgt, we obtain thdg: value for intermediate level wires also (sirigg: only
depends on/rc of that metal layer), which is found to be 1.41 mm. Using the above mentioned
equation and constants derived from previously published workspmg@ugte the delay of a global

or intermediate level wire, given its length for the 130 nm technology nodesumsg a clock
frequency of 3 GHz, using this model, the delay of a 5 mm wire amounts to 1@6scgt the

global layer and 2.88 cycles at the intermediate layer.

4.4.3 Simulation Setup and Evaluation

The microarchitectural performance model we use is a derivative ofithel&Scalar [14] simula-
tor, the power model is a derivative of Wattch [13] and the thermal moda isstheblock model

of HotSpot version 3.0 [52]. The basic processor architecture aondofiln modeled is similar

to [103], i.e., closely resembling the Alpha 21364 processor. The legbkager model is also
similar to [103] which uses ITRS [98] projections to derive the empiricalstams. The differ-
ences are mentioned here. This chapter uses a later version of Hotldpbtadditionally models

an interface material of thickness|ybetween the die and the heat spreader. Further, the package
thermal resistance is 0.1 K/W and the ambient temperature iSa® 40Dhe threshold at which the
thermal sensor of the processor engages DTM (called the trigger ctagsh 111.8 C while the
absolute maximum junction temperature that the processor is allowed to reachWitl{called

the emergency threshold) is °16. The floorplan similar to Alpha 21364 processor core is scaled
to 130 nm and is located in the middle of one edge of the die. Figure 4.1 shova#gprocessor
floorplan. The entire die size is 15.9 mm x 15.9 mm while the core size is 6.2 mm x 6.2mm. |
other words, the Manhattan distance between diagonally opposite cofribescore is 4.21 cycles

if a signal travels by a global wire while 7.16 cycles when it travels by annmdrate level wire.
The floorplanning schemes mentioned above operate on the set of bhovks & Figure 4.1. For
the purposes of the floorplanning algorithm, all the core blocks are alltavbd rotated and the

maximum allowed aspect ratio is 1:3 except when the aspect ratio of a blook batie processor
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floorplan is itself greater than that. In that case, the aspect ratio of thk ibltite basic floorplan,
rounded to the nearest integer, forms the upper limit on the allowable aspiectMoreover, for
this chapter, HotFloorplan operates only upon the core functional blé2kse the core floorplan

has been computed, the L2 cache is just wrapped around it so as to makditbelie a square.
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{LdsQ |
rlz:’::d [FPQ_[ITB IntExec I ntM an I nto
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Figure 4.1: (a) The basic floorplan corresponding to the 21364 thaetsinour experiments. (b)
Close-up of the core area. [91]

The first step of our thermal-aware floorplanning is profiling to obtain tleesme power dissi-
pation value for each of the functional blocks. Hence, we use a seebféaenchmarks from the
SPEC2000 [106] benchmark suite and obtain the power values througtasonu These values
are then averaged across all benchmarks and a single set of pogipatiisy numbers (one value
corresponding to each functional block) is passed onto the floorplafine floorplanner uses it to
find a thermally-optimized floorplan. During this profiling phase, the bencksrene run with the
train input set. After the floorplanning phase, the floorplans generated/alga¢ed in the evalu-
ation phase. These evaluation runs also use the same set of twelve betschotahereference
input set is used as opposed to than input set. A subset of benchmarks from the SPEC2000
suite was chosen so as to minimize the simulation time. However, the choice wasanefdéycto
exclude any bias. Of the 12 benchmarks, 7 are integer benchmarksaaafrém the floating-point
suite. They form a mixture of hot and cold, power hungry and idle bendksndhe list of bench-

marks and their characteristics is shown in Table 4.2. Whether itis from tlgeinte floating-point
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suite is indicated alongside the benchmark name. This data is gathered usiafeteace input
set and the benchmarks use the default Alpha-like floorplan. The tempratwown are transient
values across the entire run of the benchmark. In these referere@mdralso in the evaluation
runs, all the benchmarks are simulated for 500 Million instructions after ehitactural warmup
of 100 Million instructions and a thermal warmup of 200 Million instructions. It ibénoted that
like [103], this thermal warmup is after setting the initial temperatures of the cldpackage to
the per-benchmark steady-state values. Hence, any possibility of a thoedohatart is eliminated.
Also, like [103], the simulation points for the reference runs are chosiaig the SimPoint [96] tool.
It is also worth mentioning that the profile runs are mainly to obtain the avemagermissipation
values and as will be explained below, the performance impact of the Winesthermal modeling
in those runs is only to ensure accurate calculation of the leakage powigradiisn. Furthermore,
these profile runs do not use simulation points from the SimPoint tool but streijaulated after
fast-forwarding for 2 Billion instructions to remove unrepresentativeiigbaoehaviour. Like the
evaluation runs, these simulations are also run for 500 Million instructions aftarchitectural

warmup of 100 Million instructions and a thermal warmup of 200 Million instructions

Table 4.2: Benchmark characteristics [91]

Average| Average| Peak
Bench. IPC | Power | Temp. | Temp.
(W) °C) | (°©)

bzip2 (1) 2.6 42.2 81.7 127.1
gcc (1) 2.2 39.8 79.3 121.4
gzip (1) 2.3 39.3 79.1 122.1
crafty(l) 25 39.3 79.0 120.0
eon(l) 2.3 38.6 79.0 1135
art(F) 2.4 41.9 78.7 109.9
mesa(F) 2.7 37.4 78.2 114.6
perlbomk(l) | 2.3 37.1 76.9 117.3
facerec(F) | 2.5 33.6 74.4 107.5
twolf(l) 1.7 28.8 68.6 98.6

mgrid(F) 1.3 19.6 61.2 77.6

swim(F) 0.7 11.2 51.6 59.8

In order to model the performance impact of floorplanning, this work madessmpleScalar,



Chapter 4. Static Thermal Management through Core-Level Floorplannin 71

the delay impact of 13 major architecture level wires that connect the bdd¢ks floorplan shown
in Figure 4.1. These are by no means exhaustive but attempt to capture ¢ghemportant wire
delay effects, especially with very little connectivity information available agtichitectural level.
Such performance modeling of wire delay is used not only during the di@iuans (wherein, it is
used to measure the IPC cost of the floorplans being evaluated) butuaisg the profiling phase
of the fl[p-advancedscheme. For each of the major architectural wires considered, the ekdsa d
on them is varied from 0 to 8 cycles. The train input set is used. Thegaefahis data across all
benchmarks is presented in Figure 4.2. The x-axis of the figure shdvesdstay incurred due to a
particular wire and the y-axis shows the resulting average performbwvegmvn. The slowdown is
computed in comparison to the base Alpha 21364-like microarchitectural midusflp-advanced
scheme makes use of the summary information from this data to quantify theeéhaportance

of the different wires and floorplans accordingly.
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Figure 4.2: Performance impact of varying the delay on critical wireg. [91

Figure 4.2 clearly shows that some wires are more critical than others flmrmpance. The
flp-advancedcheme is designed to exploit this. Given a floorplan, its cost function tresgtitnate
its performance in comparison with the base Alpha-like floorplan. We do thimalization as
a sanity check for our wire delay model. While the wire delay model we use m&htcburate
in terms of the time it takes for a sighal to propagate through a wire of givegiheit ignores

routing information and metal layer assignment because of such detailgingtdvailable at the
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architectural level. So, we use the microarchitectural model itself as a sdr@tk for the wire
delay model. For instance, in the base floorplan, assuming global wiresjithalelay model
indicates that the delay between the FPMap and FPQ units is 1.13 cycledd wyen rounded
to the next higher integer). However, these units microarchitecturallggpond to the dispatch
stage and it just takes 1 cycle in the Alpha 21364 pipeline for dispatch. e{@rieen comparing
performance of a floorplan with the base floorplan, for each of the l&swive find the difference in
the corresponding wire delays between the given floorplan and thecasseOnly this difference,
and not the actual wire delay indicated by the model, is rounded to the hbaylesr integer cycle
boundary and used in our performance model as the extra delay idclfrthe new floorplan has
a wire shorter than the base case, it is ignored. This style of performardsdingis advantageous
to the base floorplan but is also justifiably so because the base floorplariviedifrom an actual
processor and hence is most likely to be optimized in the best possible manperformance. If
a wire is longer in the base floorplan, it is still probably the optimal point foefgpemance. Hence,
we do not count the wires shorter in the floorplans generated by oemsh Also, in order to deal
with the issue of metal layer assignment, we take the approach of doing awsrsiitidy with two
extremes—all wires being global vs. all wires being intermediate. Studyisg the extremes will
show the best- and worst-case gains achievable by floorplanning.

The flp-advancedscheme uses the slowdown data from Figure 4.2 for its cost function. The
performance slowdown is averaged across all the benchmarks. A sim@enaggession analysis
is performed on the averaged data and a straight line fit is made betweexirtheviee delay (in
cycles) and the average performance slowdown for each wire. The slothis regression line
gives the average performance slowdown per cycle of extra delaywirea Assuming that the
performance impact of different wires add up, a summation of these indivelowdowns can be
used to obtain an estimate of the overall slowdown for the entire floorplaat. i§hf s,vk are the
slopes of the regression lines of the wires under consideration, therpearice slowdown for the
entire floorplan is given by scnk wheren is the number of cycles it takes for a signal to propagate
through the particular wire. Sineg varies linearly with thed;; term (from the wire-length term of

the cost functioW = 5 ¢jd;;), it can be seen that assigning the weigljtgroportional tos, makes
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W proportional to an estimate of the performance slowdown due to the IPCfladtoorplan.

The profile data about the power dissipation and the performance impadteofielay are
used by the floorplan schemes and floorplans optimized for their respetiiective functions are
produced. These floorplans are then evaluated for their thermalotdidstics and performance.
For the former, the HotSpot model is used and for the latter, the perforrmandel developed in
this work is used. In evaluating the performance impact of the floorplarsuhgmes, this chapter
compares them with control theoretic DVS [103] as the DTM technique whereotkage is varied
from 100% to 50% in ten discrete steps. The frequency is also changediamly. The time taken
for changing the voltage and re-synchronizing the PLL is assumed to g I0vo versions of
DVS are modeled. In the first, calletVs the processor stalls during the fil8interval when the
voltage is being changed. In the second, catles-i (for ‘ideal dvs’), the processor continues to
execute albeit the new voltage becomes effective only after thesp@riod. Finally, we would
like to mention that while the thermal-aware floorplanning is designed to redoqeetature, still
a DTM scheme is required as a fall-back in case the temperature risesdtgotihreshold even
with floorplanning. This is also a reason why floorplanning is not a repiacé for DTM but a

complement to it.

45 Results

First, we present the floorplans selected by flpebasicand flp-advancedschemes. Figure 4.3
shows the core floorplans. The dead space in the floorplans is 1.14%-fmasicand 5.24% for
flp-advancedcomputed as ratios to the base core area. In case of the latter, the exgassghosen
by the floorplanner as a trade-off for maintaining both good thermal hetrasnd performance.
With current day microprocessors being more limited by thermal considesdtiam by area, we
feel that a 5% overhead could be tolerated. There is a possibility that thésaea could be used
for better performance. However, due to diminishing ILP, as procesaer moving away from
increasing single processor resources to more throughput-orierd@gghslearea is becoming less

critical than the other variables. Also, since clock frequencies are limitealy/tbg the cooling
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capacity of a processor, if floorplanning reduces the peak tempesgiuniéicantly, then similar to
the temperature-tracking dynamic frequency scaling scheme of [103¢ldbk frequency could
probably be increased to compensate for, or even enhance themenfa.

The aspect ratios of the entire core and the data cache is also interesgingn®v, the aspect
ratio of the core is not constrained by any upper bound while that of tteeadahe is limited by
a bound of 1:3. The fact that the floorplanner chooses such agiest as shown in Figure 4.3 is
interesting and suggests future work, both to explore the pros and tsnosloaspect ratios from

an implementation and performance perspective, and to continue refinehtieatfloorplanner.
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Figure 4.3: Floorplans generated by flaybasicand (b)flp-advancedschemes. [91]

These floorplans are then analyzed using the wire model in comparison witasie floorplan.
For theflp-basicfloorplan, its weighing all the 13 wires equally has resulted in most wires being
shorter than the base floorplan. The only longer wires are Bpretidc&TB-LAStQ and IntMap-
IntQ. The first two are longer by 1 cycle while the last is longer by 2 cyclkesjrective of the
assumption about the metal level of the wires (global vs. intermediate). Tddeative-length of
this floorplan is better than that of the base case by 12.7%. However, therloires are those

critical to performance. In case of tfip-advancedscheme, five of the 13 wires are longer than the



Chapter 4. Static Thermal Management through Core-Level Floorplannin 75

base floorplan. They are: IntQ-IntReg, Dcache-L2, FPMul-FP&;He-L2 and FPMap-FPQ. All
except the FPMul-FPQ interconnect are longer by 1 cycle, which is tdng2 cycles. While the
total wire-length of this floorplan is longer than the base floorplan by 13i7éan be seen from
Figure 4.2 that these wires are less critical to performance than the wirgsrlontheflp-basic
floorplan. This can be seen better when the performance results ave.sho

Figure 4.4 shows the impact of our floorplan schemes on peak temperahedeftmost bar
in each group shows the base case. The middle bar shows the défaldasicand the rightmost
one is forflp-advanced The temperature reduction due to floorplanning occurs because of three
main reasons. One is the lateral spreading of heat in the silicon. Thedsicthe reduction of
power density due to performance slowdown and the third is the reductlealaige power due to
the lowering of temperature. In order to decouple the effect of the latefromothe first, each bar
in the figure shows two portions stacked on top of each other. The bottainnm calledbasic
andadvancedespectively, show the combined effect of all the three factors mentialn@ee. The
top portions, calledasic-spreacand advanced-spreadshow only the effect of spreading. This
data is obtained by setting the power density of the new floorplans to be teqinat of the base
case and observing the steady-state temperature for each benchrmirklate does not involve
the performance model and hence the effects of slowdown and rethadeabe. It is to be noted
that in thebasicandadvancedoortions of the graph, we assume zero power density for the white
spaces generated by our floorplanner. However, the results damyatwch when the white spaces
are assigned a power density equal to the minimum power density on the dtigh (& usually in
the L2 cache). In fact, in theasic-spreacandadvanced-spreagdortions of the graph shown, we
actually do assign power densities in such a manner.

It can be seen from the graph that with 2X5 emergency threshold, all thermal emergencies
have been eliminated by floorplanning itself, even if not accounting forepaeduction due to
performance slowdown and leakage reduction. Also, betipdrasicandflp-advancedthe latter
shows better temperature reduction. This improvement is because of itasadrarea due to
white spaces, which absorb the heat from hotter units. Also, it can lev@ukthat a significant

portion of the temperature reduction comes from spreadiitgtbasicshows a larger reduction
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Figure 4.4: Impact of floorplanning on peak temperature. [91]

in temperature due to performance and leakage effects when compailpeativanced As it
will be shown later, this reduction is because the slowdown in performaratgigdarger for that
scheme. On the averagip-basicand flp-advancedreduce peak temperature by 21.9 and 23.5
degrees respectively with 12.6 and 17.2 degrees respectively beihgaamise of spreading. Since
the peak temperatures with floorplanning are much lower than the emergeeskdld, a careful
increase in the processor clock frequency could compensate forrioerpance loss, still keeping
the peak temperature within desired limits.

Figure 4.5 shows the performance impact of the schemes. flpH®sic and flp-advanced
schemes are compared agaidgt anddvs-i The advanced-gand advanced-ibars correspond
to theflp-advancedloorplan with global and intermediate metal layer assumptions respectively.
The basicbar corresponds to thip-basicscheme. There are no separate bars for different metal
layer assumptions fdtp-basicbecause the wire model’s extra delay predictions fall into the same
cycle boundary in both cases. The graph also shows a few other \éges named in the format
‘scheme-thresholdhere‘scheme’is eitherdvsor dvs-iand the'threshold’ is the thermal emer-
gency threshold for the DTM scheme. While the normal emergency threghal® C for our
experiments, we show these additional data as a sensitivity study with réspiee threshold.

It can be seen from the graph thii-advancedperforms better thafip-basic It should be
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Figure 4.5: Performance slowdown of the various thermal managemesthesh[91]

noted that its total wire-length is 30.3%orsethanflp-basic Still, its performance is better than
flp-basic because of its high weightage for the critical wires. This fact gli®ws that a simple
wire-length metric cannot be used as a proxy for performance when optgricr temperature at
the microarchitectural level. It could lead to an erroneous conclusigagtiiog a slower floorplan
as the better one because of its shorter wire-lerfiiradvanceds also quite competitive with the
DTM schemes. ltis slightly better than regular DVS and while worse than 28| is comparable
to it. Even when the emergency threshold is reduced t@ ©Q)3he performance of the floorplan
schemes does not change because the peak temperature with floopianméil below that and
the fall-back DTM is never engaged. However, changing the threslfieictiethe DTM schemes
adversely. At a threshold of 10%, even ideal DVS is worse thdip-advancedin real processors,
the threshold temperature is set based on considerations like the capahtigyamioling solution,
leakage, lifetime and reliability. It is designed to be well above the averagemeak temperature.
As technology scales and as this average-case temperature itself @scrémsgap between the
threshold and the peak temperature gets smaller. The data shown in Figwéhtareshold

temperatures lower than 148 aim to model this narrowing gap.

4.5.1 Comparison against Static Voltage Scaling

While the above results compare the floorplanning schemes wiiTld scheme(feedback-

controlled DVS), they do not explicitly compare them agaiststtic Voltage Scaling (VS). The
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performance of thadvancedloorplanning scheme was comparable to that of the idealized DVS
DTM scheme. Hence, one would expect that it performs better than stat&n¢8 DVS adjusts
the voltage at run-time while static VS is an offline setting.

As verification, let us consider the following ideal case: for the applicati@ouiring DTM
(7 out of the 12 benchmarks), let us scale down the voltage of the laasefloorplan. In this ex-
periment, the per-benchmark scale down factor is assumed to be knpviori in an omniscient
fashion. Comparing the percentage slowdown of such an experiment witlttancedloorplan-
ning scheme, following are the results:

When the scaling performed is just enough to elimitate thermal emergenciedowumsn
is 3.39%. When the scaling performed is to match the peak temperature of thelllgesware
floorplan, the slowdown is 18.45%, while the slowdown due to floorplannief i£3.41%. This
means that only under omniscient assumptions about the per-benchmlarg fxctors to eliminate
the thermal emergencies exactly, static VS matches the thermally-aware fiodgpiaply scaling
the voltage to obtain the thermal benefits of floorplanning comes with a muchr igtfermance

cost. Thus, clearly, floorplanning performs better than static VS.

4.6 Conclusions and Future Work

This chapter presented a case for considering microarchitecturgliooing for thermal manage-
ment. It described HotFloorplan, a microarchitectural floorplanning taadliticorporates profile
information to evaluate the temperature-performance trade-off early iregigrdstage. Results of
this work show that there is a significant peak temperature reduction péiarft@orplanning. In
our experiments, all the thermal emergencies were removed by just flonipdaalone. A major
part of this reduction comes from lateral spreading while a minor portioncalsees from reduced
leakage and slowed down execution. In comparison with a simple perfoennagiric like the sum
of the lengths of all wires, a profile-driven metric that takes into accownathount of commu-
nication and the relative importance of the wires reduces temperature bitteutwosing much
performance. In fact, the simple scheme results in a floorplan better in tertogbivire length

(and temperature) but significantly worse in terms of performance. lardodoptimize perfor-
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mance and temperature, the profile-driven scheme trades off a thirdleariarea. A tolerable
area overhead is used in reducing temperature significantly without carigang performance. In
comparison with DVS DTM scheme, the profile-based floorplanning schemfermed competi-
tively. The floorplanning scheme also performed much better than an dofthitie voltage setting.

As the gap between the average-case peak temperature and the thewetaglesis narrowing
down, the performance impact of DTM is on the rise. A combination of floorgleg and DTM
could address this issue effectively. By reducing the peak temperétangslanning can reduce the
amount of time DTM is engaged, thereby also reducing the undesirableaalcteal-time effects
of DTM. Furthermore, since the peak temperature with floorplanning is signify less than the
emergency threshold, the small performance impact of floorplanning easisibly be compen-
sated by an increase in processor frequency, still staying within theedekiermal limits. While
floorplanning reduces temperature, it does not eliminate the need for BVéh with floorplan-
ning, DTM is necessary as a failsafe option. Moreover, both DTM aradglanning address two
orthogonal issues of power density and lateral spreading. Hengecdhecomplement each other
in achieving the same objective.

In our immediate future work, we would like to investigate the effect of coimstrg the aspect
ratio of the entire core area in our floorplanning schemes and its impact omeigpgitude of white
space. However, as a more general future direction of researolhpuld like to study the effects
of thermal-aware floorplanning in multicore architectures, which is the topietoonsidered in
the next chapter. This work has given an architectural frameworkabttie area variable quantita-
tively. Such a treatment opens up many interesting venues of future atipitorOne could research
efficient ways of trading off area and more precisely, white spacénstghe design constraints of
temperature, power and performance. Combining such research witmgis'M schemes or
coming up with new DTM schemes that work collaboratively, taking into accthnarea variable,

could be further fruitful directions of research.



Chapter 5

Thermal Benefit of Multicore Floorplanning

5.1 Introduction

Early approaches to the thermal management problem involved designinbetimeal solution
(heatsink, faretc) for the absolute worst-case application behaviour. These appohatie later
been complemented by circuit and microarchitectural techniques that\adgptade-off the per-
formance of applications to suit the thermal needs of the microprocesstn. [8/namic Thermal
Management (DTM) techniques..[40,49,12,68,103,47] allow for the thermal solution to be de-
signed for the average-case rather than the worst-case, theréhy sasling costs. Circuit-based
DTM techniques involve either the scaling of the voltage and frequencyahtbroprocessor or the
stopping of the processor clock. Although effective in dealing with temipegasuch alterations to
the clock are undesirable in server environments as they lead to probletoskrsgnchronization
and accurate time-keeping. Moreover, with non-ideal threshold volzaing, such an ability to
reduce the voltage might not be easily available. Furthermore, microatcingEDTM techniques
that delay an application in response to a thermal overshoot are problemedal-time systems
as they lead to unpredictable slowdowns and hence could lead to appligaigsisg their dead-
lines. Hence, there have been research efforts to examine microanatsitéoermal management
schemes that do not compromise the latency of applications unpredictably.

Apart from controlling the level of computational activity of an applicationpther way to

handle the thermal management problem is through better distribution of hegsda In a multi-

80
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threaded environment, this can be accomplished by the scheduling of¢tmedoe hardware sub-
strate in a thermally-aware fashion to distribute heat evenly across thedrard/Vith the advent of
multicore and multithreaded processors, this approach has receieadatemterest [85,80,19, 23].
However, orthogonal to both these dynamic methods of thermal managemeéiotrihance trade-
off and scheduling), a static technique to distribute heat spatially is thernvadlgegloorplanning
at the microarchitectural level. For a single-core microprocessor, thecmally-aware floorplan-
ning was investigated in the previous chapter. It is not only attractiveusecat its predictability
(which is relevant for real-time applications), but also for its ability to complértiea dynamic
schemes since it is orthogonal to them.

Thermally-aware microarchitectural floorplanning has been studiedirfigiescore proces-
sors [91, 43,116, 18, 76]. However, multicore processors hagenhbe ubiquitous and they offer
a spectrum of placement choices from the functional block level to thelegel. Exploiting these
choices for thermal benefit is the focus of this chapter. Apart fromyHet al’s research [45]
that occurred parallel to this work and Donald and Martonosi's pagdértfit tried out alternative
placement strategies in the context of thermal efficiency of Simultaneous Medtiing (SMT)
and Chip Multiprocessing (CMP) architectures, we are not aware wiqugwork that addressed
thermally-aware multicore floorplanning at the microarchitectural level. ifgalty, this chapter

makes the following contributions:

e It examines the thermal benefit in changing the relative orientation of toedsomogeneous
multicore chip so as to keep the hottest units of adjacent cores as fafrapadach other as

possible.

e Since second-level caches have much lower computational activity thaotbg, they are
among the coolest units in a processor. Hence, this work studies the placaeih@ banks
between adjacent cores so that they can function as cooling bufféebtbarb the heat from

the cores.

e As an ideal case-study, it investigates the temperature reduction potémtialtizore floor-

planning by relaxing the requirements that functional blocks should stajnvaitine bound-
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aries and L2 cache banks should stay outside core boundaries.

The remainder of the chapter is organized as follows; Section 5.2 desgibeious work
related to this chapter. Section 5.3 explains our multicore floorplanning metgyd®@ection 5.4
presents the experimental results of our study and Section 5.5 concleblapter providing

direction to possible future work.

5.2 Related Work

The work that is most related to this chapter is a parallel effort by Hetlal.[45]. They also
present a multicore floorplanner that optimizes the temperature profile of aprocessor. They
take a multi-granularity approach that considers both the within-core andsacore floorplans for
thermal optimization. Their work employs a floorplanning algorithm that useslaietuanneal-
ing [60] based upon the sequence-pair representation [74] with duwetton incorporating both
temperature and bus length. Although their work has the advantage afrdaicpfor performance
more accurately, we believe that our approach is complementary to it. The mairation in their
paper is to floorplan an individual core in a multicore-aware fashion wittiuhetional blocks of
the core moved inwards from the periphery of the core so that when the filym a mosaic in the
multicore chip, the tiling does not result in the hot blocks being adjacent toaher. On the other
hand, our approach achieves the same end through different meankamging the orientation
of the cores and by placing second-level cache banks between thetmermore, as an academic
exercise disregarding the feasibility of practical implementation, we peréopotential study of
the achievable thermal benefit in multicore floorplanning by a) letting the furadtislocks from
different cores be close to each other crossing core boundarids) amgerting L2 cache banks in
between the functional blocks of a core. We believe that this is also a satifioint of distinc-
tion. Moreover, our work also performs a sensitivity study on core siaes area as a fraction of
chip area and L2 power density. Since these variables affect the thpemfaimance of a mul-
ticore floorplanner, it is important to consider them in the evaluation. Also, ik results in

floorplans with dead spaces (which might be a consequence of ustohgglbaks), which is a costly
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inefficiency in the areas.temperature trade-off since silicon real estate is expensive. Finally, their
work employs multiple floorplans for the same microarchitecture, which couttitéea significant
replication of design effort for each kind of floorplan used.

Another paper that has considered multicore floorplanning in a limited faghitmits primary
focus being other issues) is from Donald and Martonosi [31]. Whetystg the thermal efficiency
of SMT and CMP architectures, they try an alternative layout strategydiaceetemperature by
moving the two cores of a CMP apart, from the center of the chip to its edge. i Bimilar to
the use of L2 cache banks in our work as cooling buffers. Howewvey, épproach it as a one-off
technique without any generic extensions or applicability to arbitrary flangp Since temperature
is a serious concern for 3-D architectures, thermally-aware floorplgriair3-D chips is relevant
to our work [32,55]. Similarly, the wealth of work in thermally-aware placenfen ASICs and
SoCsé.g.[25, 21, 54, 41]) and microarchitectural floorplanning for thermal optatian [91, 43,
116,76,18] is also related to this work. However, none of these papetyg the placement choices

in multicore architectures.

5.3 Methodology

As multicore architectures have become the norm today, there are manyoiepielsement choices
available for a designer—from the functional block level to the core leVakse choices can be
exploited to spatially distribute heat effectively. Specifically, following amme of the possibilities

we consider for a homogeneous CMP:

5.3.1 Core Orientation

The advantage of having identical cores in a CMP is physical desigaaeAisingle core can be
designed once and re-used many times. In such homogeneous corésdsse the orientation of
the cores is such that their floorplans are mirror images of each otheraffaiggement typically
leads to hot functional blocks being adjacent to each other and orientadd®the center of the

core. Figure 5.1(a) illustrates the thermal profile of such an arrangdoreamhomogeneous four-



Chapter 5. Thermal Benefit of Multicore Floorplanning 84

(a) Centered (b) Alternative Orientation

(c) Checkerboard-like (d) Scatter

Figure 5.1: lllustration of different core arrangements for a four-@&P with each core resem-
bling an Alpha 21364. (a) shows a typical floorplan with hot units adjaicesach other. (b) shows
a floorplan with alternative orientations of the cores. (c) shows a chiechel-like arrangement
with the use of L2 cache banks as cooling buffers between the corgshdds an arrangement
used for a potential study with functional blocks scattered amidst the teofies. The adjacency
of the blocks in the original floorplan is maintained through the scattering]. [89

way CMP with each core resembling that of an Alpha 21364 as in [103]. Witt@wmpromising the
re-usability of the cores, a simple temperature-aware floorplanning scleuié be to experiment
with the orientation of the cores for temperature reduction. Fig 5.1(b) illusteateh a floorplan

with alternative orientations of the cores that result in reduced peak tatper Specifically, the
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cores on the bottom right and top left are flipped about the vertical aassing through their
respective centers.

Each core can have eight different orientations. They are the foatianal symmetries and
their corresponding four reflections (mirror images). Hence, for al-@MP, there are a total of
8« different possible floorplans. For a small number of coreg.(k< 6), this is still within the
limits of a brute-force search. Given a set of representative powebears (which can be obtained
through application profiling), we use the HotSpot [103] thermal model taiothe corresponding
thermal profile and choose the floorplan which offers the lowest pealetietyse. Once the number
of cores crosses the limit of a brute-force search, we employ simulatezhlam [60] to search
through the vast solution space. Each floorplan is encoded as a k-cligitnoomber denoting the
set of core orientations it is comprised of. The only type of move used imihesding schedule is
a random increment move where a random digit is chosen from the k-ttigg &nd incremented

(modulo 8) to the next numerical orientation.

5.3.2 L2 Cache Banks

As second-level caches are large, they are already partitioned intolmaakyg. Furthermore, their
power density is quite low because of relatively infrequent accessescesl their temperatures
are usually among the lowest in a chip. So, a possible strategy for tempgeradiuiction is to use
the L2 banks as cooling buffers between cores. However, in dointhegerformance cost of a
longer L2 bus must be accounted for. Since we assume a traditional h2 waih Uniform Cache
Access (UCA), the L2 latency already includes the worst-case lateany drcore to the farthest
L2 bank. Thus, in placing the cache banks between cores, the latemegseds only proportional
to the maximum extra distance a core moves within the chip due to the cache-bartiom For
the floorplan configurations considered in this chapter, a part of thdvaya wraps around the
periphery of the chip. In such a scenario, for the range of L2-arehifparea ratios we consider
(25-85%), a core can move an extra distance between 7 and 44%. Agsaiimear wire delay
model similar to Chapter 4, this implies the same percentage increase in L2 laten&inoe L2

latency is tolerated well by the microarchitecture due to the presence ofdhksahat filter out
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most of the accesses, this translates to less than 2% slowdown for SRE@Z@hmarks [91, 18].
Hence, in this chapter, we consider the performance impact of distributtngalcache banks
between the cores to be negligible. However, it is to be noted that our simugatiop involves
running identical benchmarks on all the cores with no communication betweemn tAlthough
this modeling methodology is a limitation of this work, we believe it is not a seriousenause
of two reasons. First, in comparison with an arrangement of the coreseadlj@ each other, the
cache insertion provides extra space for routing in the vicinity of the dores the sub-arrays of
the cache). This space could be used to reduce the latency of the imtection network by using
thicker wires, thus minimizing the impact of the latency on coherence trafficorige for a large
number of cores, Non-Uniform Cache Access (NUCA) is the likely chaicé since it already
envisions an interconnection network with a distributed arrangement of ties emd the cache
banks [59], the performance of a cache-bank inserted layout gestagl in this work is not likely
to be much different.

In exploring the placement of the cache banks, we first assume thatiteearsl aspect ratio
are flexible. Then, the processor cores and L2 blocks could begauao tile the entire silicon
real estate in a checkerboard-like fashion to increase the laterabspyeaf heat. Since silicon
acts as a spatial low-pass filter for temperature [51], maximizing the sp&iplédncy of the power
density distribution is beneficial for temperature reduction. For a chboked-like tiling of a
multicore chip, this is accomplished by making the high power areas (cores)abkas possible
(by separating the cores from one another) and the low power aréasdrethem (caches) as
large as possible. Furthermore, since the chip boundaries allow latexattreduction only in
two or three directions (instead of four), this also means that the coredgdshe placed away
from the chip boundaries to facilitate heat spreading. A sample of sucliargament is shown in
Figure 5.1(c). Please note that although we use thed¢batkerboard-likethe cache-bank insertion
is in essence seperating the corebaththe x andy directions with cache banks. In Figure 5.1(c), a
true checkerboard arrangement would have had another core in thie sggére. However, in this
chapter, we use the tercheckerboard-likdéor the lack of a better alternative. Also, for determining

the positions of the cores and the cache banks, we assume (heuristicatlggjhcent cores are
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equidistant from each other and that the distance between a peripberard chip boundary is

half the distance between adjacent cores.

5.3.3 Hierarchical Floorplanning

Since the checkerboard-like arrangement separates the coresrfeoanother, it reduces the lat-
eral thermal coupling between them. This affords us a possibility of floongtg the functional
blocks of the cores independent of their multicore arrangement. Hercapply a hierarchical
floorplanning algorithm combining the single-core floorplanner from @ra$ with both of the
above techniques (orientation and tiling). Given a set of functional Blackl their area and as-
pect ratio constraints, it first floorplans the core using the classic Wodd_a [115] simulated
annealing algorithm with a cost function that includes area, delay and tatoper In assigning
the relative importance to architectural wires, we use the modifications stiegidey [18] instead of
the order proposed in Chapter 4. This single-core floorplan is thenggdan a checkerboard-like
fashion with L2 cache banks arranged in between the cores as dedariBection 5.3.2. Then, as
a final step, the orientation space of the cores is searched using simulatadiag as described in

Section 5.3.1.

5.3.4 Potential Study

Finally, as a theoretical exercise without much regard to its practical fégsitve investigate a
floorplanning strategy that allows for complete flexibility in the placement oftional blocks even
disregarding the core boundaries. Since this strategy compromises desiga and performance
at all levels, it is not presented here as a practical technique. Suckparireent is useful just
as a potential study to measure against the performance of the other tehmegntioned above.
We look at two possibilities: in the first, we apply the single-core floorplanaiggrithm from
Chapter 4 to a combined list of all the functional blocks in the entire multicore dififs scheme
basically results in a medley of functional blocks from different coresupging the center of
the multicore chip and surrounded by the L2 cache banks. Comparedtatigralternative core

orientation strategy mentioned in Section 5.3.1, it tells us how much thermal potsraiadilable
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in distributing the functional blocks within the cores. The second possibilitionle at is to insert
the L2 cache banks even between the functional blocks within a coreh iBsertion results in
the scattering of the functional blocks through out the entire chip. In theess of scattering,
the adjacency of the functional blocks is retained as it was in the origimel famorplan. This
scheme is illustrated in Figure 5.1(d). It is useful to compare the figure aghason-scattered
version in Figure 5.1(a) and the core-level cache inserted versionune?gl(b). Such a scattering
serves as a benchmark for the L2 cache insertion technique descriBedtion 5.3.2 to measure
against. However, the performance of such a scattered floorplan is fikbly significantly worse
than a floorplan in which closely communicating functional units are adjacezddb other. This
is especially true if the delay on the architectural wires involved in criticaldaopreases due to
the scattering [11]. Hence, we only consider this scheme to understamnddtgipl for temperature

reduction and not as a realistic approach.

5.3.5 Experimental Setup

In order to evaluate the floorplanning choices described above, we siseulation infrastructure
comprised of the HotSpot [103] thermal model, Wattch [13] power modelSinglescalar [5]
performance model. We use the SPEC2000 [106] benchmark suite aedalilenchmark for an
interval of 500 million instructions using the reference inputs. The intenalithmost represen-
tative of the entire program is identified using the SimPoint [96] tool. We exteméHotFloorplan
tool from Chapter 4 to implement the multicore floorplanning strategies dedarib®ection 5.3.
The floorplanner is fed with the floorplan of a single core and a reptatben set of power val-
ues for each of its functional blocks (which we compute as the averathe glower values of all
the benchmarks simulated as mentioned above). It uses this informationaanbdesethrough the
solution space to find a floorplan configuration that is thermally sound. iimydso, it uses the
block-based thermal model of HotSpot to compute the temperature of thguations at every
step and chooses the floorplan with the lowest peak temperature. Theldalseld model is chosen
because of its computational speed. However, in evaluating these flogrpla employ the regular

grid-based thermal model of HotSpot which is slower but more accuradeusé/a grid resolution
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of 256 x 256 and perform steady-state thermal simulations to obtain the papkristure of the
different floorplan configurations.

Although we model the dependence of leakage power on temperaturghesigrgpirical model
in Section 2.6, the model is employed only during the computation of the inputrpemsities of
each benchmark. Once the peak steady-state temperature of a bentbmaagikven floorplan is
computed, the power densities are not re-evaluated by taking into adbeueiduced leakage due
to temperature reduction. Hence, the temperature improvement becauserpiafning reported
here does not include the benefit accrued from reduced leakags, iTteally forms a lower bound
to what can be expected in practice and the actual enhancement is likelighlee.

We model a microarchitecture similar to the Alpha 21364 as in [103] but scal&@ tam
for the single-core case. In order to model a multicore configuration, ale $oth the area of
each core and its power consumption such that the power density remastarto The thermal
model parameters are set to the default values of HotSpot except thextion resistance and TIM
thickness, which are assigned values ofﬁ.ﬁnd 3@m respectively in order to model a moderate
cooling solution. The default configuration modeled is a four-core msmrewith 75% of the die-
area occupied by L2 cache. To reduce simulation complexity, each casusad to run the same

benchmark.

5.4 Results

We will now describe the various placement choices evaluated. Thedinfigaration is with the
four cores arranged at the center of the chip wrapped around bytbadhe. The cores are oriented
in such a manner that their hottest units, the integer register files, are tguedth other. This is
similar to the illustration in Figure 5.1(a). Such a configuration is chosen to sintbhkateorst-case
behaviour. We call this arrangement th& scheme. Next is the configuration that forms the base-
case of our evaluation. It is similar twtin that the cores are arranged at the center of the chip but
the orientation of all the cores is the same — pointing upwards. We call thizaescenario.

The next floorplan evaluated is the result of searching the orientatiare ggmdescribed in
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Section 5.3.1. For four cores, a brute-force search is performed.fldbrplan with the lowest
peak temperature is considered for evaluation. This scheme is cailded Next, the cache-bank
insertion described in Section 5.3.2 is performed oveb#seconfiguration. This is calledase+I2
When the same is done on top of ihréent scheme, it is calledrient+12.

In order to perform the first of the two potential studies described in Sebti®.4, we scatter
the blocks in thebaseconfiguration in between the L2 cache banks as shown in Figure 5.1(d).
This scheme is calledase+scatter Such a scatter performed for tbgent configuration is called

orient+scatter
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Figure 5.2: Floorplans used for thdflp andmingledstudies [89]

In order to evaluate the hierarchical floorplanning algorithm describ&adation 5.3.3, we first
use thebaseconfiguration with the floorplan of each core derived from the singte-tioorplanner
in Chapter 4. Apart from assigning the relative weights of the architdatines as per [18], we also
incorporate the core aspect ratio into the cost function of simulated angeahis method results
in a floorplan with less than 0.05% dead space and a better wire length metmcoohgared
to the base-case Alpha 21364-like floorplan. This alternative floorplahas/n in Figure 5.2(a).
Its aspect ratio is close to 1. We call the four-way multicore scenario obténeeplicating this
alternative floorplan aaltflp. It is to be noted that the alternative floorplan is computed in isolation,

without being mindful of the core’s location in a multicore processor. Helngeunits are steered
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away from the boundaries as much as possible to minimize the peak tempefaisrioorplan is
not necessarily beneficial in a multicore environment — especially with thatRezbank insertion
because units near the boundaries of a core are closer to the L2 whittejs relatively cooler.

Retaining the nomenclature above, we call the cache-bank insertedwvefsitflp asaltflp+12
and an orientation space searchdéiflp+12 asaltflp+orient+I2.

Finally, we examine the potential of mingling the functional blocks from difiereores as
described in Section 5.3.4. The result of the simulated annealing performadsimgle list of
functional blocks from all the cores is shown in Figure 5.2(b). The amofidead space for this
floorplan is less than 0.1% of the total area of the cores. All the blocksssugaed to be soft
with the constraints on their aspect ratio specified in the input file. Hencesatine functional
blocks €.g. L1 data cache) from different cores can have different aspéosraThis scheme is
calledmingled We also employ the insertion of cache banks in between the functionalsbidck

themingledscheme. This scheme is calledngled+scatter
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Figure 5.3: The peak temperature of the different floorplan configusatarihe SPEC2000 bench-
marks. [89]

Figure 5.3 shows the results of our evaluation. It plots the peak tempeddteaeh floorplan
scheme described above (and listed on the x-axis of the figure), adepagr all the 26 SPEC2000

benchmarks in the left side and over the eleven hottest benchmarks @ane(bzip2, crafty, eon,
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gcce, gzip, perlbmk, vortex) and 4 fp (art, galgel, mesa, sixtrackK}Jearly, thehot configuration
with the four hottest blocks adjacent to each other has the highest ayegag temperature. Ex-
ploiting the orientation of the cores is beneficial when the cores are atlfacene another as can
be seen from the difference between li@seandorient bars. However, when the cores are already
separated by the L2 cache banks, the orientation of the cores matters th éesrer degree. This
is the reason thbase+I2andorient+I2 bars are pretty similar to each other.

The insertion of L2 cache banks between the cores reduces peak &umeersignificantly.
There is a 6.1 degree difference betweentithseand orient+I2 bars, with a large portion of it
coming from L2 insertion. For the 11 hottest benchmarks, this improvemenoig 8.3 degrees on
an average. For an ambient temperature 6€4%his translates to about a 20.2% improvement over
the temperature in excess of the ambient. Bhse+scatterorient+scatterand mingled+scatter
bars indicate the thermal spreading potential available in multicore floorpn@iomparing the
orient+I2 bar against these, we can see that a combination of core orientation andheinsertion
is able to achieve a significant portion of that potential (about thredkgur

It can also be seen that although the alternative floorplan and the mingbepldio are able to
achieve temperature reduction, much of that reduction can be achiegeirhple orientation space
search @rient). Furthermore, since the alternative floorplan has the hot functionekblowards
its center, the use of L2 cache banks as cooling buffers does nditheae much as it does the
default floorplan. This is the reasatiflp+12 andaltflp+orient bars are higher thabase+I2and

orient+12.

5.4.1 Sensitivity Studies

In this section, we investigate how the conclusions of the previous sectoaffacted by our
assumptions about the core size, occupancy and L2 power densiggtigsly. This investigation

is done through sensitivity studies that vary the above-mentioned parameter
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5.4.1.1 Effect of Core Size

Figure 5.4 plots the effect of varying the size of each core (and heedetdl number of cores in a
chip). It plots the average peak temperature of the practical (non-isigad)nes from the previous
section against the number of cores. It is to be noted that the power dehsfig functional

blocks is maintained in changing the size of the cores. The lines shown eneading because
silicon acts as a spatial low-pass filter for temperature [51]. Hence, éosdme power density,
smaller cores (high frequency) are cooler than larger cores (lowdrey. It can be noted that
the trends observed in the previous section still hold. Much of the thermafibeomes from L2

cache insertion. The only reversal in trend is thigflp performs even worse thamient for higher

number of cores.

Average Peak Temperature (C)
Average Peak Temperature (C)

4 9 16 4 9 16

Number of Cores Number of Cores
base altflp base altflp
orient altflp+12 orient altflp+12
base+[2 - altflp+orient+l2 -~ -~ base+|2 -weee altflp+orient+l2 - -
orient+[2 g orient+[2 g
(a) All Benchmarks (b) Hot Benchmarks

Figure 5.4: Effect of varying the number of cores. In scaling the ¢cdhespower density of the
functional blocks is kept constant. [89]

5.4.1.2 Effect of Core Occupancy

Another important parameter in our study is the ratio of core area to the tetabéthe chip. We
call this ratio the core occupancy. Figure 5.5 plots the result of an exparivaeying the core
occupancy from 15% to 75%. Actually, two competing factors determine theetiaiype in this

experiment. First is that as the core occupancy decreases, in ordsggdHie core and L2 power
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while that of the L2 cache is increased, keeping its power density congaht.

densities constant for an apples-to-apples comparison, the total chipnareases. Hence, the
total power dissipated also increases with decreasing occupancyedtwedsfactor is the reduced
availability of the relatively cooler L2 space to act as a thermal buffer aspancy increases.
Depending on which factor predominates, sections of the curves deaveincrease. It is evident
from the graph that as the occupancy increases, the importance afr@ration increases, which

is the reason therientline decreases quickly. At 16 cores, it even performs marginally better tha

the L2 cache insertion techniques.

5.4.1.3 Effect of L2 Power Density

Since the floorplanning schemes presented in this chapter involve the h@ baoks, the power
density of L2 cache is an important factor to be considered. Hence, d@rpean experiment
replicating the results in Figure 5.3 with the power density of the L2 cache loeinble of what

it was in that figure. The results of this are presented in Figure 5.6. Cléaglyrends remain the

same with elevated temperatures due to the increased power density.
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Figure 5.6: Thermal performance of the floorplanning schemes on dguibknL2 cache power
density. [89]

5.5 Conclusion

This chapter investigated the temperature reduction potential of multicor@lfiooing. It advo-
cated the exploitation of various placement choices available in a multicoregsmtranging from
the functional block level to the core level. It proposed the exploratiortefrative core orienta-
tions in order to separate hot units from being adjacent to each other in aorlticip. It also
presented the idea of inserting L2 cache banks between the corediag bodfers for better heat
distribution. Furthermore, it studied the potential of multicore floorplanningghing functional
blocks and L2 cache banks cross core boundaries. The most impmtentéision from this work is
that L2 bank insertion achieves significant thermal benefit — about Za#edemperature above
the ambient on an average for SPEC2000 benchmarks. Furthermampination of core orien-
tation and L2 bank insertion is able to achieve about 75% of the temperatuaicgdachievable
by an ideal floorplanning scheme that mingles functional blocks from multgriescand disperses
them amidst a sea of L2 cache banks. With the advent of SIMD proceisstuding GPUs, future
work in this direction could examine the applicability of floorplanning technigaesducing their
peak temperature. Furthermore, since heterogeneous multicore archiexfter additional levels

of placement options, exploiting them for thermal benefit is another integgstissibility.



Chapter 6

Granularity of Thermal Management

6.1 Introduction

Two important recent trends have had a tremendous impact on the micgepoodndustry: First,
non-ideal semiconductor technology scaling has made physical effedtsvéine previously ab-
stracted away by computer architects to become first-order design dotsstra crucial example
of this phenomenon is the exponential increase of power density asdedtershrinks. This in-
crease has caused temperature to be a serious concern since pogisr idedirectly related to
on-chip temperature. Second, multicore processors have become thdecause of the dispro-
portionate scaling of wire and logic delays, diminishing Instruction-LevedlRdism (ILP) and the
challenges of power and heat dissipation. In such a multicore era, aaditigr question is the
size granularity at which microarchitectural thermal management shouldrb@mped. That is, if
thermal management is most relevant when performed at the level of @@tlbe.g. cache line,
register file entryetc), functional block €.g, register file, cache, branch predicttc), architec-
tural sub-domain within a coree(g, the integer pipeline, the floating-point pipeline, the memory
pipelineetc), at the level of a core, or globally for the entire chip.

As core sizes shrink with technology scaling, an argument for coré-I&eamic Thermal
Management (DTM) is that a sub-domain within a core is affected more by ithlv@ig's temper-
ature than its own computational activity. So, neighbouring sub-domaiestietfly get aggregated,

resulting in the degeneration of any localized DTM scheme in to a global owestigation of this
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phenomenon shows that the determining factor in it is the relationship betveatrtdnduction
in the vertical (through the die, heat spreader and heat sink) andl lgtkenag the die) directions.
When the former is much greater than the latter, a block’s temperature is map@pdknt on its
own computational activity. Otherwise, it is mainly neighbour influence. feldgy scaling re-
sults in lateral dimensions of silicon diminishing faster than the vertical thickisesgasons of
mechanical strength. Moreover, vertical dimensions of the packages léheat spreader, heat sink)
do not scale much. This fact means lateral spreading grows quickevéniéeal conduction. The
implication is that the spatial granularity of thermal management has to becomseicaéh tech-
nology scaling. One would have to move from thermal management at theolieadlunctional
block to the core-level to groups-of-cores. With the advent of multicanesmanycores, how this

happens is an interesting question for exploration.

6.1.1 Spatial Filtering

ANSYS 11.0
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Figure 6.1: lllustration of the spatial thermal filtering. (a) Two blocks ofedi#ht sizes having the
same power density. (b) low-pass filter “Bode plot” frequency respdis]

It turns out that silicon behaves like a spatial low-pass filter for temperatlinat is, power
dissipating blocks that are small enough do not cause hot spots. Siliters“tut” these “spatial

high frequencies” (blocks of small size). Figure 6.1 illustrates this asgéwt.image on the left
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(6.1(a)) shows a silicon die with two square power dissipating blocks. Betlbltitks have the
same power density ﬁ%) but the area of the block on the left is four times that of the one on
the right. Although the power densities are the same, it can be seen thatghellick on the
left is significantly hotter than the smaller block on the right. This relationship dxtwblock-
size and peak temperature is illustrated in Figure 6.1(b). It is the classie"Blod’ frequency
response of a low-pass filter with the spatial frequency (1/block-siaéted on the x-axis and the
peak temperature on the y-axis. Both the axes are on a logarithmic scdlewk a clear “cut-off
frequency” beyond which the temperature falls rapidly.

A study of this spatial filtering effect from a microarchitectural perspecis useful since it
throws light on several aspects of the size granularity of thermal managehience, this chapter
explores this thermal spatial filtering effect in detail. Since the effect ismgtiut a manifestation
of the relationship between lateral and vertical heat conduction in silicbrstitakes an analytical
approach and solves the two-dimensional steady-state heat equatiofiréteprinciples for a sam-
ple geometry similar to that of microprocessor chips but in two dimensions., ithére light of the
analytical equation, it explores how the spatial filtering appears in prastiem the assumptions
of the analytical model are removed. Finally, it illustrates the spatial filterilgieur using three

microarchitectural examples:

1. Amanycore checkerboarding experiment where the die is tiled in a efi®xed-like fashion
with alternating cores and L2 blocks. The objective is to study the tempefatwaaying the
number of cores keeping the total area occupied by the cores, the dmsgrated in them
and their power density constant. Itillustrates the potential increase imehBesign Power
(TDP) achievable solely due to spatial filtering when all the other variableain the same.
Furthermore, it studies the relationship between the number of cores agdathdarity of
thermal management by exploring the effectiveness of local (withiny¢besmal manage-
ment as opposed to global (core-level) thermal management as a funtctimrmumber of

cores.

2. The question of whether a high aspect ratio sub-block like a singleedahor a register
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file entry can become the hot spot because of pathological code behes/@éxamined from
a spatial filtering perspective. This study illuminates the relationship betvwseataratio of

a block and its peak temperature.

3. For a regular grid of thermal sensors, this chapter studies the reldpdmetween the inter-
sensor distance and the error in temperature measurement and explaing gpatial filter-

ing. It also explores the effectiveness of interpolation schemes in mitigagimsps errors.

The remainder of this chapter is organized as follows. Section 6.2 discimesprevious work
related to this chapter. Section 6.3 describes the analytical formulation anhisf the two-
dimensional heat equation for boundary conditions similar to those in migegsors. It also
reconciles the analytical model with what is observed in practice. Secticte@adls the microar-
chitectural examples of the spatial filtering effect and presents the reSdtgion 6.5 concludes

the chapter providing pointers to interesting future directions.

6.2 Related Work

Three papers we know have examined the spatial filtering aspect fromethpoint of thermal
modeling accuracy. Etessam-Yazdahi al. [35] study the temperature response of the chip to a
white noise power distribution experimentally. They also perform a two-diroerakFast Fourier
Transform (FFT) analysis to determine the spatial cut-off frequengprmk which high power
density has lesser impact on temperature. They conclude that for eectheamal modeling, it is
sufficient to model at a size granularity close to this cut-off frequenay drevious papers from our
group [53,50] also deal with the correct spatial granularity for modetngperature accurately. In
studying the size granularity, the first [53] employs an equivalent elat&jproximation through
a resistor network analogy. The second [50] examines the impact of bfgcaratio functional
blocks on thermal modeling accuracy and sub-divides high aspect tatikshinto multiple sub-
blocks with aspect ratios closer to unity. These papers mainly approastzaéigranularity from the

standpoint of thermahodelingaccuracy and not from a thermabnagemenerspective. They do
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not study the microarchitectural implications of thermal filtering. Furtherntbesy, do not include
the effect of the package in detail, which, this chapter shows to be an imptator.

Another recent paper from our group that deals with the spatial filterspgd is [51]. It
discusses the thermal efficiency of manycore processors in the cohtgpatial thermal filtering.
While it has a microarchitectural angle with the consideration of manycorigrdeiss focus is
narrow as it only approaches a single design aspect related to thernraldilte core size and
TDP benefit. In comparison, this chapter expands on it and considegdirimplications of spatial
filtering on microarchitectural thermal management including aspects sgchragarity of thermal
control and sensor accuracy. Moreover, even for manycore procesisenesults presented in the
current chapter are more detailed, taking into account the effect o&itle@ge, chip thickness, area
of the L2 cacheetc. Also, like our group’s earlier paper [53], the more recent work [Sasmns
about spatial filtering using an equivalent RC approach. This chapténe other hand, studies the
thermal conduction equation directly. Furthermore, none of the abovepsspapers except [50]
consider the effect of aspect ratio, which is nothing but an alternativefestation of the spatial
filtering.

Since this chapter treats the accuracy of thermal sensors in the light of §ifiatiag, research
on sensor accuracy and fusion is relevant here. dteeal. [66] present an analytical model for
determining the sensor accuracy as a function of the distance from tispdtotHowever, they do
not offer any techniques for improving sensor accuracy. Meshikal's work on sensor alloca-
tion [71] discusses uniform and non-uniform placement of sensarsurkiform sensor allocation,
it describes a simple interpolation scheme to reduce sensor errors. Tipoiaten schemes pro-
posed in this chapter are more accurate than the simple scheme from [wijhmuit significantly
higher overhead. Shar#t. al.[94] employ Kalman filter for eliminating sensor errors. While their
scheme is very accurate, it requires the knowledge of per-unit pamsumption numbers, which
might not be available easily. The usefulness of our work is in offeringpdion betweera simple
scheme such as [71] and a computationally intensive scheme such as Kdtieneng fj94].

Dadvar and Skadron [28] raise concerns about the possible setgskiynvolved in software-

controlled thermal management. Since our work examines the question ofggithbcode heating
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up individual cache lines, [28] is relevant here. Our finding is partlygireament with [28] in that
there is a possibility of cache lines heating up to high temperatures due to ativily.aHowever,
their high aspect ratio prevents the temperatures from reaching catastliopits. Ku et. al's
research [65] on reducing the power density of caches by keepiniy¢hénes as far apart from
each other as possible is relevant to this work as well. In effect, theyietipdospatial filtering
by increasing the spatial frequency. Our work offers a frameworle&saon about such thermal

management schemes.

6.3 An Analytical Approach

As explained in Section 6.1, at the core of the thermal filtering is the relatiobshigeen heat con-
duction in the lateral direction along the die and the vertical direction througtiieh heat spreader
and heat sink. In order to understand this relationship better, an anblgb&anto a simplified
version of the problem is beneficial. While the heat conduction, geomedrip@mdary conditions
of an actual chip and package are quite complex, we make several singhfysumptions in this
section for the sake of mathematical ease. However, we do examine tbieoétleese assumptions
later by comparing the trend predicted by the analytical model to experimeatelothtained by

simulating a realistic chip and package configuration in a Finite Element MoB&IYF

6.3.1 A Simplified Heat Conduction Problem

The assumptions made in this section are the following:

Simplification of the geometry Since the two lateral dimensions of heat conduction are not con-
ceptually different from each other, we first collapse them into one andider a two-dimensional
heat conduction problem with one vertical and one lateral dimensioncinde actually examined

a preliminary solution of the full three-dimensional case and observedtshamalytical form is

not qualitatively different from that of the two-dimensional case. Heimcthe interest of time and
clarity, we present the two-dimensional solution here. Moreover, weanngider a single vertical

layer of conduction (silicon) and ignore the other package and inteldgiees. Although this is the
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most serious assumption, making it affords a much simpler treatment of thiemrollso, it is
not far from reality for handheld processors where the form faatdr@st preclude any cooling

solution.

Simplification of the boundary conditions First, we assume an isothermal boundary at the top
(the side exposed to the ambient temperature). In reality, this is conveckvéodhe presence
of a fan. Second, we assume that the bottom of the chip (the power disgipatit) is insulated
and hence no heat flows through the 1/O pads and the Printed Circuitl BB&B). Third, for
mathematical convenience, we assume the boundaries of the lateral dimeresitend indefinitely
since doing so leads to simple closed-form solutions comprising of expolsettiathermore, we
perform only a steady-state analysis here, since for peak poweityjestsady-state temperature
provides an upper bound on the attainable temperature and hence iesufficour purpose.

Figure 6.2 represents the above-mentioned simplifications pictorially. Figua) &an be
thought of as representing a sheet of silicon with a thickhésleng the y-axis) that extends indef-
initely along the positive and negative x-axes. Its depth (along the ziaxishsidered negligible,
effectively reducing the problem to two dimensions. A power-dissipatingkbtd size 2 with a
power density ofj resides at the bottom surface of silicon. The top surface of silicon is isoéthe
with a temperature of 0 (when the ambient temperature is non-zero, it ontg #féf solution by
that constant value). Our task is to find the temperature distribution on thigerghreet of silicon
as a function ofa andl. Note that the valua being half of the size of the dissipatoa,ds called
the “half-size”. This problem is a classic heat transfer problem thabeawlved by using standard
Partial Differential Equation (PDE) solving techniques [17, 75, 63].

Assuming that the origin is at the center of the power dissipator, it can Inetlsatthe setup
shown in Figure 6.2(a) is symmetric about the y-axis. Therefore, the teftright halves are
indistinguishable with respect to temperature. Hence, the net heat flue(ummsity) from one
side of the y-axis to the other must be zero. If not, that very differenostidutes an asymmetry
through which the two halves can be distinguished. Thus, the y-axis égli&e it is insulated.

This is shown in Figure 6.2(b), which is essentially the right half of 6.2(a) sléhted lines clearly
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marking the insulated behaviour of the y-axis.

- 2a - T=0 a—— T=0

i < T

Figure 6.2: Simplified heat conduction problem to mimic a silicon die of thickheds power
density ofq is applied at the bottom in a region of siza. 2insulated boundaries are marked by
slanted lines. Serrated lines indicate that the boundaries extend to infinitytiditbetion. (a)
shows the original infinite version of the problem and (b) shows the alpivsemi-infinite version
that (a) reduces to because of symmetry. (b) is essentially the right Half &3]

6.3.2 Analytical Solution

For a moment, let us consider this heat conduction problem qualitativelyeans state, the tem-
perature distribution of this infinite block does not change over time. Thusry infinitesimal
volume in it, there is no change in its internal energy. In other words, thatathich heat energy
enters it (input power) from its neighbours through conduction is the satieat of the heat energy
leaving it (output power). Another way of saying this is that liadient(derivative in space) of
the power (and hence the power density, since area is constant) isTreroelationship between
this power entering and leaving the volume and its temperature is governeoubigifs law of
heat conduction [17] which is nothing but the “Ohm’s law” for thermal agctbn. It says that
the power density is directly proportional to the gradient of the temperatur¢hamn the constant
of proportionality is the thermal conductivity of the material (in our case, silicdhis is intuitive
because the higher the gradient, the higher is the difference betweem{teratures of this volume
and its neighbours and hence, the higher is the rate of heat transfédreSact that in steady state,
the gradient of the power density is zero can be re-stated using Feuawrthat thegradient of
the gradient of temperatuiis zero. This statement withssecond-ordederivative in it is called the

steady-state heat equation, which we will be solving for the two-dimensiaisal
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If we denote the steady-state temperature functions of the two portions wfeF&g2(b) by
T1(x,y) andTz(X,y) and the gradient operator iy(for two dimensions, this is nothing b§;§+ %),

the steady-state heat equations we would like to solve are:

P’Ty=0 , 0°L,=0 (6.1)

Now let us list the boundary conditions for our problem. From the disconsdiove, ifk is the
thermal conductivity of silicon, Fourier’s law is nothing but the fact thatver density= —kOT.
Hence, for an insulated boundary, since the power density acrossuhddry is zero, the condition

can be written a8§IT = 0. Thus, the boundary conditions for our problem are:

Ti(x,1)=0 Ta(x,1)=0 (6.2a)
To(c0,y) =0 (isothermal boundarigs (6.2b)

T, o, _ ,
I 0= 0 3y y—0=20 (symmetry, insulation (6.2¢c)

T : .
%—ylly_o = —E (Fourier’s law, power dissipatgr (6.2d)
Ti(ay) = T(ay) (6.2e)
oT: oT: o

a—xllx:a = a—xz\x:a (continuity at x= a) (6.2f)

The analytical solution of this boundary value problem can be obtained eissic PDE-
solving techniques [17, 75, 63]. We provide only the closed-form saistas the function§; and

T, here and refer interested readers to appendix A for a detailed denivatio

e ()
2
n

T1<x,y>—q—k'[1—,Y—zi 7 COStlYn ) costhy) (6.3
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|| .2 sinh(yn2 x
Taxy) = ¢ [2 %e%”cos(vn,% (6.4)
n= n
Tt
where yh,=(2n+1)- (n=0,1,2,...)

N

It is useful to make a couple of observations about these solutionsn bheaeen that all the
variables of interestx( y and the half-siz@) appear in the equation as ratios with respedt fthis
pattern indicates that the lateral dimensions matter only relative to the vertidalélsicand not in
the absolute. For our purposes, it is sufficient to restrict ourselveetpdahk temperature on the
infinite sheet. Actually, for a given, the peak temperatuigeax 0ccurs at(0,0) i.e, at the center
of the power dissipator. Henc@eak= T1(0,0). Also, the absolute maximum peak temperature
(for all a) occurs whema = « i.e,, when the power dissipating block is very large. Let us call
this temperaturd 2. Then,T;gak: q—k' whereq is the power density anéi divided by the area

of the power dissipator gives the vertidchbrmal resistance Now, defining the normalized peak

temperaturd o1 asTpeak/ Toea@nd the normalized half-sizom asf, we get

Thorm Tpeak: Tl(0,0)

peak [ ql
peak K
8 e—n%anorm
= 1-—= 6.5
Us n=135,... n? ©9)

It is this TZZ", whose value ranges between 0 and 1, that has been plotted agéinpm
Figure 6.1(b). One can clearly see the low-pass filter behaviour with afctrequency around
anorm = 1. This means that when the half-size of the power dissipator is smaller thaertical

thickness, the peak temperature falls rapidly in relation to the half-size.

6.3.3 Spatial Filtering in Practice

Equation (6.5) and Figure 6.1(b) show the exponential relationship betiveesize of a power dis-

sipator and its peak temperature. Similarly, (6.3) shows the linear relationstvyedn the power
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densityg and peak temperature. This behaviour suggests an interesting trafde-wmiicroarchi-
tectural thermal management. A thermal management scheme can reduce #mteref a hot
block by reducing its computational activity, thereby reducing its powesitienAlternatively, it
can manipulate the size of the power dissipating bl@&cl,(by partitioning the block and separat-
ing the partitions by a safe distance) and hence exploit this spatial filtetfiect &b reduce peak
temperature. When the size of the power dissipating block is close to thefdwtapiency, this
latter choice can have a significant benefit over the former becauseegpitgential relationship as
opposed to the linear relationship in the former. At the same time, when the bleokasge that
even the partitions are much larger than the cut-off frequency, redtieéngower density might be
a better choice since the benefit from size reduction becomes negligitdgamune such microar-
chitectural implications, it is necessary to reconcile the theoretical modelsdisgun the previous
section with what happens in practice. So, in this section, we relax the assnsgf the analytical
model and examine the effects through experiments under a commerciallyob/&EM solver,

ANSYS 11.0 [4].

6.3.3.1 Impact of Size

We remove the assumptions of the last section in three steps. First, we cahsidall three-
dimensional problem with a convective boundary near the ambient tempeeratext, we include
the effect of multiple package layers and finally, we investigate the impa&arhgtric extent. For
the first step, we consider a 10 mm x 10 mm silicon die that is 1 mm thick. The top afi¢his
cooled by convection to an ambient &0with a heat transfer co-efficient equivalent to a %1
thermal resistance.¢., for a 100nn¥ area, it is 01% . At the center of the base of the die
is a square power dissipator with a power density g‘fﬁl The size of this power dissipator is
varied from 0.2 mm to the full .0 mm. The maximum peak temperature for this expdroneurs
when the power dissipator occupies the entire silicon die and its value is 28edegore than
the ambient. We call this experimecgnter-Sito denote the single layer aflicon with a power
dissipator at it€enter

Next, we repeat the same experiment with the die attached to three otherHayetayer of
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Thermal Interface Material (TIM) followed by a layer of copper (reqmneting the heat spreader),
followed by a second layer of copper (denoting the heat sink). To isthateffect of multiple
layers from that of finite extent, we restrict the lateral dimensions of alldbelfyers to 10 mm
x 10 mm. The vertical thickness of each layer is set in such a manner thatahertion of the
thicknesses is similar to what is seen in a typical package and that thedaiablent thicknesis
silicon terms {ie., sum of the thicknesses of the individual layers weighted by the ratioseof th
thermal conductivities to that of silicon) is still 1 mm. So, the maximum peak temperatstill
20°C. The actual thicknesses of the silicon, TIM, spreader and heat siekslaye 0.0571 mm,
0.0076 mm, 0.3810 mm and 2.6286 mm respectively. The respective thernthlativities are
100, 4, 400 and 40%. The heat transfer co-efficient at the top surface remains the sareéoas b
and the size of the power dissipator is varied as before. We call thisimercenter-4layers-
equalto denote the equal lateral size of the four layers and the location of therplissipator at
the center of the base.

Finally, to examine the effect of the finite extent, we add a few more configngatito model
a normal package in which the heat spreader and heat sink are laaigehthdie, we extend the
center-4layers-equatonfiguration to make the lateral sizes of the heat spreader and therieat s
layers to be 20 mm x 20 mm and 40 mm x 40 mm respectively. We caltémnter-4layers-spread
since it models the effect of lateral spreading beyond the die area intptbader and the sink.
The heat transfer co-efficient remains the same as before. It is toibe that the maximum peak
temperature in this case will be lower than thé@8een in the previous cases because of the lateral
spreading beyond the die area. Finally, to study the effect of the locatithe wower dissipator
(and hence the effect of finite boundaries), we extend all of the atmggurations by changing the
location of the power dissipator from the center of the base to a cornisrrdsiricts the directions
in which heat spreads laterally in silicon to two from the four possibilities (n@xhth, east and
west) at the center. We name these configurations in thedormer-xxxxwherexxxxderives from
the names of the previous configurations. For instaogmer-Siis basically the same aenter-
Si except for the location of the power dissipator and so onceAter-xxxxexperiment and the

correspondingorner-xxxxexperiment can be thought of as forming the lower and upper bounds on
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the attainable peak temperature in that particular configuration for a goxegergensity.
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Figure 6.3: Comparison of the analytical model and FEM simulation. (a) stlvevémpact of
power dissipator size and (b) shows the effect of aspect ratio. Ndtéhéheenter-4layers-spread
andcorner-4layers-spreadurves are coincident on top of each other. [88]

All the above experiments are run under ANSYS 11.0 with a lateral grid $i8@®x 100 on
silicon (exceptorner-4layers-spreadvhich uses a 50 x 50 grid due to a software license restriction
on the number of nodes). The lateral dimensions of the grid cells are theisdheeother layers
as well. Vertically, the silicon die is divided into three layers, spreader arkdase divided into
four layers each and the TIM is modeled as a single layer. Figure 6.3¢ajsstine results of
these experiments. It plots the peak temperature of a configuration asteifuof the size of its
power dissipator. Both the axes are normalized. The temperature axitsréqoratio of the peak
temperature of a configuration to the maximum peak temperatwendér-Si The size axis reports
the ratio of the half-size of the power dissipator to the vertical thicknessafdahfiguration (1 mm
in silicon equivalent). For comparison, it also plots the peak temperatureutechpy the analytical
equation (6.5)Zd-analyticalin the graph).

The main conclusion one can draw from the graph is that the behaviogesiegl by the analyt-
ical equation is not universal. There is a significant difference betweeexponential relationship
suggested by the analytical equation and the “straight line” plots odlers-spreadonfigura-

tions that model a desktop-type package. The configurations with onlyghe dayer of silicon
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(corner-Siandcenter-Sj on the other hand, are closer to the analytical equation showing that going
from two to three dimensions or from an isothermal boundary to a coneebtiundary are not
factors causing significant difference. Furthermore, it can be se¢thi plot shows clear “bands”
bounded from below by aenter-xxxconfiguration and from above by the correspondingner-
xxxconfiguration. This pattern means that the location of the power dissipatorsrattbe degree
indicated by the width of the “band”. Hence, the finite boundaries of thengay affect different
configurations differently. The location matters a lot for a mobile-type cardigon without any
spreader or sink*{Si) while it does not matter at all for a typical desktop-type packaghdyers-
spread. This behaviour is because of the extra heat spreading offeredfdpec (as opposed to
silicon) and the extra area available for spreading beyond the die. Smeatihe die is roughly at
the center of the heat spreader and the heat sink, the position of the giegipator within the die
becomes immaterial.

Thus, the lateral heat spreading in the heat spreader and the heatesile most significant
factors determining the extent of spatial thermal filtering. The steep erpiaheature of the
spatial filtering indicated by the analytical equation is only valid for chips withaooling solution
(e.g. processors in hand-held devices). For a typical package foundsktapeprocessors, the
exponential is so shallow that it behaves like a straight line. Since prewiorks[35, 53] examined
the spatial filtering from the standpoint of therrmabdelingaccuracy and necessary resolution, it
was sufficient for them to consider the “worst-case” thermal gradiematsatcur in the absence
of a heat spreader or a heat sink. However, for a themralagemenéngle, the distinction is

indispensable.

6.3.3.2 Impact of Aspect Ratio

In the analytical simplification of the spatial filtering, a factor that was noswcred due to the
lack of three dimensions was the effect of the lateral aspect ratio of thermlissipator on its peak
temperature. This relationship is important for understanding the thermavioeh of high aspect
ratio microarchitectural sub-blocks such as cache lines. Hence, @(t® plots this relationship

for the threecenter-* configurations. The area of the power dissipator is fixednat®and its



Chapter 6. Granularity of Thermal Management 110

aspect ratio is varied from 1:25 to 1:1. At an aspect ratio of 1:1 (2 mm x 2 mokbiohalf-size
= 1 mm), this is nothing but the set of points corresponding to the normalizessikalfof 1 in
Figure 6.3(a). It can be seen from the plot that aspect ratio also lexganential relationship with
peak temperature. Also, similar to the dissipator size, the extent of spatiahgjlierdependent
on the additional layers of copper in the package. The extra heatdépgea copper essentially
smoothes out the response of the thermal filter. Hence, the curvesall@asfor the 4layers

configurations and steep f@enter-Si

6.4 Microarchitectural Examples

So far, we have examined the thermal spatial filtering phenomenon in isoldtidhis section,
we will study its microarchitectural implications through three microarchitecexamples. The
first is a study of the thermal efficiency of manycore processors in thedigthe granularity of
thermal management. The second is an investigation of whether high aapecub-blocks like
cache lines can become hot spots due to pathological code behaviauthifichis an exploration
of thermal sensor accuracy as a function of the distance betweenrsansgcan examination of the

effectiveness of sensor interpolation schemes.

6.4.1 Many-Core Processors
6.4.1.1 Thermal Benefit of Spatial Filtering

As it was mentioned in Section 6.1, thermal management, when consideredtlyistmmm power
management, is mainly the efficient distribution of heat within the available die Gea way to
accomplish this is through a cooling system that spreads heat well. Fordestaeat spreaders
made out of artificial diamonds are available commercially [105], since diarhaadhe highest
thermal conductivity among known materials. Heat pipes are also an examglelo efficient
spreading. On the other hand, considering the thermal spatial filteringsdisd before, manycores
provide an interesting alternative. In comparison with large monolithic cdhey, provide an

opportunity to distribute théeat generatiorbetter. Since the power density on the lower-level
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caches is much lower compared to that on the cores, a possibility is to flodnelale in the form

of a checkerboard with cores forming the dark squares and lowdrdaghe banks forming the
light squares (see Figure 6.4(a) for an example). This arrangemgoitexhe spatial filtering by
maximizing the spatial frequency of the power density distribution. Henceidisdiction, we study
the effect of such checkerboarding of manycores in the light of sgt&aing.

Assuming that the silicon die is arranged in the form of a checkerboarth@gnsin Fig-
ure 6.4(a), we vary the number of cores by varying the size of the enecétrd (from 2 x 2 to
20 x 20) and study its effect on peak temperature. The power densities @otbs and the cache
blocks are assumed to be constant nowadays through the scaling ofritbemaf cores. This
assumption is made to isolate the thermal effect of spatial filtering from otleeritcand microar-
chitectural factors affecting temperature. The constant power dessityrgotion is also reasonable
under constant electric field scaling principles [29], since the microaothieof a core is assumed
to remain constant while its size is scaled as permitted by technology. Hencehaitimber of
cores increasing, the totpbwerdissipated remains constant across the configurations. Since the
thickness of the die does not scale with the feature size for reasons bfnieal strength, it is
assumed to be constant as well. Later, we examine the effect of this assuimypterforming a
sensitivity study on varying the die thickness.

We know from the discussion in the last section that the package is a sighifieeerminant
in the spatial filtering. Hence, we consider two different package aaraigpns: one without any
cooling system to mimic hand-held mobile processors and another with a typidedge found in
desktop processors with a heat spreader and a heat sink. We calirtieriobile-regular-50with
regular-50denoting a regular checkerboard as shown in Figure 6.4(a), with tkes cacupying
50% of the total die area. In a similar vein, the latter is catlegktop-regular-50

The experimental setup is as follows: the silicon die is 16 mm x 16 mm x 0.15 mm in size
for both cases. Fatesktop-regular-50the additional layers include a TIM of thicknesg@9and
the same lateral dimensions as the die, a copper heat spreader of size 3 cm x 1 mm and
a copper heat sink of size 6 cm x 6 cm x 6.9 mm. The heat sink is cooled lwection with

a co-efficient of heat transfer equivalent to a %ﬂhermal resistance. For an apples-to-apples
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(a) regular-50 (b) regular-25

(c) alt-25 (d) rotated-25

Figure 6.4: lllustration of the several checkerboard configuratiordiestu Darkly shaded areas
denote the cores and the unshaded areas denote the lower-levebea&le The numeric suffix
attached to the name of each configuration indicates the percentage of eal@cupied by the
cores. Each figure above shows a manycore die with 32 cores. [88]

comparison, we set the heat transfer co-efficient at the conveaivedary ofmobile-regular-50
(top of the die) to be such that the peak temperature on the die matches deasktdp-regular-50
when the power density on the entire die is uniform. The thermal conductigittee materials are
as in Section 6.3.3. The uniform power density on the cores is set tq;‘lﬁg, While that on the L2
cache banks is set to be q%% In both the desktop and mobile configurations, we also explore the

case of infinite cores as a limit study. When the number of cores is infinity,diverpdensity on
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the entire die becomes uniform with a value equal to the average of the gewsity on the cores

and that on the cache banks, weighted by their respective area ac@g€0% in this case).

Peak Temperature w.r.t. Ambient (C)

Peak Temperature w.r.t. Ambient (C)
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Figure 6.5: Results of the checkerboard experiments. Note the overthe olirvesotated-25
and regular-25(rotated-75/regular-7%in (c) and (d).alt-25 and regular-25are also coincident in
(c). [88]

A steady-state thermal analysis of this setup is performed using ANSYS EMGsBlver. For
mobile-regular-5Q0we use a lateral grid size of 96 x 96 on the die andifesktop-regular-50a grid
size of 48 x 48 is employed (due to software license restriction on the nurhbedes). The lateral

dimensions of the grid cells in the other layers are the same as in silicon. Tealerodeling
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resolution is identical to that in Section 6.3.3. The difference between tHetpe®erature on
the die and the ambient temperature for this study is plotted in Figure 6.5(a).tiBotxes are
logarithmic (except for the infinity point on the x-axis). Since the numberooég is inversely
related to the size of a core, it is similar in sense to spatial frequency. Heitbethe number
of cores on the x-axis, the graph is analogous to a Bode plot. The losviilis behaviour is
clearly evident from the graph ahobile-regular-50with a cut-off of around tens of cores. On
the other hand, the response is quite shallowdesktop-regular-50 Actually, in comparison to
mobile-regular-5Qthe response has actually “shifted left"desktop-regular-50The total vertical
thickness oflesktop-regular-5Qin silicon equivalents) is much greater than thatmafbile-regular-
50because of the additional layers. Hence, for a given core size in sitttenormalizedsize (the
ratio of the size to the vertical thickness) is much smaller for the desktop coatiign than for
the mobile configuration. In comparison to two cores, at infinite cores, ther&4% reduction in
peak temperature fatesktop-regular-50which translates into an allowable Thermal Design Power
(TDP) increase of an equal amount. At 200 cores, this benefit drop8% o These results are
similar to the numbers reported in [51]. Although significant, this is not as gsdtie benefit for
mobile-regular-50 which is 45% going from two cores to infinite cores and 33.5% at 200 cores
This is because of the heat spreading in copper which smoothes ousgitmse of the low-pass
filter.

From the discussion in the previous section, we know that vertical thiske@s important fac-
tor to be considered in a study of spatial filtering. Hence, we explore teet@ff the die thickness
in both desktop and mobile configurations. Figure 6.5(b) displays the reddish an investiga-
tion. It shows the peak temperature for a checkerboard similar to Figuies o4 die thicknesses of
50um 15Qumand 30@um The experimental setup is similar to the one in Figure 6.5(a) except that
the power density on the L2 caches is assumed to be zero. Itis evidedigliaitkness has a great
impact on the mobile configuration and a very small effect on the desktep Tass behaviour is
expected because the die forms the entire heat conduction stack for tie oasle while it is only
a small fraction of the total vertical thickness in the desktop case. Also,aghddrin spatial filter-

ing (steep response for mobile and shallow response for desktop) réreaame across different
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die thicknesses. An interesting behaviour in the mobile configuration is thatreettdie does not
necessarily mean lower peak temperature. In fact, it turns out to be tlusitpfor most core
sizes because, the thicker the die, the greater is the lateral heat sgrdadime absence of a heat
spreader, for a checkerboard arrangement, the reduction in tenmpettaiuto additional spreading
in silicon (because of a thicker die) is greater than the increase in temgedateito higher verti-
cal thermal resistance. The exceptions to this rule are the endpoints (tasamd infinite cores),
although for different reasons. In the two-core case, the effelet@fal spreading is significantly
diminished because all the cores occupy the corners of the die wheadspy is possible in only
two directions as opposed to four. In case of infinite cores, lateraadjmg is madérrelevantbe-
cause of the uniform power density on the entire die. When neighbovesiasame temperature,
there is no heat flow between them even if the opportunity is offered byrézeeay die thickness.

An assumption in the previous checkerboard experiments was that trseooogpy 50% of the
total die area. In reality, core-to-cache ratio varies across diffenerbarchitectures. Hence, we
study the effect of die occupancy by cores here. When the die oacyps different from 50%,
alternative checkerboard configurations are possible. Figure 6.4allesta few such configura-
tions for an occupancy of 25%egular-25is a derivative ofregular-5Q alt-25is very similar to
regular-25 except that the cores do not occupy the corners of the chip and the banks of a
particular processor are placed on both sides of the core. This alterflatirplan is examined in
relation toregular-25for studying the effect of chip boundaries. For a die occupancy @, Zince
the cores shown in Figure 6.4 have an aspect ratio other than one (1:2dagbjswe also study the
effect of rotating the cores by 980 as to nullify the effect of orientation. This arrangement shown
in Figure 6.4(d) is calledotated-25 We also explore a die occupancy of 75% through arrange-
ments similar to the 25% case. By the same conventegular-75is nothing but the complement
of regular-25where cores become cache banks wicg versa rotated-75is the complement of
rotated-25 We do not examine aalt-75 configuration since that would mean sub-dividing a core
into two portions and placing them on either side of a cache bank, which weuddficult in prac-
tice. The peak temperature for these arrangements in the desktop and fleeaofigurations are

presented in figures 6.5(c) and 6.5(d) respectively.



Chapter 6. Granularity of Thermal Management 116

It can be observed that the die occupancy plays the most important raéeimdning the peak
temperature. When the die occupancy is lower, the spatial “duty cycle” il smatwo small
high power density areas (cores) are separated by a large low pewsitydarea (cache banks).
On the other hand, the duty cycle is higher for higher die occupancy.eder, in comparison
with a low occupancy case, the total power dissipated in the correspondimgd¢cupancy die is
greater. This is the reason for at least three distinct lines (one foraaxhpancy level) in each
of the graphs 6.5(c) and 6.5(d). Another interesting phenomenon is thetimpthe different
floorplan configurations. Clearly, core orientations do not matter at mthBdesktop or the mo-
bile configurations as can be seen from the overlapping lines and poirdguér/rotated-25and
regular/rotated-75 Similarly, the fact thatlt-25 is practically on top ofegular-25for desktop
indicates that placing cores in the corner of the chip does not matter in thengee of the heat
spreader and the heat sink. This is consistent with our findings in Sec8dhabout the location
of a power dissipator on the diednter-4layers-spread vs. corner-4layers-spieathis is again
because of the lateral spreading in the copper layers. While core didentkd not matter for
the mobile configuration, there is a clear difference in moving the cores fosaythe corners of
the die. This behaviour is the reason the curveso25 is significantly lower thamegular-25in
Figure 6.5(d). The extra space available for lateral spreading coals te cores in the corners
significantly.

In addition to the above-mentioned parameters, we also vary the magnitudeazdhe bank
power density and the convection heat transfer coefficient. Thet effélcese parameters on peak
temperature tracks the trends observed above with a steep responseobtleeconfiguration and
a shallow pattern in the desktop configuration. In summary, there is a significrmal benefit in

the choice of many small cores as opposed to a few large cores due td fipetiiag.

6.4.1.2 Localvs. Global Thermal Management

In the context of manycore processors, it is important to study the relatipbstween core size
and the granularity of thermal management. For a given number of coresisiéful to know the

appropriate granularity at which DTM is most effective. Coarser deaity would incur excessive
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performance cost to contain the temperature below the thermal emergeeskydla; while finer
granularity would incur superfluous hardware cost. Hence, in this seatie investigate the ef-
fectiveness of DTM at various levels of granularity: locally at the le¥ed éunctional block €.g,
register file, cache, branch predicetc), an architectural sub-domain within a coeed, the in-
teger pipeline, the floating-point pipeline, the memory pipebim) or globally at the level of an
entire core. This investigation is accomplished through a microarchitectaralagion study of a

manycore architecture with each core resembling that of an Alpha 21364133].

(a) Center (b) Checker

Figure 6.6: lllustration of the two different manycore scenarios simulatdee unshaded areas
indicate second-level cache. The shaded areas denote coresliegextgha 21364. [88]

We simulate two different scenarios marking the two extremes of core amaerg with respect
to spatial filtering. In the first, all the cores are arranged close to eaeh atthe center of the die
with the second-level cache surrounding them. The floorplan of suetup with 16 cores is shown
in Figure 6.6(a). The shaded areas denote the cores while the unglradedienote the L2 cache
(the cores are shaded in alternating light and dark shades for bettdlityjsiln the second, the
cores and the L2 cache blocks are arranged in a checkerboaradikieh similar to the previous
section. The floorplan of such a setup is shown in Figure 6.6(b). Theefoscenario is called
centerand the latter ashecker In both cases, the L2 cache is assumed to occupy 75% of the total
die area.

As in the previous section, we vary the number of cores, keeping therpemsity in each

core (and hence the total power on the entire die) constant. In ordeamoirx the effectiveness
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of DTM, out of all then cores, we select a single core that is closest to the center of the die and
manage its temperature by turning off computational activity in regions of \@gizes. Since we

are interested in the best-case DTM potential of a region, we only studiethadysstate temperature
due to its shutdown. If turning a region off does not help in the steady #teteertainly not going

to help in the transient.

The regions are turned off at three levels of granularity. First is authetional unit level where
each of the 15 architectural units are turned off separately, indepeotieach other. The unit that
provides the greatest temperature reduction is chosen as the candidatef@rison against other
levels of granularity. The second level of granularity is that of a suiaio within a core. The core

is subdivided into the following four non-overlapping sub-domains:

e Fetch enginel-cache, I-TLB, branch predictor and decode logic.
¢ Integer enginelssue queue, register file and execution units.
e FP engine Issue queue, register file and execution units.

e Load-store engineload-store ordering queue, D-cache and D-TLB.

Similar to the functional unit level, each sub-domain is also turned off indgrerof each other and
the best-case peak temperature reduction is chosen. The third and ibestéevel of granularity
we consider is that of an entire core. We do not consider coarser lef/gisnularity (such as
groups of cores) here. At the coarsest level, we only turn off a sitwye closest to the center of
the die.

The experimental setup for this study involves the use of SPEC2000 mankisuite [106]
simulated on a tool set involving modified versions of the SimpleScalar perfmenaodel [5],
Wattch power model [13] and HotSpot 4.1 thermal model [50]. The simulatiorof each bench-
mark involves a subset of 500 Million instructions identified using the SimPoBitt8l. The
average power density values generated from these runs are fgl@cine at 130 nm. For these
steady-state thermal simulations, we vary the number of cores by scalindeis timensions of
each core linearly. All the cores are assumed to run the same benchrddr&rare the power num-

bers are replicated across them. The thermal model parameters are setiédatits of HotSpot
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4.1 except the die size which is set to 12.4 mm x 12.4 mm (to reflect the 75% b2 eaea) and
the convection resistance of the package which is setlﬁ%) We use the grid-based model of
HotSpot with a resolution of 256 x 256 grid cells on the die. Of the 26 SPECBedchmarks,
only 11(7 int (bzip2, crafty, eon, gcc, gzip, perlbmk, vortex) and 4 fp (afgglamesa, sixtrack))
have peak steady-state temperatures above the thermal emergencylthoé€#5°C. Since only

these benchmarks need DTM, the results presented here are awwragiese 11 benchmarks.
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Figure 6.7: Results of the locas.global thermal management study. [88]

Figure 6.7 presents the results of this study. It plots the difference betiheepeak and the
ambient temperatures for the various levels of DTM granularity as a funatitve number of cores
averaged over the 11 benchmarks listed above. Figure 6.7(a) plotsthis fer thecenterscenario
with the cores at the center while Figure 6.7(b) plots the same fartibekerscenario. Théll-on
curves denote the case with no DTM. It can be seen that it is a decreasiegwith about 16%
temperature reduction going from a single core to 100 cores focéheercase and 16% going
from 4 cores to 100 cores for tloheckercase. This temperature reduction is solely due to spatial
filtering since the power density and total power remain constant acrossittiiger of cores. This
is consistent with the findings in the previous section. Also, the curvehfeckeris lower than that
for centerbecause there is a much wider spatial distribution of heat in the latter bett@useres

are dispersed.
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The Unit-off, Domain-offandCore-off curves denote the best-case (lowest) peak temperatures
for the three levels of DTM granularity. Since the power density is kepsteor across the number
of cores, the total power dissipated in a single core decreases withsmgemres. Hence, the
thermal benefit in shutting down a single core also decreases. Thisedbbeaoefit is the reason
why the Core-off curves are mostly increasing. Thait-off and Domain-off curves on the other
hand, show both increasing and decreasing behaviours. This patéefiumistion of two competing
factors: on the one hand, the peak temperature (even with all the unitsl tomheliminishes due
to spatial filtering and on the other, the power dissipated (and savedhpégouper sub-domain)
decreases due to technology scaling. In the curves fotghterscenario, the latter predominates
the former up to 9 cores after which the former takes over.

The main conclusion one can draw from the graphs is that local thermalgaieat (at the
functional unit level or at the sub-domain level) ceases to be effectige @16 cores. This be-
haviour can be seen from the minimal difference betweenUhi-off and Domain-off curves
relative to theAll-on curve after sixteen cores. In fact, this behaviour happens evenrdarlthe
centerscenario at nine cores. Also, functional unit level management degjeseénto sub-domain
level management even at four cores. It can also be seen that fazds@s, even turning off an
entire core is not very different frodll-on. This fact suggests that one might have to toggle groups
of cores at that core size. Another interesting finding is that even thoaghttger register file is
the hottest unit in most of our experiments, it is not the one that gives thetheostal benefit when
shut down. This behaviour is a function of two factors: first, a higheruarhof power is saved in
turning off the data cache; and second, other units like the data cachieaimieger ALU are hot
as well - only marginally cooler than the register file. For these reason$pdbestore engine is
the sub-domain that offers the best thermal benefit when shut dowallyRivhen the entire core
is shut down, the hottest units are actually the ones in the periphery of theed especially the
ones adjoining the integer register file of the neighbouring core in the ¢asmterscenario.

We also performed sensitivity studies varying the ratio of the L2 cacheamedhe package
characteristics by removing the heat sink and spreader. The resultsefdtudies were not much

different from what has been presented above. Thus, to summagzsamlearn from this section
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that within-core thermal management ceases to be effective beyond emes.

6.4.2 Sub-blocks with High Aspect Ratio

We saw in Section 6.3.3.2 that the aspect ratio of a block bears an exponelati@nship with
its peak temperature. Several microarchitectural features like registenfiies and cache lines
are of very high aspect ratios. Their access can be controlled byasefwither directly (as with
registers) or indirectly (as with cache lines). Hence, in this context, it isagtieig to examine the
guestion of whether pathological code behaviour (intentional or notheahup such sub-blocks to
undesirable levels by concentrating activity in them. In this section, we appithis question for
the data cache from a spatial granularity angle.

Under typical program behaviour, the data array is usually not theguotiis a cache because,
over the time scales at which silicon heats up, the accesses to the datarartesually well-
distributed in space. Also, on every cache access, only the line thatrissadd dissipates dynamic
energy. On the other hand, the periphery is usually the hot spot in the sawe the address/data
drivers, sense amps, pre-decodetis dissipate dynamic energy every time the cache is accessed.
However, under malicious program behaviour, a single cache line dantmly become the hot
spot if the program directs all cache accesses to it. In this section, feemex microarchitectural
study to examine this possibility.

We model a processor similar to the Alpha 21364 as in [103] but scaled ton90We first
collect a representative set of per-unit power consumption valuesddM® by simulating the
SPEC2000 benchmark suite over a modeling setup similar to that in Section 6 Brdm.these
simulations, we select the benchmérip2as the candidate for further exploration and illustration,
since it has the highest average data cache temperature.

Next, we subdivide the data cache power consumption into those of théduaisub-blocks
within the data cache. This is accomplished using the Cacti 5.3 [110] tool tragtlethe perfor-
mance, dynamic power, leakage power and area of caches. We uséo@aodel an Alpha-like
data cache (64 KB, 2-way, 64-byte lines) and separate the data awdkéractive lines that dissi-

pate dynamic power and the remainder of passive lines that dissipatede@{athen aggregate the
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periphery of each sub-array into a single sub-block (including the rml\calumn decoders, sense
amps, muxes, comparataetc). The address-input/data-output drivers and the request/reply net-
works are aggregated into the “outside mat” sub-block. For ease of mggd#imtag and the data
portions of the sub-blocks are aggregated into one. Table 6.1 showssthepawer consumption
and power density of each of these sub-blocks fottip2benchmark. The area and power num-
bers are expressed as a percentage of the total cache area amdgspa&etively while the power

density is represented as a ratio to the average cache power densitybkt isoted that among these

Region Area % | Power %| Power Density Ratig
Outside Mat 56.2 61.4 1.09
Passive Lines 25.7 7.0 0.27
Sub-array Periphery 18.1 22.6 1.24
Active Line 0.03 9.0 358.4

Table 6.1: Area, power and power density distribution within the data cawhtbdbzip2bench-
mark. [88]

sub-blocks, the location and the power consumption of only the active meshience the passive
lines as well) can be easily controlled by program behaviour. The otlheblsgks are typically a
lot less amenable to program control. Moreover, their thermal behavidairlissimilar across all
accesses, independent of the address/location of the line acceakds. T shows that much of the
cache area is occupied by the address/data drivers and requestéeepbrks. The SRAM array
occupies only about a quarter of the cache area with most of it beiny@dises at any given time.
The power density in these passive lines (due to leakage) is only aba#riegof the average
cache power density. On the other hand, the power density at the rsylpariphery is about 24%
more than the average. On any given cache access, the power dis#iptie active line is about
9% of the total cache power. For the 64K cache with 64-byte lines, since #éne 1024 lines, the
area of an active line is a mere 0.03% of the total cache area. Henceytbegensity of an active
cache line is two orders of magnitude greater than the average. Suchowgh gensity however,
is not sustained for the time scale at which silicon heats up (tens of thousfeyides), since the
accesses to the cache lines are usually distributed in space. Howeklietpgeal code behaviour

can concentrate activity in a single line and sustain such a high power deistially rising
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its temperature to undesirable levels. However, the small area of the line drighitaspect ratio
(between two and three orders of magnitude greater compared to theitsathéncrease lateral
heat transport. It is not immediately clear whether this spatial filtering caasitethe high power
density that could be sustained by repeated accesses to a single lineletricostudy the effect
of cache layout on its thermal profile, we investigate two different caotamgements. Figure 6.8
illustrates them. The first is a simplified arrangement with a single sub-arleysiaded portion
includes both the “outside mat” sub-block and the sub-array periphéeys&cond is a placement
optimized for performance with the sub-arrays sized in such a manneg @aicti) that the delays
along the two dimensions are balanced. It subdivides the SRAM array éhsuli-arrays, each
with 64 lines. The unshaded areas denote the SRAM sub-arrays. THg ghded areas denote
the periphery of each sub-array and the darkly shaded area démetesitside mat” sub-block. It
should be noted that the aspect ratio of a single cache liRdsicement 1s higher than that of a
line in Placement 2 Since the power densities of the sub-blocks are the same in both the layouts,
in considering the two placements, we are actually investigating the impact dfleclb size and

aspect ratio on temperature.

(a) Placement 1 (b) Placement 2

Figure 6.8: Two different placements studied for the data cache. ThHeded areas denote the
SRAM sub-arrays while the shaded portions indicate the periphery atidgo [88]

In modeling the thermal distribution of these cache arrangements, a chadliesgebecause of
the vastly differing sizes of the sub-blocks. While the other sub-blocseofache are comparable
in size, the active cache line is different in size and aspect ratio by #ireet orders of magnitude.

Modeling the entire die at the resolution of the single cache line is prohibitiven FEM parlance,
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doing so would entail millions of FEM nodes. Hence, we perform thermal tmagat two distinct
resolutions. First, we model the case with all the sub-blocks except the diok, i.e., all other
cache lines are passive, dissipating only leakage power. This modelimnésusing the grid-
based model of the HotSpot tool at a grid size of 256 x 256 for the entir€Tthie data cache
alone occupies a sub-grid of about 30 x 35). The package pararaetesst to their default values
except the convection resistance of the package, which is se'Hé;O Next, we model the active
cache line alone (with the rest of the die dissipating zero power). This simulatdone using the
ANSYS tool for a die and package configuration identical to the first dbepea Due to the small
size of the cache line, the thermal distribution of the die in this case is indepiesidie location
of the line within the cache. Hence, we assume that the cache line is at the afetiie die and
exploit the symmetry of such a setup about the two axes, thereby redueimgiber of required
nodes by a factor of four. Furthermore, ANSYS employs a non-unifolesh to model this setup
and hence is able to model it with tens of thousands of FEM nodes. Finallgpfobining these
two steps, since thermal conduction is a linear phenomenon, we use thiplprofcsuperposition
and sum up the temperatures. It should be noted that since we are irtténetbie worst-case, we
only consider steady-state thermal behaviour here.

Figure 6.9 shows the results of these experiments. Figures 6.9(a) abjl @&(the spatial
temperature distribution of the data cache for the case where all the linpasaige (the first step
described above). It can be seen that the hottest region of the casleiigdde the SRAM array
in both cases. This observation is consistent with the power density datatbmpassive cells
have the lowest power density within the cache. It is also clear from tHerpwance-optimized
placement that the address/data drivers and the request/reply neam®tke most significant con-
tributors to the cache temperature (however, such a conclusion caamralwn from the naive
placement as it joins the sub-array periphery and “outside mat” sub<ionttkone).

Figure 6.9(c) plots the results of including the active cache lines. It plotsdhk temperature
within the active lines for both the naive and performance-optimized cdekerpents. Malicious
code intent upon heating up the cache can do so either by concentrdtuity an a single cache

line, or onn contiguous cache lines in a round-robin fashion to prevent spatial fitehie to
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Figure 6.9: Results of the data cache thermal experiments. (a) and (b}shoase when all lines
are passive. (c) plots the peak temperature of the active lines as a fuattiee number of lines
that are accessed contiguously. [88]

the small size and large aspect ratio of a single cache line. Increasinigehaf she target region
reduces average power in each of the targeted line since it accespesashe line only once every
n cycles. Thus the round-robin technique is actually a trade-off betwewendensity and spatial

filtering. Figure 6.9(c) plots this trade-off for both the cache placemermtsthé naive placement,
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with 1024 lines in the sub-array, a round-robin technique can accegss1{24 contiguous lines.
For the performance-optimized placement, it is restricted to 64 lines sinceseaehrray only
has that many lines. Accessing the lines of another sub-array red@cadvwantage of contiguity.
The trade-off between power density and spatial filtering is evident in thetRlacement land
Placement Zurves. They both increase up to a point and then start falling off. Thémoan point
is when the reduction in power density starts to outweigh the benefit fronastaspect ratio.

As mentioned above, the thermal behaviour of an active cache line has twotmgiggctors
that counterbalance its high power density: its size and its aspect ratioSquse-Aspeaturve
isolates the effect of the former. It shows the peak temperature of a siagje line assuming that
itis a square. The area and the total power dissipated are assumed taaménas a normal cache
line. It can be seen from the graph that lacement *curves are far below th8quare-Aspect
curve. This behaviour means that aspect ratio is a significant deterrmribatpeak temperature of
a cache line. In fact, this is the reason why Blacement Zurve is higher thaflacement Isince
the aspect ratio of a cache linemtacement 1s higher than that dPlacement  Furthermore, the
graph also plots the peak temperatures within the cadla{on-Cachand across the entire die
(Max-on-Dig as references. It is to be noted that these reference temperati@ssaming zero
active lines.

It can be seen that fdPlacement 1the steady-state temperature rise due to worst-case code
behaviour is only 6.8 degrees above the peak temperature within the CHgiseincrease is not
sufficient to make the cache lines the hottest spots within the die (as cambese®ax-on-Dig.
On the other hand, fdPlacement 2the maximum rise is 19 degrees, which is significant enough
to make it 9.9 degrees hotter than the hottest region of the die. As we saw, dhiswdifference is
due to the aspect ratio of cache linesfilmacement 1 vs. Placement 2

In conclusion, we have provided an example of a cache layout wheepthieation behaviour
can cause the lines to become a hot spot and another where this is niblepostowever, in
both cases, we have shown that aspect ratio plays a crucial role icimgdhe peak temperature
from an extraordinary value at a square aspect ratio°@44 our examples) to a much more

manageable level (9%°C and 872°C) in spite of a power density that is orders of magnitude higher
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than average.

6.4.3 Thermal Sensors

Thermal sensing is a necessary component of Dynamic Thermal Managédiév), and sensor
accuracy determines the performance of DTM [103]. There can be thagor sources of errors in
a sensor’s thermal measurement. The first is calibration error whererikerss off by a constant
or a linear factor. This can usually be rectified by calibrating the sensimgitburn-in” or if
that is not possible, by compensating for it by modifying the temperature iahidiTM engages.
The second is noise(g. modeled as following a particular probability distribution like Gaussian,
uniform etc). This noise is usually a temporal effect and the measurements varydatoeimean
of the distribution. Like calibration error, this noise can also be addresasity (by averaging
across many sample measurements because such error diminishes aardesmwof the number
of samples [103]). Since the thermal time constant of silicon is many times gtleatethe typical
thermal sensor bandwidth, multiple readings can be taken before the témeeises significantly.
The third source of sensor error is the spatial thermal gradient. Thaahsensor might not be co-
located with a hot spot and hence, the temperature seen by it could behanehe actual hot spot
temperature. This error is the most difficult to address as it dependsilyatmon the temperature
in the immediate vicinity of the sensor but also on its neighbours. It is also dinetdied to the
spatial thermal filtering effect. The steeper the thermal gradient, the gre#tes error. Similarly,
the farther from the hot spot the sensor is, the greater the error. éstLal.[66] point out, there
is an exponential relationship between the distance from the hot spotasdrhbor error. In other
words, similar to the spatial thermal filtering we studied, silicon acts like a low-filder for the
sensor error due to spatial thermal gradient (with the spatial frequeridinter-sensor distance).
Figure 6.10 explains this aspect. Figure 6.10(a) shows the steady-stamailtipeofile of the
sixtrackbenchmark from the SPEC2000 benchmark suite for a 6.2 mm x 6.2 mm die witlplha A
21264-like core in a “no L2” configuration with a regular grid of 16 thermahsors marked by
the black dots. Figure 6.10(b) is a picture of what is seen by the thermsbrserEvery point on

the die is assigned the temperature of the sensor that is closest to it. Thisdsdhkes “nearest
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Figure 6.10: Relationship between sensor error and inter-sensoragist&or an Alpha 21264-
like core, (a) shows a sample temperature profile and (b) shows wharidgehe sensors. The
black dots denote the positions of the sensors. (c) plots the average magensor error of the
SPEC2000 benchmark suite for two different types of package. [88]

neighbour” algorithm [81]. Figure 6.10(c) plots the result of an expanimwvarying the number

of sensors and studying the worst-case transient @éegprthe maximum difference between the

actual temperature distribution of the die and the thermal profile as seen bgrikers using the
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nearest neighbour algorithm. The experimental setup is similar to that in séctidn2 except that
HotSpot 4.1 has been modified to include modeling of a configuration withoutaitkage as is
the case in hand-held mobile processors. This configuration is denotie mobilecurve. The
desktopcurve includes a typical desktop package with TIM, heat sink and dere&urthermore,
these experiments are transient thermal simulations with a sampling interva@Bom3. Also, for
higher simulation speed, the thermal model resolution is set to a grid size 0664% opposed
to 256 x 256. At the end of each interval, the maximum error between thel #ivtmmal profile
and the interpolated profile across the entire die is computed. We call thisasrtbespatial
error. The maximum of these spatial error values is then computed overhible simulation of
500 million instructions. The maximum error thus computed also includegthporalcomponent
of the error. The values plotted in the graph are averages of this maxinmomfer the entire
SPEC2000 benchmark suite.

Clearly, thedesktopandmobile packages behave differently. The former has a shallow curve
while the latter has a steep one, similar to what we saw in Section 6.4.1.1. As,ltbieteehaviour
is due to the better lateral spreading in copper fordbsktopconfiguration. Moreover, the sensor
error is much higher for thenobile curve indicating the need for a higher number of sensors to
compensate for the lack of lateral spreading. It can also be seen thatrtless show diminishing
returns around the mid-range of the curves (mid-tens of sensorshébeybich, increasing the
number of sensors does not provide commensurate increase in actarfact, 36 sensors appears
to be an optimal spot in the cosgs. accuracy trade-off. Furthermore, the graph shows a non-
monotonic pattern. The error is higher for a grid of sixteen sensors thandrid of nine sensors.
This behaviour is because of the location of the sensors relative to thediual blocks. In the
increasing portions of the curves shown in figure 6.10(c), althoughritieesolution increases, the

sensors move farther from the nearest hot spot, resulting in an iedrettse sensor error.

6.4.3.1 Sensor Interpolation

A natural means to improve the accuracy of temperature estimation usingsénso employ

spatial interpolation in the regions between them. The problem then becoresithation of the
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temperature field on the die at certain desired poag. €enters of each functional block, borders
between two hot unitstc), given then sensor positions and their readings, wheig the number
of sensors. Previous research has addressed this problem atidnsoiovolve a heavyweight
control theoretic filter (Kalman filter) [94] on the one end of the spectruchasimple sub-linear
interpolator [71] on the other. However, with the insight that spatial filtebdagaves differently
for different types of package, a spectrum of choibesveerbecomes interesting in the cos.
accuracy trade-off. The objective of this section is to evaluate suctde-tfh and characterize
a couple of interpolation schemes. Specifically, bilinear and bicubic splingpaigtors [81] are
two low-cost interpolation schemes that are very popular in the image pnogessnmunity. In
fact, the former is supported in hardware by many Graphic Processiitg (GPU) due to its low
computational cost.

For each desired point at which temperature needs to be estimated, thstmsaghbour in-
terpolation algorithm mentioned above is a constant-time algorithm. Similarly, théngatv-in-
terpolator in [71] and the bilinear algorithm are all constant-time schemes. eAdttier end, the
steady-state Kalman filter is cubic in the number of sensors. An online ves$itbremployed
by [94] is quadratic in the number of sensors. The bicubic spline interpolatbeme occupies a
position in the middle since itis linear in the number of sensors. Itis worth mengjoimit while we
assume a regular grid of sensors for ease of modeling, the interpolatmnittalgs themselves are
not constrained to a regular grid of thermal sensors. The above-medtiome complexities of the
interpolation schemes assume a regular grid of sensors. In case ohiform sensor arrangement,
the input to the algorithms would also include the locations of the sensors aaddiional step
would be required in locating the desired point (where temperature nebésststimated) relative
to the sensors surrounding it. This step would increase the above-mehitiderpolation complex-
ities by an additional log term. Furthermore, it should be noted that while Kalman filter is almost
a zero-error scheme, its input includes per-unit power consumption éssiméiich might not be
normally available or easily computable. Hence, we do not consider it invaluiaion. Also, the
sub-linear interpolation scheme in [71] uses weight€(5) such that it is between a zeroth order

nearest-neighbour interpolation scheme and a (bi)linear interpolatoedver, it employs interpo-
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lation only in the vicinity of the hottest sensor, which might be inaccurate if wbtiee sensors are
at the hottest spot. One might have to consider thektbhpttest sensors instead of juke hottest

sensor. Hence, we use the bilinear interpolation scheme as a proxy fatehmolation algorithm

in [71].
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Figure 6.11: Results of the interpolation study. (a) and (b) illustrate the/lmhraf the bilinear and
bicubic spline algorithms for the thermal profile and sensor readings asuire$i®.10(a) and (b)

respectively. (c) presents the experimental results of comparing thetlaigs against the nearest-
neighbour interpolation scheme. [88]
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Figures 6.11(a) and 6.11(b) illustrate the operation of the bilinear and thbibimterpolation
schemes for the steady-state thermal profile ofdixtrack benchmark shown in Figure 6.10(a)
and the sensor readings shown in Figure 6.10(b). It turns out thatdilingerpolation results
in discontinuous first derivatives at the sensor locations. Bicubic spiieepolation solves this
problem by using a third degree polynomial for curve fit (in each of x yrdimensions) and
mandates that the derivatives match at the sensor positions. Hence, tially wnoother than
bilinear interpolation. This behaviour can be observed from the pictespgcially near the sensor
inside theFPAddunit. It should also be noted that in order to be able to interpolate in the region
outside the peripheral sensors but within the chip boundaries, the tenmesraf the peripheral
sensors are linearlgxtrapolatedonto the chip boundaries. The interpolation algorithms are run
after this first extrapolation step. Figure 6.11(c) plots the result of the adsgm between the
interpolation algorithms for a regular 6 x 6 grid of sensors. The experithsetiap is similar to
that used for Figure 6.10(c). The graph plots the average maximumferriie entire SPEC2000
benchmark suite with the error bars marking one standard deviation abdyeebbw the mean.

The main conclusion is that interpolation reduces the sensor errors sigtifi€39% for the
mobilecase and 53% for theéesktopcase). However, while interpolation leads to acceptable sen-
sor error in thedesktopcase (three degrees on average), the error is still quite high fandhde
case. Hence, the absence of lateral smoothing by copper leads to éissityefor a higher number
of sensors even with interpolation. Another observation is that the diiferbetween the perfor-
mance of bicubic spline interpolation and bilinear interpolation is marginal. bl&ubic spline
interpolation is even slightly worse than bilinear for ttiesktopcase showing that, in this case,
a straight line is a better approximation for its thermal distribution than a cubiapaiial. The
minimal computational overhead of the bilinear scheme is an added advanitgadouracy. We
also studied the effect of the interpolation schemes for denser sendsr(igp to 10 x 10). The
benefit due to interpolation improves with the number of sensors since tteengaay more points
to interpolate from. However, the overall trend remains the same with much bktiefit due to

interpolation coming from bilinear interpolation itself.
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6.5 Conclusions and Future Work

This chapter presented an analysis of the role of heating granularity ooargbitectural thermal
management. It identified spatial thermal filtering as a crucial factor in thg siuthermal gran-

ularity and derived an analytical equation to model the same. It then egplloeeagreement of
the analytical model with practice and found the behaviour to be depeadehé type of package
(i.e., whether a heat spreader and heat sink were present). Using thistjrisigen provided three

microarchitectural examples where spatial thermal granularity is important:

e It presented a thermal evaluation of a manycore architecture and deatedstie thermal
benefit in choosing many small cores as opposed to a few large coresalbéher variables
remain constant. It also studied the effect of core size on iacglobal thermal management

and concluded that local thermal management ceases to be effecibraldew tens of cores.

e It examined the question of whether pathological code behaviour cae the catastrophic
heating of high aspect ratio sub-blocks such as cache lines. While theradspended on
the cache layout and dimensions, aspect ratio always plays a crdeiah mitigating high

power density.

¢ It explained the relationship between inter-sensor distance and secsoaey from a spatial
filtering standpoint and studied the impact of bilinear and bicubic spline irrpo tech-
niques on sensor accuracy. Interpolation contributes to the reductgamsebr errors, but the
magnitude of the benefit was dependent upon the package. Mortwéilinear algorithm

was almost as accurate as bicubic spline and more efficient to compute.

In the manycore thermal study, this work identified the ratio of core areatofttize L2 cache
to be a crucial determinant of peak temperature. This observation ssdlaasa thermally-aware
multicore floorplanning scheme that has flexibility in the use of L2 cache blaskisermal buffers
can potentially reduce the peak temperature significantly. In fact, floorpigutine cores and L2
blocks in such a manner as to minimize the size of the cores and maximize the dpeiviegn

them (thereby increasing the spatial frequency to exploit the spatial fgt&ehaviour) was the



Chapter 6. Granularity of Thermal Management 134

topic of the previous chapter. This work mainly focused on superscatascWith the advent of
SIMD architectures like GPUs, the question of whether the different Stidibes” offer a thermal

granularity advantage due to their small size is an interesting area of futwke w



Chapter 7

Conclusion

This dissertation described research in the area of microarchitectunalahmodeling and man-
agement. It presented my contributions to the design of HotSpot, a microataréiethermal
modeling infrastructure. It also explained the analytical foundations inlibée of appropriate
thermal model parameters. Furthermore, it offered evidence to the legimttnat the microar-
chitecture is effective in addressing the temperature challenge throfigkréfmanagement both
in the temporal and the spatial dimensions. In the temporal dimension, it aghiernal control
through the judicious throttling of computational activity, thereby spreadiagdiver consumption
across time. In the spatial dimension, it distributed heat generation asralyifas possible both
through microarchitectural floorplanning (within a core and across multipksard a microproces-
sor) and migration of computational activity to spare functional blocks. eSine effectiveness of
static and dynamic thermal management depends on the granularity at whicantigow power
density blocks are interleaved and controlled, this work also analyticallynieea the question
of the proper granularity of thermal management. This study concludedlthatigh within-core
Dynamic Thermal Management (DTM) might become less effective at smallersizes, opportu-
nities for static management arise in the form of multicore floorplanning usiranddevel cache
banks. This observation should be seen in the context of the broaddritreomputer architec-
ture towards multicore and manycore processors. In the near term easizes are still very large
relative to the die thickness, the techniques of the earlier chapters in thestdigsh (DTM and

single-core floorplanning) are relevant possibilities. For the longer tasnthe core sizes shrink

135



Chapter 7. Conclusion 136

to become comparable to the die thickness, a synergy between the tectpriegerged in the ear-
lier chapters and those discussed in the later oags Multicore floorplanning) becomes more
applicable.

This work has resulted in the following specific contributions:

1. It has developed an accurate and efficient thermal model whoggmdemformed by analyti-
cal formulations from the equations of thermal conduction [50,52, I#.HotSpot thermal
model is widely used in the architecture research community and can be dieehfoaded
from the web. Future extensions to HotSpot can examine the applicationefo$tdne-art
numerical techniques such as the Conjugate Gradient Method [81] lmrexpe integration
of off-the-shelf solver libraries. With the rise of multicores and SIMD ssors like GPUSs,
there is potential to obtain performance improvements of many orders of mdgmiitough
a combination of algorithmic enhancements and parallelization [20]. Suchklgpeeould

then translate into more extensive modeling abilities.

2. It has created an empirical leakage power model that captures itsmshapiavith tempera-

ture and supply voltage effectively [103].

3. It has proposed and evaluated new microarchitectural thermal nmaeagschemes that
manage the temperature of a single-core microprocessor with little perfoenhass[101,
102,103]. When the maximum operating temperature is dictated by timing andysit p
cal reliability concerns, “temperature-tracking” frequency scaling, ltvaers the frequency
when the trigger temperature is exceeded (but does not stop the clectdrmps the best.
When physical reliability concerns require that the temperature neveedxbe specifica-
tion, the best solutions are an idealized form of DVS that incurs no stalls whanging
the voltage/frequency or a feedback-controlled localized toggling schiemé¢oggled sub-
domains of the processor independently and a computation-migration schemesés a
spare integer register file. The localized schemes perform better thaal globk gating
and non-ideal global DVS since they exploit instruction-level paralleligmieathe global

schemes slow down the entire processor. A significant portion of therpehce loss of
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all these schemes is due to sensor error, underlining the importancesofr seturacy in
thermal management. These results show that microarchitectural DTM ssheseffective

in managing the temperature of a single-core microprocessor.

Even though the performance losses due to the DTM schemes are minimalptbdiatabil-
ity in their engagement is undesirable for real-time applications. Hencegfutork could
examine techniques for collaborative thermal management by the opengiegnsand the
hardware. Real-time scheduling of processes under the thermal dotsspased by au-
tonomous DTM, while still offering performance guarantees, is a valualtled direction to

explore.

4. It has built a temperature-aware floorplanner that can be usedmaidt@architectural level.
Using this tool, it has made a case that static thermal management can complanvEisild
In this study, all the thermal emergencies were removed by just floorplgaione. A major
part of this reduction comes from lateral spreading while a minor portioncasees from
reduced leakage and slowed down execution. In comparison with a sintfilenpance met-
ric such as the sum of the lengths of all wires, a profile-driven metric tkastato account
the amount of communication and the relative importance of the wires redunpsrigure
more effectively without losing much performance. The profile-drivearfplanning scheme

performed competitively against DVS while doing much better than a static vatgteg.

5. It has presented several temperature-aware placement schemadtfocore architectures,
leveraging the orientation of individual cores and the availability of sedevel cache banks
as cooling buffers [89]. The most important conclusion from this work & 2 bank in-
sertion achieves significant thermal benefit—the maximum temperature ddéefeom the
ambient improves by about 20% for SPEC2000 benchmarks. This theemefitis achieved
with negligible performance loss and omitting the benefit due to reduced keakagther-
more, a combination of core orientation and L2 bank insertion is able to achleug three-
fourths of the temperature reduction achievable by an ideal floorplasoirme that mingles

functional blocks from multiple cores and disperses them amidst a seacafdh2 banks.
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As an extension to the floorplanning efforts in this dissertation, the explaratithe place-
ment choices available in heterogeneous and SIMD architectures is astimgmpossibility.
The availability of different types of cores augments the placement oppiesiof a het-
erogeneous multicore architecture. Similar to the use of L2 cache bankslasgyduffers,
cores with low power density can also be used as cooling buffers. Simig &chitectures
are made of separate small SIMD “lanes”, the spatial thermal filtering mighicestheir
peak temperature if the lanes could be placed sufficiently apart frommatleex using clever

floorplanning. These are all potential future directions from this dissenta

6. It has examined the question of the proper granularity of thermal mareageavith the help of
an analytical framework. This has led to several interesting insights tiegaréhnycore ther-
mal management, cache line thermal efficiency and sensor accuracytamubliation [88].

The key conclusions are:

e Many small cores are better in thermal efficiency than a few large coessvelven the

power density in them remains the same.
¢ Localized thermal management ceases to be effective beyond low temiesf ¢

e On the question of whether pathological code behaviour can causdds&rophic heat-
ing of high aspect ratio sub-blocks such as cache lines, while the adspends on the
cache layout and dimensions, aspect ratio always plays a crucial moi¢gating high

power density.

e Interpolation contributes to the reduction of sensor errors, but the mdgnatithe
benefit is dependent upon the package. Moreover, the bilinear algosthlmost as

accurate as bicubic spline and more efficient to compute.

Consistent with the trends towards multicore and manycore process@s résellts show that
for the long term future architectures, fine-grained throttling of activityalis insufficient to ad-
dress the thermal challenge. Hence, spatial phenomena that exploit hetgra@onduction play a

crucial role in the successful continuation of technology scaling.



Appendix A

Solution of the Heat Equation

We re-state the boundary value problem from Section 6.3 (equations(§62}) here.

°T; 0°Ty
— < x< <y < .
v + 3y 0 (0<x<ald<y<l) (A.1a)
°T, 0°Ty
- = = <X < <y < .
32 + 3y 0 (as<x<o,0<y<lI) (A.1b)

These equations are to be solved subject to the boundary conditions:

Ti(x,1)=0 To(x,1) =0 (A.2a)
To(0,y) =0 (A.2b)

0Ty 0T,
&’xfo =0 Ty|y:0 =0 (A.2c)

oM . q

Y= (A.2d)
Tl(av y) = TZ(a7 y) (Aze)

oT oT:
a—Xl |x7a = a—x2 |x:a (A-Zf)

Of the two parts of the problenT; is the easier one to solve since it is a homogeneous prob-

lem (.e., its boundary conditions are all zero). The standard way to solve fir Bamogeneous
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problems is to seek solutions ofsaparableform i.e., assumingr (x,y) = X(X)Y(y). In that case,
the steady state heat equatiofil = 0 reduces to the forn¥ + YVI = 0. In this equation, the term
on the left side of the+ symbol is a function ok alone and the term on the right is a function of
y alone. If their sum has to be zero for alandy, then each term has to separately be equal to a
constantice., it cannot be a function of eitheror y). Since temperature is a real-valued function,
these constants have to be real as well. So, one of them has to be pagititreeather negative,
so that their sum would be zero. Let us call the positive constarithe other would be-A?).
Then, depending on our boundary conditions, we typically have two tgpeguations to solve.
The first case is of the fori{” = A2X and the second is of the fori’ = —A2X. The solution
to the former is of the fornC,;e™ + C,e * whereC,; andC, are arbitrary constants. This can be
seen from the fact that differentiating this expression twice with respeatesults in it being mul-
tiplied by A2, satisfyingX” = A?X. Similarly, the solution to the latter cas¥’{= —A?X) is of the
form C; cogAx) +Cpsin(Ax). This can also be verified to satiskf’ = —A\?X as before. Further-
more, since the above-mentioned constaktsafid—A?) occur in positive-negative pairs, it should
be noted that wheX takes the former form (comprised of exponentialsXakes the latter form
(comprised of sines/cosines) avide versa

With this introduction to the method skparation of variablgdet us now apply it to solve for
To. Let Ta(X,y) = X2(X)Y2(y). From the discussion abov¥;(x) can be of the fornCie + Coe
or C; cogAx) + Cysin(Ax). Correspondinglyy»(y) can be of the fornD; cogAy) + D2 sin(Ay) or
D,€e" + Doe Y respectively. However, we know from boundary conditions (A.2a) @n2b) that
T, has to be zero at = « and aty = 1. This restrictsX, to the exponential form an® to the

sine/cosine form. Thus

Xo = Clez\X+C267AX and

Y, = DjicogAy) -+ Dzsin(Ay)

Now, applying (A.2b) taX,, we getC; = 0. Also, applying (A.2c) tor> we getD, = 0. Therefore,
T, is of the formCye ™D cogAy). However, when we apply (A.2a) &, we getYs(l) = 0=
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cogAl) = 0. Since there are an infinite number\ that satisfy this equation, we can denote them
by An Wheren = 0,1,2,...S0,Anl = (2n+1)7. For each\,, we get a different solution. Since the
problem we are solving is a homogeneous one, the principle of superpdsilids. That is, if there
are two solutions satisfying the boundary conditions, their sum is also a wlitios. Hence, all

solutions corresponding to the differenfs can be added up to obtain. Therefore,

T, = ZO Bne ™ cogAny) (A.3)
n=

whereB,’s are arbitrary constants. Now, before unraveliadurther, let us take a look &f.
It can be seen that boundary condition (A.2d) is not homogeneousdém to be able to apply the
method of separation of variables as we didTarwe splitT; into two parts:T{ and T, whereT]
is the homogeneous paff is still not homogeneous but is much simpler to constryzamicular

solutionfor. So,T; = T/ + T,. The original probleni]?T; = 0 gets split into two sub-problems:

0°T/=0, [°T,=0 (A.4)

subject to the following boundary conditions:

T/(x1)=0 Tp(x1)=0 (A.5a)
0Ty B Ty B

&‘X:O 0 &|X:O =0 (A'Sb)
Ty B Ty q

a—y\yzo a—yly:o =—1 (A.5¢)

Of the two problemdl;] andTp, the latter is the simpler one in spite of the non-homogeneity
because, unlik&, (and the previous case), we are not looking foall general solutions. Instead,
we are looking for garticular solution that suits our problem and boundary conditions. Roughly
speaking, we are looking for a function that vanishes when differedttatiee (A.4) and becomes

a constant when differentiated once (A.5c). Thus, it can be seenlthatafunction ofy solves the
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sub-problem (A.4) by construction, since its second derivative is 2éence,T, = Py+ Q where

P andQ are arbitrary constants. Applying the boundary conditions (A.5b) arcjAwe get

Tp —

oy ie)

(I-y) (A.6)

Now, sinceT, is a homogeneous problem, it can be solved just as wéldlay separating
the variablesj.e,, with T/ = X;(x)Y1(y). Then, by the same arguments as before, on¥ aind
Y1 must comprise of exponentials and the other of sines/cosines. Applyingthreléry condi-
tions (A.5b) and (A.5c) to the possible cases narrows down the solutiooeshi two formsriz.
Acosh(Ax) cogAy) or AcogAx) coshAy) where, costB) = ee+—2e4 andA is an arbitrary constant.
Now, for the boundary condition (A.5a) to hold, the latter choice is notiptessbecause coshl)
can never be zero. Henceg, can only be of the forrf\cosiAx) cogAy). Applying (A.5a) to this

= coqAl) =0, giving rise to infiniteA,’s as before. So, superposing all such solutions, we get

T = iAnCOSr()\nx)cos()\ny) (A7)
)
. = Tl'—i—Tp
_ 9,_ <
= k(I y)+n;Ancosr()\nx)cos()\ny) (A.8)
wherep, = (2n+1)g (n=0,1,2,...)

From equations (A.8) and (A.3), we almost have the complete solutiong fand T, except
that we need to determinf, andB,, for n=0,1,2,...This can be done by including the continuity
conditions from (A.2e) and (A.2f). Substituting fér andT, from equations (A.8) and (A.3) in the

boundary condition (A.2f) and grouping like terms together, we get

Bn = —AneM@sinhAna) (A.9)

where, sini@) = # Now, substituting foB,, from (A.9) into (A.3), applying the boundary
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condition (A.2e) and grouping like terms together, we get

k0-Y)= 3 ~Adcoshny) (A.10)

The right side of this equation is an infinite series made of cosines. Herlwearns a strong
resemblance to a Fourier cosine series expansion. Hence, let usiehpa‘nnctiong(l —y) using
Fourier cosine series and compare with the equation above. In ordeahdent® expand a function
using Fourier series, it has to be periodic. So, let us define a periodétida f (y) which is a

periodic extension of (I —y) with a period of 4i.e.,

ty) = dl-y) —-2<y<o0
fl-y) o<y<2
and f(y+4l) = f(y). Itis to be noted that for our problem, we are only interested in the
interval 0<y <. Now, we are seeking a Fourier cosine series expansiof(fgri.e., we are
looking for constantsy, (m=0,1,2,...) such thatf(y) = ag+ ¥ 1 amcog 5 ). From standard

texts on Engineering Mathematics (e, [63]), these can be computed as below:

2

e ()]
_ |1/02| sin (Tmrlly) < 2 > (—%) dy (intgeration by parts)

mmn
ql [1— cog m)
(g

In other wordsf (y) = #(I —y) can be written as

] form=(1,23,...)
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q _ oyt
=Y = 3 235z cothy) (A.12)
where A\l = (2n+1)1—2T (n=0,1,2,...)

Comparing this equation with (A.10), we can determineas

gl e *nd
Ag= 222 (A.12)
K A2

Now, if we substituted, andB,, from (A.12) and (A.9) into (A.8) and (A.3) respectively, we have

the full solution to our problem. Before we present the full solution, fdational convenience, let

us definey, = Al i.e., yn = (2n+ 1) 7. Then, the solution for the heat equation is given by:

| © e—(yn?) X
n(x,y):%[l—ly—zzb v cosr(vn,—>cos<vn|Y>] (A13)
n=

Tixy) =& [2 > %‘”‘%)e*“)cos(vn%)] (a14)

where y,=(2n+1)

NS

(n=0,1,2,...)
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