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ABSTRACT
Air cooling limits have been a major design challenge in recent
years for integrated circuits. Multi-core exacerbates thermal chal-
lenges because power scales with the number of cores, but also
creates new opportunities for temperature-aware design, because
multi-core designs offer more design parameters than single-core
designs. This paper investigates the relationship between core size
and on-chip hot spot temperature and shows that with the same
power density, smaller cores are cooler than larger cores due to a
spatial low-pass filtering effect of temperature. This phenomenon
suggests that designs exploiting low-pass filtering can dissipate more
power within the same cooling budget than contemporary designs.

Categories and Subject Descriptors
B.7.2 Hardware [Design Aids]:

General Terms
Design
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1. INTRODUCTION
Semiconductor technology scaling presents severe thermal chal-

lenges. Area is scaling down faster than power due to limited sup-
ply voltage scalability, growing leakage challenges, and non-ideal
interconnect scaling [1]. At the same time, the inability to improve
single-thread performance without unreasonable power dissipation
has led manufacturers to stop trying to extract instruction-level par-
allelism (ILP) and instead focus on integrating multiple, possibly
simpler cores on a single die. A variety of multi-core products are
available today, and all high-performance PC and server processors
are multi-core and even many-core.

The many-core paradigm, however, is worrisome from a ther-
mal design standpoint. Many-core allows simpler cores with lower
power per core than aggressive ILP cores. Yet total power scales
up linearly with the number of cores. Assuming that pricing power
requires manufacturers to maintain die area and raise clock rate
from generation to generation, not only power density but also to-
tal power will rise. Hence, with density doubling every generation,
constant area, and voltage supply only dropping 2.5% per gener-
ation [1], P = CV 2f implies that total power rises at least 50%
per generation, assuming continued improvements in circuit delay
and hence frequency. Clearly this exponential growth will outstrip
the limits of affordable air cooling in a short time. Maintaining
Moore’s Law within reasonable cooling budgets therefore requires
us to find techniques that allow higher thermal design power (TDP)
within a fixed cooling budget—TDP scalability. (TDP represents
the maximum amount of power the cooling package in a processor
is required to dissipate.)

This paper shows that the many-core architecture plays a vital
role in coping with these scaling challenges. We have two levers.
The first is the choice of core sophistication and hence power per
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core. However, our ability to simplify cores is limited by the nature
of the von-Neumann datapath and the per-thread performance that
a particular market demands. The second lever is layout: place-
ment of high-power-density elements to maximize thermal unifor-
mity and maximize efficiency of the cooling solution. Layout is in-
dependent of core sophistication. Even a single, complex core can
be broken into chunks whose placement optimizes thermal unifor-
mity [2]. [3] and [4] have suggested that interleaving high-power-
density circuit elements with low-power-density storage elements
achieves further benefits by using the interleaved cool elements as
virtual, “lateral heat sinks".

In particular, this paper focuses on the second lever mentioned
above and shows that layout can substantially increase the effi-
ciency of the cooling solution. Specifically:

1. We show that adopting the many-core design style allows
significantly more total thermal design power (TDP) than tra-
ditional designs. The increase in TDP thus implies that a
many-core design can improve performance by simply burn-
ing more power without the thermal hazards seen by single-
or dual-core designs with the same TDP.

2. We also propose a closed-form analytical model to derive hot
spot temperature of a homogeneous many-core design. The
model is based on a spatial temperature low-pass filtering
effect which states that with the same power density, power
sources with smaller sizes (corresponding to a higher spatial
frequency) are cooler than larger power sources (correspond-
ing to a lower spatial frequency).

3. Our analysis can help select optimal core size and core so-
phistication. Cores that are individually weaker but allow
greater TDP may be the right choice. GPUs are one example
of such a design philosophy.

Overall, this work suggests that temperature-aware design can
gain important benefits from TDP-scalable designs and motivates
this as a valuable direction for future research.

2. RELATED WORK
The power and thermal analysis of multi-core designs has been

considered by other researchers. For example, the power and en-
ergy efficiency of a multi-core design was shown in [5]. The multi-
core architecture design space was explored and the power and ther-
mal impacts on design choices were shown in [6]. [7] investigates
thermal management techniques for multi-core designs. [8] per-
forms architecture-level simulations under thermal constraints for
multi-core designs. This paper instead takes advantage of the un-
derlying heat transfer theory and targets the scaling trend of ther-
mal design power for many-core designs. Temperature-aware and
layout-sensitive floorplan at the architecture level has also been in-
vestigated in [2, 9]; but they did not consider the fact that layout can
be made independent of core sophistication. Our work suggests that
greater benefit in TDP can be achieved by further refining existing
temperature-aware layout techniques.

A unique aspect of our work is that we present an analytical
model to quantify many-core design hot spot temperature and the
allowed thermal design power as a function of the number of cores.
In [8], a thermal model is also proposed without further considering
the complicated heat spreading within silicon and package, omit-
ting important details and making it hard to extend to many-core
designs. Other existing thermal modeling tools such as HotSpot [10]
do not provide direct analytical design insights and are not as effi-
cient as a closed-form analytical thermal model.
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3. A MOTIVATING EXAMPLE: RELIEVED
TDP IN MANY-CORE DESIGNS

Consider two simple designs with the same silicon area—one has
a dual-core architecture, the other has a 220-core architecture, and
the cores in each design are homogeneous. If we further assume
that half of the chip area is occupied by L2 and lower-level caches
that are placed with the cores in a checkerboard fashion (2x2 and
21x21, respectively), and the caches generated negligible power
densities compared to the cores, as shown in Fig. 1. The assumption
that roughly half the area is occupied by L2 and lower-level caches
can be seen from recent designs such as IBM POWER5 [11] and In-
tel Core 2 Duo [12]. The checkerboard core-cache layout arrange-
ment greatly alleviates core-to-core thermal coupling. Whether the
caches are shared or private does not greatly affect the way they
can be laid out, and any decent size of cache can be banked and
placed almost anywhere on the die (e.g. Intel Itanium2-6M [13]),
so a checkerboard layout is a a legitimate option (and as we will
show a very good one).

The choice of 220 cores for this example is based on rough es-
timates of scaling trends. Assuming that we scale from a dual-
core design, each of the two cores occupies a quarter of the chip
area, and the remaining half of the chip area is secondary caches.
We further assume that such a design has a typical 20mm×20mm
chip size. Many-core designs of the future are likely to use simpler
cores than contemporary complex cores, thus we assume a one-
time core architecture shift from the dual-core design to the many-
core design, resulting in a down-scaling of the core area. For ex-
ample, according to core area data in [14], when scaling from EV6
(i.e. Alpha 21264) down to EV4, for the same technology node a
∼0.125 scaling factor due to the change in architecture complexity
is observed. In addition, due to Moore’s Law, a ∼0.5 area scaling
factor exists across two generations of CMOS technologies. Com-
bining the two scaling factors above, the size of a single core will
possibly become 100 times smaller in less than four generations
(0.125 ∗ (0.5)4 ≈ 0.01). Since ITRS predicts relatively constant
chip area across generations, the same 400mm2 chip would accom-
modate about 200 such cores. This corresponds to a 20×20 checker
board; for our example, we choose 21×21 since an odd number of
divisions makes the floorplan more symmetric. Although this num-
ber may seem high, for some applications this is already the norm.
(E.g. the nVIDIA GeForce 8800GTX GPU already has 128 simple
scalar cores, and the next generation seems likely to double that.)
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Figure 1: Dual-core and 220-core designs. The cores and the
caches are placed in a checkerboard fashion. Shaded areas cor-
respond to cores that dissipate power (Alpha EV6 core without
L2 cache is shown as an example in the dual-core floorplan).

If we apply 110W and 1W to each core (i.e. 1W/mm2 of power
density for cores, assuming uniform within-core power distribution
and neglecting the cache power) for the dual-core and 220-core de-
signs respectively, we have the same 220W total power for both
designs. ITRS predicts increased power density due to non-ideal
scaling and 1W/mm2 is a reasonable hot spot power density for
contemporary designs. HotSpot 4.0 [3] is used to find the peak
temperature rise with respect to ambient temperature. For a typical
heatsink convection thermal resistance of 0.1K/W, we find that the
dual-core design has a peak temperature rise of 43.3◦C, whereas
the 220-core design has only 37.1◦C. This is because the 220-core
design has much smaller cores and a more uniform power distribu-
tion, thus less severe hot spot temperatures as we will see in Sec-

tion 4.
Alternatively, if we try to find the total TDP for each design that

results in the same peak hot spot temperature rise of 37.1◦C, we get
188W TDP for the dual-core design, and 220W TDP for the 220-
core design—a 17% increase in power budget. If a more advanced
cooling solution is used (e.g. Rconvection = 0.05K/W ), a 25%
increase in TDP will be seen in the 220-core design! Even for
a design with a moderate cooling solution (e.g. Rconvection =
0.5K/W ), we can still see a 5.8% increase in TDP for the 220-
core design. These results are listed in Table 1. Alternatively, we
can fix the temperature rise and find the corresponding TDPs for
both designs with different values of Rconv . This should result in
the same percentage of TDP gain for the 220-core design because
the temperature rise is strictly proportional to TDP. This will be
apparent in Eq. 3 in Section 4.2.

Rconv 220-core TDP Temp. Rise Dual-core TDP TDP improvement
(K/W) (W) (◦C) (W) of many-core (%)
0.05 220 25.4 176 25%
0.1 220 37.1 188 17%
0.5 220 125.0 208 5.8%

Table 1: For the same hot spot temperature, many-core de-
sign allows greater thermal design power (TDP). Using a better
package will benefit in term of TDP.

This relief in TDP for many-core designs is important. On one
hand, if thermal reliability is the major concern in determining the
TDP (i.e. not considering energy savings), many-core design’s per-
formance can be boosted to a greater degree than single- and multi-
core designs by allowing more TDP without worrying about ther-
mal hazards that would appear otherwise. On the other hand, if
more performance is not desired (e.g. in real-time applications),
the design requires a smaller TDP budget while preserving the same
performance in a many-core design, therefore it can use a cheaper
thermal package and reduce system cost.

With the above example, it is clearly important to quantitatively
investigate how the number of cores, or core size, affects the on-
chip hot spot temperature for the same power density. Performing
simulations in HotSpot and other thermal tools only yields point
solutions. Therefore, an analytical model that accurately derives
hot spot temperatures of a many-core design is desired.

4. TEMPERATURE MODEL FOR HOMO-
GENEOUS MANY-CORE DESIGNS

In this section, we present the temperature spatial frequency low-
pass filtering theory showing the relationship between heat source
size and hot spot temperature, and then derive and validate a model
calculating the hot spot temperatures for homogeneous many-core
designs. Some implications of the theory are also discussed.

4.1 Spatial Temperature Low-Pass Filter
Starting with the traditional temporal frequency-domain analy-

sis for a first-order electrical RC circuit, we utilize the analogy be-
tween the temporal frequency (in s−1 or Hz) and the spatial fre-
quency (in m−1) to extend the analysis from time to space as well
as from electrical domain to thermal domain.

We know that a first order electrical RC circuit (Fig. 2(a)) is a
low-pass filter, that is, the voltage drop across the capacitor tracks
the input voltage Vs(t) at low frequency, and is increasingly attenu-
ated at higher frequency. The equivalent impedance of this circuit is
Zeq = ZR||ZC = R||( 1

jωC
), with Zeq = R at DC, and approach-

ing zero at high frequencies. The resistor R determines the “DC"
component of the output voltage, whereas the capacitor determines
the “AC" component.

In space, there is also such a “low-pass filtering" effect for tem-
perature distribution. Here, we extend the temporal frequency anal-
ysis to the one-dimensional spatial frequency domain. Consider a
sinusoidal heat flux (i.e. power density) of q(x), which causes a
sinusoidal temperature distribution T (x) = T0e

j(ωsx+φ), where
ωs = 2π/λ is the spatial radian frequency, and x is the position in



the 1-D space. According to Fourier Law of heat transfer,

q(x) = k
dT (x)

dx
= k

d

dx
T0e

j(ωsx+φs) = jωskT (x) (1)

where k is the thermal conductivity. Notice the similarity between
Eq. 1 and the impedance of an electrical capacitor ( 1

jωC
). This

leads us to some quantity analogous to the electrical capacitor in
the spatial domain for heat transfer, which can be interpreted as a
thermal spatial capacitive impedance:

ZCs =
T

q
=

1

jωsk
=

1

jωsCs
(2)

where Cs is defined as thermal spatial capacitance (notice that Cs

is completely unrelated to the thermal capacitance Cth that deter-
mines the transient heat transfer), and ZCs is the “thermal spatial
capacitive impedance".

Eq. (2) is used when there is an AC component, with spatial fre-
quency ωs, in the applied heat flux. In the case where there is only
DC heat flux, Fourier’s Law leads to the traditional definition of
thermal resistance: ZRs = tiso

k
, where tiso is the distance from

the active silicon surface to the isotherm surface in the package.
From the above derivation, we can reach a first-order spatial ther-
mal series “RsCs" circuit similar to Fig. 2(a). Fig. 2(b) shows a
more intuitive Norton equivalent circuit. The heat flux generated
by the active silicon layer, q(x), models the non-uniform distribu-
tion of power density across the chip. The DC component in the
spatial temperature distribution is determined by ZRs, whereas the
AC component is determined by ZCs. In addition, the total equiv-
alent thermal spatial impedance is Zeqs

= ZRs||ZCs.

+
-

R

CVs(t) Vc(t)

+

-

Z
Rs

Z Cs
q(x)

Tiso

+

-

(a) (b)

Figure 2: (a) A first-order electrical RC circuit. (b) The Norton
equivalent first-order thermal spatial “RC" circuit.

We can see that for low spatial frequencies (power sources with
large dimensions), the thermal impedance is close to the DC com-
ponent, that is the lumped Rth = tiso/(kA) that we usually see
(A is the corresponding vertical heat conduction area). But for
high spatial frequencies (power sources with small dimensions),
the impedance attenuates to smaller values due to the presence of
the thermal spatial “capacitance". This explains the spatial tem-
perature low-pass filtering effect—structures with tiny dimensions
have lower peak temperature comparing to their larger counterparts
applied with the same power density. Intuitively, a tiny heat source
even with a high power density does not significantly increase the
total power dissipation that the package has to remove, thus temper-
ature rise in the package is almost negligible. On the other hand, a
large heat source with high power density results in significant rise
in total power dissipation, which in turn leads to significant temper-
ature rise at the heat sink and the heat spreader, hence the increase
of average and peak silicon temperatures.

Because the heat transfer in x and y lateral directions are or-
thogonal, which is determined by the 2-D form of Fourier’s Law,
the above derivations can be easily extended into two-dimensional
space with similar results.

One limitation of the above analysis is that it does not take ver-
tical temperature gradient in the chip and the package. A more ac-
curate analysis would be using multiple RsCs ladders, or ideally,
distributed thermal spatial thermal RsCs circuit. Fig. 3 shows the
comparison between the proposed granularity analysis (3-ladder
spatial RsCs circuit) and ANSYS simulations for different heat
source sizes. Note that the spatial frequency and equivalent thermal
impedance are both normalized. The low-pass temperature filtering
effect for the relationship between heat source size and peak tem-
perature is strong—for example, assuming the isotherm thickness

is 4mm, for a heat source of 0.1mm size, we have a normalized
spatial frequency of 40, which corresponds to 0.045× the peak re-
sistance from Fig. 3 and a tiny 0.045× peak temperature rise.

Figure 3: Comparison of 3-ladder thermal spatial RC model
and ANSYS simulation for different heat source sizes (Both
axes are in log scale).

4.2 Homogeneous Many-Core Thermal Model
In this section, we use the above spatial temperature low-pass fil-

tering theory to derive an analytical model for hot spot temperature
of many-core designs.

If we consider that all the cores are homogeneous and each core
in a many-core design is a uniform heat source, the size of a core
directly relates to the hot spot temperature of the chip. Thus a first-
order many-core hot spot temperature model as a function of num-
ber of cores (n) can be written as follows,

Tmax=TDP·
(
Rconv+

tsi−tiso(n)
kA

+
tiso(n)

k
1

A(1−Ca(n))

∣∣∣ 1
1+jωsτs

∣∣∣
)

(3)

where TDP is the total thermal design power, Rconv is the heatsink-
ambient convection thermal resistance. A is the total chip area,
Ca(n) is a function evaluated in the range of (0,1) that models
the fraction of chip area occupied by L2 and lower-level caches.

Therefore Lcore =

√
A 1−Ca(n)

n
is the size of one core. The term∣∣∣ 1

1+jωsτs

∣∣∣ models the low-pass temperature filtering effect with ωs =
2π

2Lcore
is the spatial frequency and τs = 0.5RsCs = 0.5tiso(n),

where the 0.5 factor accounts for difference of the aforementioned
distributed vs. lumped RC constants.

Eq. 3 states that the peak temperature of a homogeneous many-
core system can be calculated by adding the temperature rise from
the air to isotherm surface inside the package (the first two terms)
to the temperature rise from isotherm surface to the silicon surface
(the third term). [15] observed this composition as well, but here
the third term is governed by the presented spatial temperature low-
pass filtering effect caused by the small core size. tiso(n) is the
isotherm thickness that is a function of number for cores, and tsi is
the total equivalent silicon thickness that combines the thickness of
TIM, spreader and heatsink.

To validate the accuracy of Eq. 3, we compare to the HotSpot re-
sults presented in Section 3 for the dual-core and 220-core designs
with Rconv = 0.1K/W . Here, Ca(n) = 0.5 since half of the
chip area is occupied by the caches, A = 441mm2, TDP=220W,
k=100W/(m-K) for silicon, and tsi = 2.7mm according the de-
fault package values in HotSpot. Because the derivation of Eq. 3
is completely independent of HotSpot and HotSpot 4.0 has been
extensively validated against ANSYS [3], HotSpot makes a good
reference. Table 2 shows Eq. 3 to be accurate, especially if the core
number n is large (0.5% error). The more noticeable error for the
dual-core design (11.1% error) is caused by the fact that for the two
large and hot cores, the assumption that the center sink-to-air sur-
face is isotherm is not accurate. More detailed thermal simulation
is needed to decide the model’s error for the case of a few cores
and good cooling package (i.e. small Rconv). However, since the
model targets many-core designs (mostly with tens or hundreds of
cores), the error in designs with a few cores is not critical.



number of cores model HotSpot error
(K/W) (C) (C) (%)

220-core 37.3 37.1 0.5%
dual-core 48.1 43.3 11.1%

Table 2: Comparison of the proposed model (Eq. 3) with
HotSpot when Rconv = 0.1K/W . For many-core design, the
model is accurate. The model is less accurate for fewer cores.

4.3 Implications of the Model
Fig. 4 shows a plot of hot spot temperature vs. number of cores

from Eq. 3 with half the chip area occupied by cooler caches. 200W
and 250W thermal design powers are applied respectively. When
the core number approaches infinity, i.e. truly uniform power dis-
tribution across the chip, a uniform chip temperature is obtained
and there are no particular hot spots. When the number of cores is
about 2-4 or greater than thousands, the hot spot temperature does
not change much. For the range of ten to a few hundred cores, the
hot spot temperature is quite sensitive to number of cores, therefore,
potential opportunity exists in this region for optimization between
thermal design power, performance, and package cost. From Fig. 4,
we can also confirm what we previously observed from HotSpot
simulations in Section 3—many-core design at a higher thermal
design power (250W in this example) can have the same hot spot
temperature as a fewer-core design which can tolerate much less
thermal design power (200W).

Figure 4: Chip peak temperature as a function of number
of cores for TDP=200W and 250W, with L2 caches occupying
fixed half chip area.

Another observation from the model in Eq. 3 is that when the
package-to-ambient convection thermal resistance (Rconv) domi-
nates the silicon-to-package thermal resistance, the on-chip peak
temperature is not sensitive to the number of cores. It is instead
determined more by the total power of the chip, which confirms
a similar observation in [8]. This is the case for most low-cost
designs that usually have only natural convection as the cooling
method. There has also been a fallacy to use power density as a
proxy of temperature. Eq. 3 shows that the hot spot temperature is
determined not just by the power-density-related second and third
terms (proportional to TDP/A). The total-power-related first term
also plays an important role. For example, in a low-cost many-core
design, it is possible that the total power is fixed but the increase
in number of cores leads to more power density for each core due
to the increase in secondary cache area. However, the low-pass fil-
tering effect combined with the dominant package-to-air thermal
resistance may yield a lower peak temperature.

There are many other interesting questions to be answered re-
garding the implications of Eq. 3. For example, with the many-
core design shift and the thermal spatial low-pass filtering effect,
one may wonder if it is practical to perform thermal analysis at
the core granularity rather than at the within-core block granular-
ity. According to our preliminary results, it is likely to be so [16].
Another example is to observe the effect of cache area on peak
temperatures by varying Ca(n) rather than fixing it at 0.5. Our
preliminary results indicate that the hot spot temperature of a ho-

mogeneous many-core design is not monotonically related to the
cache area. More details about the implications of the model can
be found in an extended discussion of this paper [16], which also
presents more explanation of Eq. 3 and the derivation of tiso(n).

5. LIMITATIONS AND FUTURE WORK
It seems that with the proposed model in Eq. 3, it is not necessary

to run more detailed HotSpot-like thermal simulations any more.
This is not usually the case. The model presented in this paper still
has the following limitations:

1. All cores are assumed to be homogeneous with uniform power.
For heterogeneous many-core designs, further analytical mod-
eling or detailed thermal simulations are needed.

2. All the cores are assumed to dissipate the same power all
the time. This is not always true due to different activity
factors and the application of DVS or clock-gating among
cores. However, the proposed model already takes care of
the worst-case combination of core activities and is enough
to decide TDP and package choices.

3. Different types of cooling solution may have different impact
on TDP.

4. As mentioned earlier, the analytical model in this paper has
more error when the number of cores is small. This is due to
the fact that the assumption that the isotherm surface always
appears in the package may not be valid for small number of
cores dissipating a lot of power.

5. The simulations and derivations here do not consider the role
of the on-chip network. Interconnect density, and hence the
area, power and performance overheads all go up as number
of cores increases. Interconnect networks’ power and ther-
mal impacts need to be carefully considered in many-core
designs.

All the above limitations are important to address and will be
interesting future work.

6. CONCLUSION
It is important to understand how many-core design options in-

teract with thermal and power limits of modern scaled CMOS tech-
nologies in order to maintain Moore’s Law scaling. In this paper,
we present a theoretical analysis of the relationship between core
size and peak temperature, and propose a quantitative model to esti-
mate many-core chip hot spot temperature as a function of number
of cores. We find that many-core design has the potential advan-
tages of significantly relieving the thermal design power constraint,
and hence a performance boost or cheaper system cost.
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