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Abstract

As integrated circuit (IC) technology advances to the subrb®region, power and asso-
ciated thermal effects are becoming a limiting factor inhRerformance circuit design.
In addition to battery lifetime for mobile devices, powedaemperature are emerging as
concerns due to the strong temperature-dependence oflepkaver, circuit performance,
IC package cost and reliability. In traditional design neetblogies, a constant worst-case
power and temperature are commonly assumed, leading te®xealesign margins (re-
sulting in higher cost) or degraded performance due to teatyes or power constraints.
In reality, circuits exhibit strong workload-dependentigtons (e.g. execution time, tem-
perature) at runtime. Therefore, dynamically adaptingreud to the behaviors of its
workloads (trading off between performance, power, terajpee and reliability) would
enable reclamation of design margins from previous waase@ssumptions.

In this dissertation, improved runtime techniques aregesl to attenuate power and
thermal constraints on circuits by exploiting dynamic wodd variations. These tech-
niques include efficient dynamic voltage/frequency sca(lDVS) techniques, such as us-
ing feedback control and statistical information, to reglaircuit power consumption while
maintaining performance requirements. This dissertalen explores the effect of tem-
perature variations on circuit reliability, develops aabllity model subject to dynamic
thermal stress, and investigates architectural techaituenaximize circuit performance

without violating IC lifetime specifications. It is shownat) using these power- and



v
temperature-aware runtime management techniques, stibsfgower and performance
margins can be reclaimed from methodologies using worst-g@wer and temperature

assumptions. In addition, the dynamic models developetisndissertation can also be

used for design time optimization.
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Chapter 1

Introduction

1.1 Motivation

With the advance of semiconductor technology scaling, pamel thermal issues have
been among the limiting factors facing IC (integrated di)alesign. The power consump-
tion on modern high performance chips has reached the linmeat dissipation capacity
of contemporary thermal package design. While batteryitifetis becoming one of the
major concerns for mobile devices with the prevalence ofitaatmmputing technology,
the growth in IC power consumption has far exceeded thattietyaenergy capacity. On
the other hand, the resulting higher temperatures due teased power consumption not
only degrade system performance, raise packaging costsharease leakage power, but
they also reduce system reliability via temperature enbdailure mechanisms. In the
traditional design methodology, worst-case assumptionsised to ensure the system op-
erates normally in all corner cases, which results in exeeskesign margins by imposing
extreme design constraints, and, as a consequence, teoffisetiothe benefits brought by
technology scaling. New design approaches are urgentlyetke® address the power and

thermal challenges and to reclaim the design margins.



Chapter 1. Introduction 2
1.1.1 Power and Thermal Trend with Technology Scaling

In the past three decades, the performance (clock freqliamclyfunctionality (transistor
count) of integrated circuits have grown exponentiallyasiied by Moore’s law. However,
increasing on-chip power consumption tends to become thermeadblock for people to
realize continuing technology scaling [73], due to lack o$teefficient ways to remove
heat from the chip.

This problem can be more clearly explained from the expoassf dynamic (switch-
ing) power consumption [81]:

1
Py :aéceffvzf (1.1)

wherea is the average transistor switching factor in each clocke;ya value between 0
and 1,Cq+1 is the effective total capacitance on a chipand f are operating voltage and

frequency respectively. Circuit delay can be estimated &y [8

_ CIoadV

|av

D

(1.2)

whereCoaq denotes the output load capacitance, gdhe average transistor conducting
current.

With technology scaling, the dimensions (e.g. transist@annel length and width) of
transistors are scaled &/(S~ 0.7) at each new technology generation, and the supply
voltage is scaled by (U < 1). As a result, load capacitance is scaledS®nd, in deep
sub-micron (DSM) region< 0.25umfeature size)l,y is scaled byJ [81]. Thus, the clock
frequencyf O £ is scaled byg according to Equation (1.2). At the same time, individual
transistor capacitance becomes smaller (i.e. scalé),land transistor density (transistor
count per unit area) is increased éy(i.e., new technology enables more transistors inte-

grated on a chip.). It follows that the total effective cafmtce is the sum of all transistor
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capacitance on a chip, which is scaled %wassuming the chip size is fixed. According
to Equation (1.1), total dynamic power consumption is snthke(%)z. With ideal scaling
whereU = S one might expect slight power increase in each new geperdiie to the
increase of chip size. However, in practitk;> Sas certain noise margin of voltage swing
has to be reserved (in ultra-deep sub-micron technologyrder to suppress the leakage
current, threshold voltage is scaled very slowly, whicloakduces the scaling speed for
supply voltage). For example, it is predicted that the posugply voltage for high per-
formance logic circuitry will be scaled from.IvV at 2005 for 9@m technology to 10V
at 2008 for 5amtechnology [6]. In addition, the request for higher cirqoétrformance
favors deeper pipeline architectures which enable gre#iek frequency scaling. For ex-
ample, Intel's Pentium 4 processors adopted a 20+-stagginepto achieve multi-GHz
performance at 0.38ntechnology at 2001 [109]. The combination of new technolaxgg
the adoption of deeper pipeline architecture brings exptalegrowth in performance at
the expense of similar increase in on-chip power consumptio

Consequently, chip temperature, which is proportional twgralensity, also increases
exponentially. On the other hand, the adoption of low-kriaiger dielectrics in future
technology to reduce the interconnect capacitance with&rrpush upwards the temper-
ature envelope because these materials usually have verseal conductance. Further-
more, higher temperature will in turn increase another paeenponent—leakage power—
significantly, thus the total power. It is even estimated teakage power could be larger
than dynamic power in future technology nodes [38]. Theeetato major sources for
leakage power: sub-threshold leakage and gate leakage $8}-threshold leakage is a
leakage current flowing through the reversed biased diau#ipns when the transistor is
in off state, while gate leakage is the current flow due toted@dunneling through the gate
oxide. Gate leakage is independent of temperature and ceedbeed using high-k gate

dielectrics, while sub-threshold leakage is an exponkiutietion of temperature. In addi-
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tion, leakage current is also exponentially dependent mesttold voltage (i.e. transistors
with smaller threshold voltage are leak), which constsathe further scaling of threshold
voltage, thus further limiting the scaling factdrof supply voltage.

All these trends suggest that the time has come that we caonge afford the high
on-chip power consumption and high temperature for betteuit functionality and per-
formance. For instance, in less than 5 years after the déRermtium 4 processor, Intel
canceled the development plan of Pentium 4 architecturedalits extreme high power

consumption and the inability to remove heat efficientlyqjLO

1.1.2 Power and Thermal Challenges

Power, thermal and reliability challenges are highly esflat Higher power consumption
results in higher temperature, which enhances many pHysibare mechanisms. Fur-
thermore, there exists a positive feedback loop betweerepawd temperature—higher
temperature leads to higher leakage and therefore totag¢mpoWith careless design, it
is possible that the increase in both power and temperaameée unbounded. This is

called “thermal runaway” [38]. Figure 1.1 illustrates tipsenomenon. The straight line

350

— Thermal Package
‘== Pd = 40W
Pd = 55W L
-- Pd=75W A
. ,

3001

2501

2001

1501

runaway
100f _o-==""

Total Power (dynamic + leakage) (W)

501"

Tstable

. . . . .
60 80 100 120 140 160 180
Temperature °C)

Figure 1.1: lllustration of “thermal runaway”.
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shows the amount of heat (power) can be removed by the th@ackhge at each temper-
ature. All other curves show the dependency of total powelearperature. For a given
dynamic powelPy, the interception between its power-temperature depaydamrve and
the thermal package line determines the final power and textyye on the chip. When
the dynamic power is small, there are two interception paistthe cases Py = 40W and

Py = 55W. The interception point with the lower temperature dictdte final steady state
of the chip. As can be seen from the figure, the final total paeeatd be much larger than
the dynamic power due the coupling between temperaturesahkdde. The temperature of
the other interception point is the thermal runaway tempeea because the temperature
and power will become infinite if the chip temperature/povgeaccidentally brought to
above this point. Note that if the dynamic power is large @/mas the case fdly = 75W

in the figure, any temperature is virtually the thermal ruagwemperature, which should
be prevented. In reality, runtime guarding mechanisms asafynamic thermal manage-
ment (DTM) can be deployed to avoid “thermal runaway”. When¢hip temperature is
found to be higher than certain predefined threshold, theatipes on the chip are slowed
down, forcing the power consumption within certain envelo@f course, performance is
sacrificed.

High temperature will also degrade the circuit speed byceuthe charge carrier (i.e.
electron or hole) mobility, increasing the interconnesist@ance. The combination of high
power and high temperature also create significant voltagge across the on-chip power
distribution network, thus reducing transistor condug@nrrent and signal noise margin.

Power and thermal issues have become the limiting factoitsdit low-end and high-
end applications. Most low-end computing systems suchptelhe, multimedia player,
portable medical devices are powered by battery. Thusglobagttery lifetime, more func-
tionality and comfort (e.g. simple form factor) are the kégs market success. Unfor-

tunately, the increasing power and temperature are opgpdlsese goals. In high perfor-



Chapter 1. Introduction 6

mance computing systems such as data centers, power anerggarp are directly trans-
lated into operation cost — power equipment, cooling egeipnand electricity consumed
in both computing and cooling have occupied up to 63% of th& st of a data cen-
ter [12]. On the other hand, overheating has been identiSedna of the major causes
for hardware failures [41], as circuit lifetime is exponaily decreased as temperature is
increased. For instance, reserchers in Los Alamos Natiomalobserved, when the air
temperature was around 709F, a Beowulf cluster composed of 128 processors failed
once a week and the failure rate doubled when the tempenaas@round 85-3F [41].

Thus, overheating has limited the actual utility delivebydhe computing systems.

1.1.3 Existing Solutions

Many new low power design methodologies have been propaseztitice circuit power
consumption at design time. In general, any low power detghnique trades circuit
speed for energy savings. For example, designers canfiddminon-critical paths in the
circuit, and build that part of circuit using low swing val and high threshold transis-
tors [80]. However, the critical paths could be workload eegient. Consider a general
purpose processor with a floating point unit and an integérimiit. When floating point
applications are executed, the performance bottlenedkeisldating point unit, and the
integer unit for an integer application. In design, desidras to treat both units as critical
components. Therefore, design time optimization is stildd on worst-case in nature. As
the transistor size shrinks further, PVT (process, voltage temperature) variations be-
come more prominent and further attenuate the effectigeofdesign time optimization,
as designers have to ensure correct operations in all coases.

In addition to low power design techniques by which tempeetan be reduced, many

solutions are also proposed to directly address the thecoradtraints, and they can be
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generally divided into two categories from a processorisfaf view: 1. external cooling
mechanisms, and 2. internal cooling mechanisms. In thecltsigory, designers pay an
extra price for more efficient cooling packages, such thatémperature is guaranteed to
be below some threshold temperature all the time. Howevmeeghe cooling cost has
been expensive nowadays, with increasing power consumgptiuture systems, using
physical cooling solution alone is cost-inhibited. In tleeend category, people sacrifice
a certain amount of performance to maintain reliability bgucing circuit speed (result-
ing in temperature reduction) whenever necessary. Recdetigloped dynamic thermal
management (DTM) techniques (discussed in more depth ingkechapter) belong to
this category. However, these techniques rely on a worsst-temperature-based reliabil-
ity model. Under such pessimistic assumptions, DTM coofimvechanisms may often be
engaged and performance penalties incurred unnecessarily

On architectural level, the increasing power and thermallehges also push the recent
shift in the industry trend from the pursuit of higher clockdquency to that of chip multi-
processing (CMP). In a CMP architecture, multiple functiamaits (cores) or processing
elements (PEs) are placed on a same die. By exploiting cotmuiaarallelism, the ag-
gregate performance of the chip is increased while indsi@E is operating at a relatively
low speed thus consuming less power. The success of CMPextthi is dependent on
the inherent computation parallelism provided by the ajapions.

In this dissertation, we investigate techniques to overesome of the drawbacks of

the existing solutions by exploiting application runtineiations.

1.1.4 Opportunities for Runtime Adaptation

At runtime, many workloads display strong phased behawandsassociated dynamic vari-

ations (e.g. execution time, temperature), providing opymities for runtime optimiza-
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tions which can hardly be achieved solely on design timesitets. As an example, simu-
lated power and temperature profiles for a high performanmeggsor running a Spec2000
benchmark are plotted in Figure 1.2. The temperature angdher of the hottest block
(i.e., the integer unit) are presented. In this case, thetgatle temperature varies between
11(°C and 114C, and the maximum power is more than 1.5 times the minimum powe
One can see that for only a small portion of time is the prognamming at the worst-case

temperature. The advantages of adaptive runtime manageameetwo-fold. On one hand,
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Figure 1.2: A simulated temperature/power profile for areget unit runningmesa
Spec2000 benchmark. [61]

runtime management can adapt the system to the workloaatieas, reaching higher ef-
ficiency by reclamation of design margins. On the other hagpanonitoring the operating
conditions continuously, runtime management can avoiddlextreme cases which rarely
happen, thus relieving the all corner case design contrairhe importance of runtime
management has recently begun to be recognized. As a mifiet,on Intel’'s next gener-
ation Itanium processor (coded Montecito) there is an eme@dn-chip micro-controller
which monitors on-chip power and temperature, and adjbstgdltage supply accordingly
during runtime, known as Foxton technology [69].

In this dissertation, we study runtime management teclesiquaddress the power and

thermal challenges by exploiting runtime workload vadas. In order to reduce the power
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constraint, we need to identify opportunities in runtimeggressively apply effective low
power technique. We also need to ensure that the qualityvategQoS) of the application
is not harmed by our runtime management. In order to redue¢ghtrmal constraint, we
need not only reduce power consumption (thus temperatutel$o investigate the effect
of temperature variations on circuit reliability in orderreclaim design margins imposed
by the existing worst-case assumption based DTM techniq@es results confirm that
substantial design margins can be reclaimed from methgasausing worst-case power
and temperature assumptions and the increasing power @amdahconstraints along tech-
nology scaling can be significantly relieved. We argue thhat@mbining our improved
techniques with existing optimization techniques, we $&hbe able to continuously enjoy

the advantages brought by technology scaling.

1.2 Research Overview

In the following, we briefly describe the approaches and wudlogies applied in this

dissertation research.

1.2.1 Low Power Design using Feedback Control

A system is usually designed in such a way that it can providedrget performance even
in the worst-case scenario (e.g. a task to be executed himmtiest execution time). How-
ever, most tasks in the runtime will finish much earlier tHaaworst-case execution time,
which provides the opportunities to slow down the devicepssing speed, thus reducing
the energy consumption. Dynamic voltage scaling (DVS) cwlwill be discussed in depth
in the next chapter, is a powerful technique to exploit thegg@ortunities for energy saving
while still satisfying performance requirements (e.g. atBog throughput of frames in a

multimedia system), because of the super-linear reldtipnsetween power and voltage,
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as revealed by Equation (1.1) and (1.2). The key in deploip¥& techniques is to deter-
mine when and how much the supply voltage should be chang@&ugdoperations, such
that energy(power) is minimized while QoS is not sacrificathile many researchers ap-
ply ad-hoc techniques to scale the voltage, we believeltisptoblem is naturally suitable
for formal feedback-control theory. In our method, a PI f@uional-integral) controller is
used to control the voltage dynamically, while the user g@etsystem latency in stream
processing is used as the set-point for the controller. Bitionms, using traces from syn-
thetic and real MPEG workloads, show that the proposed seloam effectively maintain
the average frame delay within 10% of the traget more than 80%te time, while greatly
reducing the energy consumption [59], [60].

While the above technique can guarantee the average throughg multimedia sys-
tem and reduce the energy consumption, users generallgrpesl-time guarantees for
multimedia playback. By modeling a multimedia system as &raafl-time system, we
extend our aforementioned technique and apply feedbadkatien to adjust the decoder’s
speed according to the occupancy of the buffer between ttedée and the display device.
The advantages of the proposed scheme have two folds. IByrspntrolling the display
buffer occupancy, one can avoid the explicit predictionrafrfe decoding time, which is a
commonly used approach by other researchers and has beem sbo-ideal [23, 40, 67].
Secondly, our scheme allows the decoder to decode framessatire display interval
boundaries, with the slack times shared by the followingtiplel frames. This is an en-
hancement of those frame-based DVS techniques [62]. Funtre, we implement our
technique in a DVS capable platform, and evaluate variowsplower multimedia decod-
ing techniques with a set of multimedia streams in varioue®icompression formats.
Experimental results reveal that our technique achievedést trade-off among energy,

playback quality, hardware resource and playback latency.



Chapter 1. Introduction 11
1.2.2 Low Power Design using Stochastic Workload Information

Although a lot of research efforts have been spent on DVSnigales for real-time sys-
tems, we observe that the effectiveness of a particulantgqab is quite dependent on the
execution time distribution of the workload. And the prayvsdeedback control based tech-
nigues have yet provided a global optimal voltage scalingt®m. Therefore we are also
interested in searching for a realizable optimal DVS solutising statistical information
about the workloads. The optimal DVS solution for singlsktaystems has been proposed
by other researchers [52]. However, their technique haswsadrawbacks in practical
systems because of their ideal assumptions (i.e. contmDMSE scaling). We propose a
practical DVS technique for hard real-time systems calfgd¢rastinating DVS”, in which
a task begins its execution with a low frequency, and ina@g#se frequency gradually as
the task progresses, such that the task can be finished lifadéine even in the worst-
case [66]. Interestingly, an independent research peddimg Xuet al.[113] tries to solve

a similar problem. With their problem formulation, the eiaolution is NP hard, while

our approach is analytic in nature and can be solved with legvyoverhead.

1.2.3 Reliability-aware Design for High Performance Systems

Higher temperatures reduce system reliability via tempeeaenhanced failure mecha-
nisms such as electromigration (EM). Electromigrationnsaging phenomenon of metal
interconnects on the chip, due to self-diffusion of metaha by the momentum exchange
between electrons and atoms. Since atom diffusion rate éxonential function of tem-
perature, increasing temperature by 10 degrees will appairly double the atom diffu-
sion rate, thus reducing the interconnect lifetime by half.

In addition to using more expensive cooling package for thip,dwo strategies are

commonly used in current design flow to address EM issuesygiem reliability. In the
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first one, circuit designer designs the interconnects usiagvorst-case temperature, en-
suring reliability specification in the worst-case scemarHowever, due to increasingly
higher temperature, the feasible design space for cirasigters shrinks, only allowing
more conservative designs (for instance, increasing the width, which may however
cause other problems such as power consumption and timirsgirel). The second ap-
proach applied to deal with the temperature-related riéilaissue is DTM, which tries to
trade off performance with reliability.

It is observed that system temperature varies along time taluworkload variations,
such as the case shown in Figure 1.2. We first investigatdfdet ef temperature temporal
gradients on reliability. However, existing EM models asss constant temperature and is
not suitable for dynamic analysis. Thus an efficient dynamii@bility model accounting
for runtime temperature variations is needed. In this netgave derive a physics-based
dynamic EM model, which can estimate interconnect lifetimeny time-varying tem-
perature/current profile [61]. This model is verified agamsmerical simulations, and it
reveals that design decisions and DTM techniques usingtsgase models are pessimistic
and result in excessive design margins (i.e. system li8tiamd unnecessary runtime en-
gagement of cooling mechanisms. For example, calculatioosrding to our model show
that substantial design constraints on metal intercosneatild be relieved [61]. This
model is also useful for temperature-aware dynamic runtilmeagement and it leads to
a novel view on system reliability by modeling expectedtiifee as a resource that is
consumed over time at a temperature- and voltage-depenatent As a result, in stead
of controlling temperature as in DTM, one can directly maiape system reliability on
runtime. Based on this dynamic reliability model, We propasi/namic reliability man-
agement (DRM) technique for high performance systems. Sitioml results using various
workloads demonstrate that, using DRM, the performancelpenassociated with ex-

isting DTM techniques can be reduced while the required e®pechip lifetime is main-
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tained [63, 64].

1.3 Research Contributions

In this dissertation, we propose improved runtime managéemeehniques to address the
increasing power and thermal challenges. Our results shawgbbstantial performance
and power margins can be reclaimed by exploiting runtime veatlvariations rather than
worst-case assumptions. At the same time, we also develgmeese models suitable
for reclaiming design marginsSpecifically, we make contributions in the following three

areas.

1. Architectural power managements using dynamic voltage sdag (DVS).

e Develop optimization algorithms to find the optimal intessk DVS scheduling

using statistical workload information [66].

e Develop a modeling framework for multimedia playback systeand propose
a feedback control technique to adapt the decoder speed tednired work-
load throughput [59, 60,62, 65]. To our knowledge, our restdmong the first
who apply control-theoretic techniques to reduce enexyy@p) in real-time

systems [59, 60].

¢ Implement an energy-efficient software multimedia playead.inux platform
equipped with DVS-capable processor, and evaluate valeaupower decod-
ing techniques using a set of multimedia streams in diffiereleo compression

formats [65].

2. Chip interconnect electromigration reliability modeling in deep sub-micron
(DSM) design. Chip interconnect electromigration (EM) is one of the magmt

perature enhanced failure mechanisms in DSM design. Asitéagly advances, on
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chip interconnects are subject to substantial both tenhpmchspacial thermal gra-
dients. We are among the first to investigate the impact ahthkgradients on EM

reliability.

e Propose a new electromigration (EM) lifetime model for cigerconnects
subject to temporal temperature and current variations. riitbdel reveals that
lifetime can be modeled as a resource to be consumed at araomeedepen-

dent rate [61].

e Propose a method to estimate EM lifetime for interconneglgest to non-

uniform temperature distribution across the intercorsect
3. Dynamic reliability management for high performance comptting systems.

e Evaluate the thermal impacts of different workloads on ahtpgrformance

processor using architectural performance and power atongl [63, 64].

e Propose runtime lifetime banking techniques for dynamiiabbdity manage-
ment for high performance systems such that the performainte system is

maximized without harming the expected lifetime [63, 64].

Note that, in the above research outcomes, the techniquesJ¥eer management and
reliability management are complementary to each other. uéled power (thus, tem-
perature) can relieve the thermal constraint on performaitith low power techniques
existing, reliability management techniques can furtleataim performance loss due to

traditional DTM techniques.
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1.4 Dissertation Roadmap

The rest of the dissertation is organized as follows. Chdpietroduces some technology
background of this research as well as the state of the dréiretated research found from
the literature. Chapter 3, 4 and 5 detail our power-awaremaninanagement techniques
for real-time systems, where battery lifetime is the majmeerns. Chapter 6 presents a
new electromigration model to predict interconnect lifegisubject to temporal and spatial
thermal gradients, which becomes increasingly importai@$M technology. Chapter 7
applies this new EM model in temperature-aware dynamialéity management tech-
niques for high performance systems where temperaturecisntiag the limiting factor
for performance. Finally Chapter 8 discusses the possiliknsions of the techniques

proposed in this dissertation.
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Background and Related Research

In this chapter, we introduce the concept of dynamic voltagguency scaling (DVS)
which serves as the basic vehicle for low power runtime mamemt in this dissertation.
We will describe some related researches using DVS in éiffieatpplications. Then we will
introduce the application of control theory in hardwaremations. As for temperature
induced circuit reliability issue, we will introduce eleainigration (EM) which is one of
the most important hard failure mechanisms facing modern s will also describe

current approaches for reliability managements.

2.1 Dynamic Voltage/Frequency Scaling

Circuit-level techniques have been a mainstay of power temtuéor some years, but re-
cently much research attention has focused on systemtiesiehiques. The benefits of
approaching power reduction at the system-level are tilpisgnergistic with circuit-level
techniques, and higher design abstraction levels have diozet knowledge about the
workload and can control large portions of the computeresysaccordingly. Yet for

real-time systems, performance should still be guarané»ed when power reduction

16
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techniques are in place. Since task scheduling in compustystems is a key lever for

both performance and power, it is a natural target for rebean power-aware comput-
ing. There are two well studied power reduction technighes have impacts on system
scheduling [49]: DVS (dynamic voltage scaling) and DPM (alync power management).
In DVS, different computational tasks are run at differeoltages and clock frequencies
while still providing an adequate level of performance. DRIvhs to shut off or change

the power/performance state of system parts (inside ordmutise CPU) that are not in use
at any given time [11]. Execution bandwidth throttling hdsoarecently been proposed,
in which the number of instructions fetched per cycle is ceEdl[87] or the frequency of

fetch operations is varied [30, 93]. Structure resizingdower reduction has also been
considered [78].

Let's define a variable, the frequency scaling factor with a value withih 1], which
represents the actual speed at which the processor wilkagh(speed (working frequency)
is associated with an optimum operating voltage). For examp= 1 means the decoder
will run at its full speed, whila = 0.5 is half speed. We adopt the approximate energy
calculation proposed in [92] in this research. And the dyicagnergy consumption of a

task can be estimated by [92]:

2
Vi r A/ r\2

2 t r 1 L

E(r) =CVyTsfret V—0+2+ rV—O+<2) ] (2.1)

whereC is the average switched capacitance per cyigls the sample period of a DSP
system,fef is the operating frequency ¥, r is the frequency facto¥; is the threshold
voltage and/p = (et —Vt)2. For a DVS systent, Ts, Vt and\g are unchanged, and one

can obtain the following reduced quadratic power consurngtiodel [92]:

E(r) = r?Eg (2.2)
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wherekEy is the energy consumption for the task executed at full speisdthe frequency
scaling factor, andE(r) is the actual energy consumption at a speed specifiedviiyh
the corresponding minimum operating voltage. EquationriZates that the energy con-
sumption for a task can be reduced using a slower clock frexyue

Since DVS is very effective in reducing energy consumpttbe,applications of DVS
have recently become a very active research field and vargmimmiques have been pro-
posed. There are several ways to classify different DVSagtres. Depending on when
the DVS decisions are made, DVS techniques can be class#ist@tc or dynamic. With
the aid of compiler analysis, some techniques identify théecportions in a program
where the CPU clock can be slowed down [42,112] before theabptogram execution.
While in many applications, detailed off-line analysis iguuous, DVS decisions have
to be made on line [104, 119]. DVS techniques can also be eliviy the performance
models assumed. Some techniques assume that the taski@xditné can be predicted
accurately [83], others take a more conservative approgabnly using the worst case
execution time (WCET) [77]. Given that the former approachasrealistic and the latter
is too conservative, techniques using statistical infaiomeon task execution time are pro-
posed [35,52,115]. DVS techniques can also be distingdiblgehe granularity of DVS
decisions. Inter-task DVS techniques [91] execute the watk a single speed and may
change the speed at the task boundary while Intra-task Difthitgues [35,42,52,112,115]
change the clock speed along task execution. With coars& @enularity, DVS over-
heads (both energy and performance) are generally nelgliggmmpared to the task exe-
cution [62]. While in fine-grain DVS techniques, DVS overhg&@come significant and
need to be addressed carefully [66, 72].

In a multimedia system, the decode time for each frame in aimedlia stream is not
necessarily uniform. For example, MPEG frames come in ttiféerent coding types (in-

tra (1), bi-directional (B), and predictive (P)), each of whirequires different decoding
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effort. Even within these coding types, frame decode tinteesa Therefore, DVS is quite
suitable for multimedia systems. Simuratal. [91] proposed ahange point detection
algorithmbased scheme, which uses online statistical maximumitiet! analysis to de-
tect changes in aggregate behavior for a stream with an exppahdistribution in packet
arrival and frame decoding time. They evaluate the algaritising a system model that
consists of an SA-1100 processor with an MP3 and MPEG wodklGdis work is sim-
ilar to that of [79], which implements the workload of an HX@ideo benchmark with
frequency scaling on an SA-1100. Another technique forrgpeinergy in multimedia
applications using architectural adaptation and frequeraling was introduced in [44].
However, that technique uses profiling to predict energyip&ruction and instructions
per frame statistics. Architectural and frequency adaptatare then set to ensure frames
meet their deadlines by adjusting the frequency to redaak sime between frames. Other
techniques focus on prediction accuracy on frame decodhmg among which Chungt
al. [26] suggested the server side of the multimedia streamigesvtiming information
about decoding, and Chet al. estimated decoding time for each frame by filtering [23]
and later with the help of performance counters [24]. In maithese schemes, the effi-
ciency of DVS is largely dependent on the prediction acgurac

The above approaches change the voltage/frequency atatie fitask) boundary. In
general, the actual task execution time is hard to predid, therefore, the worst case
execution time (WCET) is usually used to find the inter-taskag#/frequency schedule
for real-time systems. However, this approach does nadl giebd energy saving, because
the task actual execution time is much smaller than WCET. Toesddhis issue, Yuagt
al. [115] applied the intra-task DVS idea to a low power multin@eslystem in which the

distribution of frame decoding time is obtained in runtimeidg video playback.
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2.2 Application of Control Theory in Computing Systems

The design of control systems is a mature field with a histatyng back at least as far as
the 1600s. Numerous textbooks exist that describe bastcatqminciples, e.g. [33, 34].
Control-theoretic approaches have been applied to a vasfetpmputer system design
aspects outside the computer architecture realm, inaudPU scheduling [56, 100], web
server quality-of-service management [53, 58], Intermetgestion control [39], and data
migration [54]. At the circuit level, feedback control isaasfor voltage scaling [31] and
current canceling for leakage control [110].

At the time when we tried to apply feedback control technigqua DVS multimedia
system, the only use dbrmal feedback control theory that we were aware of in com-
puter architecture literature was some work on temperaggelation [93] and cache de-
cay [105]. After our work [59, 60] demonstrated the benefifegfdback control in DVS,
there are several other papers using feedback control tteddVS in various applica-
tions [90,104,119]. In a formal feedback control based D¥tseme, a PID (Proportional,
Integral and Derivative) controller is usually used for fegguency/voltage decision. Be-
cause of the robustness of the PID controller, it can be wadlied to those complex
systems even without accurate models. In the case for nadismdecoding, no explicit
decoding time predictions are needed in the feedback ddrased scheme, and the con-

troller can adjust the output to runtime variations of thekirmgy environment.

2.3 Reliability Modeling and Management

2.3.1 Interconnect electromigration

Due to increasing complexity and clock frequency, tempeeahas become a major con-

cern in integrated circuit design. Higher temperaturesamy degrade system perfor-
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mance, raise packaging costs, and increase leakage pawehely also reduce system
reliability via temperature enhanced failure mechanisoehsas gate oxide breakdown,
interconnect fast thermal cycling, stress-migration aedteomigration (EM) [10]. Be-
sides runtime efforts to reduce the power consumption ostesy (therefore temperature),
special attention has to be paid for runtime managementlierdo guarantee the expected
system lifetime. Using electromigration as an example, jwestigate how runtime param-
eter changes such as voltage and temperature affect tleesyedtability, and how to guide
runtime management to maximize the system performanceuwuiteliability violations.

EMi is a process of self-diffusion due to the momentum excbhdmggween electrons and
atoms in the metal interconnects. As a result of electraatiigm, short(open)-circuit fail-
ures will occur due to the formation of hillocks(voids) iretmterconnects. Clement [28]
provided a review of 1-D analytic EM models describing thifudion process. Several
more sophisticated EM models are also available [76, 88pulnresearch, we adopt the
EM-induced stress build-up model of Clement and Korhonen §2F, which has been
widely used in EM analysis and agrees well with simulaticsufes using more advanced
models such as that by & al. [114]. Historically, Black [14] proposed a semi-empirical

temperature-dependent equation to predict interconifetitrie due to EM failures:

T = %exp(%) (2.3)

whereT; is the time to failure A is a constant based on the interconnect geometry and
material, j is the current densityQ is the activation energy (e.g.,682V for aluminum),
andkT is the thermal energy. The current exponemthas different values according to
the actual failure mechanism. It is assumed that 2 for void nucleation limited failure
andn = 1 for void growth limited failure [76]. Black’s equation is dely used in thermal

reliability analysis and design. For example, Hunter [4],derived a self-consistent al-
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lowable current density upper bound for achieving a reliigtgoal by taking into account

interconnect self-heating effects using Black’s equation.

2.3.2 Thermal management in computing systems

As overheating induces hardware failures, thereby limgitinder-utilizing the possible per-
formance, the field of temperature-aware design has rgoemi&rged to maximize system
performance under lifetime constraints. Dynamic thermahagement (DTM) techniques
[95, 97] are being developed. Currently, DTM studies assurieed maximum temper-
ature threshold, which, for example, is derived from Bladdgiation to provide a life-
time budget. During runtime, when the predefined tempegahreshold is reached, DTM
will engages certain cooling mechanisms, such as frequerityge scaling and throt-
tling. Therefore operating temperature is always boundawetllidetime is assured, at the
expense of degraded performance. However, Black’s equassummes a constant temper-
ature. Thus, a worst-case temperature profile is usually wben predicting interconnect
lifetime, resulting in pessimistic estimations and unrsseeily restricted design spaces.
For example, circuit designer has to apply more conseevai@sign methodologies, under
such pessimistic assumptions, while in DTM cooling mecsiaisi may often be engaged
(and performance penalties incurred) unnecessarily. Terevaluate different thermal
management techniques and to explore the design spacgneiesneed better information
about the lifetime impact of temperature. To our knowledge,only solutions currently
available to answer this question are simulations, whiehvary time-consuming and not
suitable for runtime reliability management [114]. Recgn8rinivasanet al. [97] pro-
posed an architecture-level dynamic reliability modelt their model does not have a

solid physical foundation on the impact of time-varyingesses on reliability.
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2.3.3 An architectural thermal model

While the dynamic temperature profile of a system is workldagendent [95,97], several
efficient and accurate techniques have been proposed téasenttansient chip-wide tem-
perature distribution [21, 95, 107], providing designdimnd runtime knowledge of the
thermal behavior of different design alternatives.

In this research, we use prevalent architectural perfoc@and power simulators (i.e.,
SimpleScalaandWattch [17, 18] to observe the workload variations, and addHbéspot
model to obtain thermal variations during runtimelotspot[43, 95] is an architectural
compact thermal model, which is verified against using fieleanent method as well as
an industry chip design. It uses a thermal RC network to caleuhe temperatures at
various locations of the chip. It is a highly parameterizendel in the sense that it can
easily model different combination of materials, layouttteermal package. It can be eas-
ily interfaced with the power/performance model and previmbth transient and steady
state temperature. Its efficiency, accuracy and flexibitigke it especially suitable for
architecture-level thermal analysis. Thtfgtspotis chosen as the primary thermal analy-

sis tool in this research.
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Power-aware Runtime Management using

Procrastinating Voltage Scheduling*

3.1 Introduction

With the scaling of semiconductor technology, power corgion has become a serious
issue for both high performance and embedded systems [7#hamic voltage scaling
(DVS) has become an efficient technique for power reductigntd the quadratic depen-
dence of circuit switching energy on operating voltage.

However, DVS trades off performance for energy. Many resess propose various
voltage scheduling techniques such that energy is minohvzkile performance is still
guaranteed. One of the major difference among these taotmlices in their workload as-
sumptions. For example, Rao and Vrudhula [83] assume the¢ axamunt of computation
is known in advance. In reality, different instances of thene task might have various
computation requirements. Therefore some work such ag [k the worst-case execu-

tion time (WCET) to schedule the voltage profile offline andaeulthe slacks on runtime,

1This chapter is based on the published paper titled “Prtingging Voltage Scheduling with Discrete
Frequency Sets” [66].
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while others [62] and [119] use formal feedback controlkeadapt the system to the work-
load variations in runtime. On the other hand, the amounbofutation for the same task
could be well characterized by probability density funoio This observation inspires
probabilistic approaches in DVS studies [35,52,113,113].1

Lorch and Smith [52] show that using statistical informatio DVS is superior to
other heuristic DVS techniques whose performances araglyraependent on the work-
load distribution. In DVS with probabilistic workload infimation, a good strategy is to
begin with a low frequency, and increase the frequency gidas the task progresses,
such that the task can be finished before deadline even indh&t-aase. In other words,
high voltage (power) operating points are procrastinatatihg task execution. Follow-
ing [117], we call this form of voltage scheduling procraating DVS in the rest of the
chapter. Jejurikaet al.[48] introduce the concept of “procrastination scheduliwgich
is different from the subject studied here. They focus oertteisk scheduling policies and
look for opportunities to delay the execution of tasks sunat system shutdown intervals
can be increased, thus minimizing leakage energy consamptihile we study intra-task
scheduling technique.

The optimal procrastinating DVS for single task is derivad[B5, 52, 115] using an
ideal processor model. Our previous work [14&ktends their solutions to deal with mul-
tiple tasks. However, there are several limitations ondtgor works. First they assume
voltage/frequency can be continuously scaled, and hawitairtheir solutions to the avail-
able frequencies in the real system. The rounding couldtriesenergy-inefficient design
when the number of available frequency is relatively sniEl]]. Second, the overhead of
frequency/voltage transition is ignored, which is dangsror real-time systems and leads

to non-optimality in practical systems [9, 72]. Third, systwide power consumption is

2This work is done jointly by Yan Zhang and Zhijian Lu, with ttreeoretical analysis carried out by Lu
and the experiments implemented by Zhang.
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not explicitly modeled. In this work, we try to address th@sactical issues. Recently,
Xu et al.[113] try to solve the same problem. They adopt a searchebageroach to find
the optimal scheme, while our solution is analytic in natanel solves the problem very
efficiently.

Specifically, in this chapter, we make the following conttibns. First, we derive an
analytical solution for systems with non-ideal processdrsn using procrastinating DVS,
enabling fast voltage scheduling with arbitrary workloaskribution. Our analysis does
not assume any specific frequency-voltage relationshép @nalytic models), making it
suitable for various systems and different voltage sca@uipniques, such as combined
supply voltage and body bias scaling [9]. Second, our swigtminimize the total system
energy consumption by including both dynamic and staticloip-power as well as off-
chip component power. Third, our results indicate that fiitient operating points (i.e.
voltage/frequency pairs) in procrastinating DVS must leacconvexenergy-delay curve.
This interesting observation is helpful in low power systéasign by avoiding inefficient
frequency sets. Finally, we find that, for a given deadlinsmall number of frequencies
are sufficient for forming a schedule to maintain energyrsgscomparable to that of using
all frequencies while avoiding unnecessary transitiorriozads.

The rest of this chapter is structured as follows. In Sec8d) the system model is
described and the optimization problem is formulated. Weesthie problem in Section 3.3,
and extend it to account for frequency switching overheadSeaction 3.4. We present

simulation results in Section 3.5 and summarize this chapt®ection 3.6.
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3.2 System Model and Problem Formulation

3.2.1 Energy Model

In many low-power systems, there are usually two power statetive state and idle state.
In the idle state, the system is in a low-power mode with zéockcfrequency, and no
useful work can be done. Therefore, we model the system ployvesys= Ps + Py, where
Po is the idle power which is a constant and exists whenever e is powered on,
andP is the power used for computation in active state, whichessiiim of on-chip and
off-chip power consumption, including both leakage andadyit power. In generak; is
dependent both on supply voltage and clock frequency. Waealefiergy efficiencg(f) =
?, which represents the energy spent on each cycle for cotmputdt is obvious that
energy efficiency is also voltage/frequency dependent.tdisk with X cycles is finished
before its deadlin®, the total energy spent in the periddis Esys= f8< e(f)dx+ PyD.
The second term in the total energy is independent on vdftageency scaling. In the
following discussion, we will ignor@, as if it is zero.

The system is capable of operating on variable voltagegiéecies. Let
{f1, f2, f3,..., f;} denotes the set of available frequencies, with total nureleal tor,
and we havef; < f, < f3,--- < f,. For each frequency point, there is a voltage and
power consumption associated with it, and thus a correspgnehergy efficiency un-
der that frequency. Therefore, we have a set of energy eftig@se;, e, e3,...,€, with
e <& <e<--- <. Thatis true because ff < f; ande >ej, fj can finish tasks faster
while spend less energy thdn and f; becomes inefficient and never usddherefore, in a
usable frequency set, energy efficiency should be an inogeamction of clock frequency,

or decreasing function of clock period.
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3.2.2 Procrastinating DVS

A task executed on the system has a deadlnand its actual amount of computation
(clock cycles) is randomly distributed between 0 gk and governed by a probability
density function (PDPF) which can be obtained, for example, from online profilingir-F
thermore, we assume frequency/voltage switching pointdeanserted anywhere during
task execution. Figure 3.1 gives an example of procragtigd@VsS along with its work-

load distribution.

Theorem 3.1. In the optimal procrastinating DVS, the operating frequens non-

decreasing as the number of executed cycles increases.

We omit the proof for Theorem 3.1, becauseefal.[113] presented a similar theorem
and proved it in their paper. Theorem 3.1 indicates that ystesn withr operating points,
the optimal procrastinating DVS scheduling has at mdstquency/voltage transitions, as
shown in Figure 3.1(b) for a system with 4 usable frequeraitdge levels.Therefore the
key for the optimal scheduling with discrete frequency sdtsidentify the positions where
transitions from low frequency to high frequency occur.

Xu et al.[113] assume that frequency transitions can only happeona¢ ixed points
(e.g. every 18 cycles) and try to find the optimal scheduling by searchingacs com-
posed of those transition points. We take a different apgroaObserving that a task
usually has millions of cycles while the number of frequetransitions is much smaller
(i.e. equal to the number of the operating points, which isllg less than 50), the number
of cycles executed on each frequency has much finer gratyuerdl can be approximated
as continuous. For example, in Figure 3.1, we use real Vagaax— X; — X — X3, X5,

X4 andXj to represent the number of cycles executeti af,, f3 and f4 respectively. And

3We assume the number of cycles executed in each task ing&msariable in spite of the operating
frequency. This is a reasonable assumption for CPU-boungptications. How to model the frequency
dependence of clock cycles in memory-bounded applicat®olest for future investigation.
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Figure 3.1: (a) PDF of task execution cycles. (b) Procrasitig DVS with 4 operating
points. [66]

the expected energy consumption could be modeled as:

E(X3, X3, X3)
Xmax—Xg—X3 =X}
- J (1-F(y))dy
0
X5
+€2 [ (1—F (Xmax—X; — X5 — X5 +y)) dy (3.1)
%
+esf(1—F(xmax—X4/1—Xé+Y)) dy
%
+e4{(l—F(Xmax—X4+y))dy

whereg is the energy efficiency (i.e. energy/cycle) associated frétquencyf;, as defined
at the beginning of this sectiof.(x) is the cumulative distribution function (CDF) of task
execution cycles. Therefore, the optimal procrastinaldM$ problem can be formulated

as a mathematical optimization problem:

Minimize E(X}, X}, X})

i Xmax— (Ko +X5+X3) | X5 X3 | X
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For simplicity, in the following, we use this example in o@a@ulations, but the results are

readily generalizable to systems witloperating points.

3.3 Solutions for Discrete Frequency Sets

In this section, the optimal procrastinating DVS with deter frequency sets is solved
without considering frequency transition overheads. kI lext section, we extend our

discussion to account for those overheads.

3.3.1 Optimal Procrastinating DVS

We apply the Lagrange Multiplier Method to find the numberyfles executed with each

operating points. Let

L(X3, X3, X3, M)

~E05)
Xmax— (Xé+xé+xi)

AR + + + . - D)

We have
A%y % %, Xnac0ee) _p_g
- o o
B =5 -
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By substituting Equation (3.1) into (3.2) and after some dificpations, we obtain:

(1)
(1-F Xmax—X3—X4=X3)) = (; ;) (3-3)
(i1
(1—F Xmax—X4—X4) = A (e; ei) (3.4)
1_1
(1—F<xmax—x4>>=>\(((:L ;? (3.5)
M}éw+¥g+¢é+ﬁ D (3.6)

Therefore, given a deadlirg, the optimal procrastinating DVS schedule can be found by
solving Equations (3.3-3.6). Transformations of Equai@® 3-3.5) reveal an interesting
property of the optimal solution, as illustrated in Figur@.3 The frequency transition

points partition the area of the probability density fuontsuch that

aredll +111 +1V) :aredlll +1V) :aredlll +1V)
= (1 F(maxc X X4-%9))
Z(l—F(Xmax—XA—Xé))

{(1-F (Xmax—X3))

11 11 1_1
i %) . \fh ).\ 1,

(e2—€1) " (:3—&) " (e4—€3)

Though it might not be straightforward to solve Equation8{3.6) for any given deadline,
once the value ol is determined, solutions can be readily obtained. Here weuds

several special cases far which will be helpful for finding the value ok for a given

deadline.

A1 =0. It follows thatX; = X3 = X; = 0. LetD1 = Xff”fX. The deadline in this case is

equal toD;, and the areas of region (lI-1V) are equal to 0.
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Ao — (e2—e1)
T (E4)

The area of regions (II-1V) will increase from 0 and keep astant ratio among

. As the deadline shrinks froi;, higher operating points have to be applied.

them. Finally, the sum of these three regions becomes egjtia¢ttotal area of the
PDF. When this happens, there will be no cycles assigndg. thet D, denote the

deadline in this case.

Aa — (E37€2)
T (6)

ing and finally occupy the whole area of the PDF. In this caseycles are allocated

. As the deadline reduces further frdpa, regions (lll and 1V) keep increas-

to f1 and fo. Let D3 denote the deadline in this case.

Ay = (e4—€3)
(%-%)
and finally occupies the whole PDF. In this case, dialis scheduled. LdD, = ng‘—fx

. When the deadline shrinks more frdda, the area of region (IV) increases

which is the minimum deadline this system can satisfy.

In other words, whe®; < D, the whole task is executed wiff), andA (D) = A1 =0. When
D2 < D < Dy, all four frequencies are scheduled along task executia\a< A(D) < Ao.
WhenD3 < D < Dy, only f,, f3 and f4 are scheduled, ankb < A(D) < As..., and so on.

Finally whenD = Dg4, only f4 is used to execute the whole task. The valua ofcreases

from its minimumAmin = 0 to its maximunAmax= ((‘i“_ef)> as the deadline decreases. In
fact, it can be shown th% < 0. We will know the nzmzrical range afwhen a deadline
is given, by comparing the actual deadlinéxpthroughDy4, as well as the operating points
to be used in the schedule. In practice, we can represemuhierical range ok by a
set of constant numbers (samples of this range) and find fir@@mate numerical value
of A very efficiently by the bisection method. Thus, the compiegf our method is O(1)

with respect to the number of bins in the workload distribathistogram and linear to the

number of available frequencies/voltages.
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>
max CYClEs

Figure 3.2: Graphical interpretations of Equations (33)) and (3.5). [66]

The significance ol can be seen as follows. With optimal procrastinating DV§, th

expected energy is a function of deadline. It follows

dE(X3(D).X4(D) X4(D)) OE 4% | 0E dX | oE dX
db — ox,dD T ax; dD T 9x; dD
_ 1 1)dx% 1 1)\d% 1 1)dx
AME-H) B+ (-2 + (1) T 3.7)
(using Equation (3.3)
=—A(D)
Because of
1 1)d% 1 1) 9% 1 1) 9%
(F-%)a@r(E-4)owr(F-4)@m="1

, from Equation (3.2). Equation (3.7) reveals thas the energy sensitivity over the dead-
line. For example, as we discussed earlier, wben me—fx A = 0. This means that further
increasing the deadline does not save energy anymore, whiche because the lowest

frequency is already applied to execute the whole task.

3.3.2 Efficient Operating Points

As shown in Figure 3.2, Equations (3.3-3.5) implicitly reguhat, forfi_1 < fi < fi.1,

(eei1) _ (4:1-8@) (3.8)
11 11
(ﬁ i B fivn

In fact, we have the following theorem.
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Theorem 3.2. In a system with a set of usable operating points
{f1/e1, f2/e0, f3/€3,...,f /& }, where f < fo < f3,--- < frand e < e < e3,--- < &,
if there exists an operating point/& such that Equation (3.8) is not hold, there will be no

cycles allocated to this operating point in the optimal pestinating DVS.

(a)
f4

S fy
g :
I fa |
2 ! !
gl f ! :
< ' 1 X Ny X VX,

Xy 12 3 1 4

D Time
f,

<
=N X,'=AX f
o |
£ N '
2] | |
@ AX | |
2 I I
3 f, ! |
& : ! '

X1| 1 : X}l : X4v

1 H
D Time

Figure 3.3: Proof for Theorem 3.2

Proof. For simplicity, assuming that we have 4 possible operatioigtp: f; < fo < f3

and (‘iz_ell) > (?_ef) , one finds a voltage scheduling scheme including all opegati
] (H_Tz) (Ef@) ] .
points as shown in Figure 3.3(a). This scheduling schenoeatitsx; cycles forf,/e,.

Alternatively we can find another scheduling scheme whildtatesAX cycles fromX; to
f1/eq, andX; — AX cycles tofz/e3, as shown in Figure 3.3(b). In order to avoid the timing
violation, the transformation from Figure 3.3(a) to Fig@t8(b) also requires that the time
needed to finistx; cycles is unchanged, and it follows (£ - £ )=(x-ax) (£ - £ ).
Due to this transformation, the energy consumed byZANecycles is reduced by
X|+0X

(denoted byEge ): Ege= | (1-F(x)(e2—e1)dx>(1-F(X{+AX))(e;—e1)AX. On the other hand,
X
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the energy consumed by th€ — AX cycles is increased by (denoted By, ): En=
X/+ A
lfxz(17F(x))(egfe2)dx§(17F(X1+AX))(egfe2)(XéfAX). And finally “ifei) > (ef*ei) #EE%SL
X{+ 1) ()

In summary, if there is an operating point for which Equat(8r8) is not true, one

can always find a better scheduling by eliminating this of@ggpoint in procrastinating

DVS. |

Theorem (3.2) says that a usable operating point is not saagsan efficient one.
As an example, in Figure 3.4, we plot the energy (per cycle)deday (¥ f) curves for
some existing processors with DVS capability including IBMCGA05LP ( [113]), Intel
Xscale ( [113]), ARMS8 ( [47]), AMD Mobile Athlon (our own measements), and an

11
fica T

two consecutive operating points in the curves. Equatio) (ecifies that, in order for

ideal processor using the “current model” [86].% represents the slope between

all operating points to be efficient, the slope of the enedgyay curve should decrease as
the delay increases, or, all operating points should lie coraex curve.

As one may expect, the energy efficiency decreases as theidetaases for all pro-
cessor models, as illustrated by the curves in Figure 3.thdndeal processor model, we
also include the static power by assuming that it is abouttbineé of the dynamic power.
Figure 3.4 shows that the operating points of the ideal m®meare strictly on a convex
curve. Xscale and ARM8 processors follow a similar trend \&ittoperating points being
efficient. While PowerPC and Mobile Athlon have some opegaginints that will never

be used in the optimal procrastinating DVS, as indicatetiéfigure.

3.4 Considering Transition Overheads

In this section, we extend our analytical solutions to aotéor both energy and time over-
heads in frequency transitions. We first discuss energyheael alone and then combine

both time and energy overhead.
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Figure 3.4: Energy—delay curves for different processatis @VS capability The values
for each processor are normalized to its energy and delay at the fatl 3g&6]

3.4.1 Modeling Energy Overheads

As pointed out in [72], the energy overhead due to frequemgicking includes idle en-
ergy and capacitance charging energy. The idle energy paiteady captured bl in
Section 3.2. For capacitance charging energy, it is truegfa- Ej, + Ex;j, whereE;; is the
energy overhead when switching frointo f; and fj < fx < fj. Let Eiota denote the aver-
age energy consumption with the existence of energy ovdsh@ad, using a 4-frequency

system as an example, it follows

Etotal = Eideal + E12[1 — F (Xm — X3 — X3 — X;)]
+E23[1 — F (Xm — X3 — X3)] + E34[1 — F (Xm — X)]
+E34[1 —F(Xm— Xﬁ)]

whereEjqgeq IS the expression for expected energy without overheaglsEguation (3.1)).

Again, using the Lagrange Multiplier Method, the energyiopl voltage scheduling is
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obtained by
(1-F (Xmax—X4—X5—X3) )+ o2 f (Xemax—X4—X5—X3)

( ) &€
11
=Me—e

1_
(1—F(Xmax—Xi—X§))+e§%f(xmax_x‘/l_xé):)\ ((:23_62 ) (3.9

s

NE

1_
(1—F (Xmax—X4))+ ef§é3 f (Xmax—Xy)=A <(Teie3)

Xmax—(Xo+X3+Xg) | X5 | X3 | X4
f1 + T, + T + 7 D

Usually the energy overhedt]; is small, e.g., using the data in [7%% ~ 7TK(cycles,
E;ii Ej; E;ji
thus ;2 (x) ~ F (x) — F <x— i '

€j—6 €j—6
reduced to the same form as Equations (3.3—3.6) by sulistitatx) with @(x).

), Equation (3.9) can be

) . Letting(x) = F(x—

3.4.2 Combined Overheads

Transition time overheads are hard to model using contimdonctions. Eliminating an
operating point in the scheduling might increase the enéxgyt also increases the allowed
execution time by releasing the transition time, thus redpuenergy. When the number
of available operating points is small. We can adopt a biotee approach. Using the
4-frequency system as an example, we first assume all freqpseare applied and the
actual deadline is adjusted ,cual = D — 3to, Wheret, is the time overhead for one
transition. We can find the optimal scheduling in this casdehyation (3.9). Then we
allow only two transitions to happen in task execution, amdselve Equation (3.9) for all
combinations of three operating points, similarly for oransition or even no transitions.
Finally we choose the schedule with the lowest energy copsom This brute-force
approach require®(2") (r is the number of potential operating points) iterationsobfisg
Equation (3.9) and is therefore not effective whias large.

When the number of efficient operating points is large, we @sepa heuristic

search algorithm based on dynamic programming. We explankey ideas behind
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our algorithm. First, we find a schedule using all frequendiy Equation (3.9),
with the deadline adjusted by the transition times. This he baseline sched-
ule. Second, we definenergyreductior(f;) as the energy reduction after the elim-
ination of f; from the baseline schedule. Whefp and f; are not consecutive in
the baseline, it is approximated themergyreductior( fi, f;) = energyreductior(f;) +
energyreductior( fj). Therefore, ifenergyreductior( fj) < energyreductiory fy), it is es-
tablished thaenergyreductior fi, fj) < energyreductior( fy, fj) when f; is not next to
either f; or fx in the baseline schedule. Thereby, we can reduce the sgaach without
examining the elimination of botfy and f; from the baseline. The complexity of our al-
gorithm isO(r3). In the next section, we use this algorithm to find scheduliéis avsubset

of frequencies when the number of transitions is fixed.

3.5 Experimental Results

In this section, we compare the proposed method with prewmchniques. Since transition
overheads were not considered in most prior work, in our ex@Ents, we also ignore
energy/time overheads for all schemes in comparison. Thalations use a processor
model that provides finite frequencies linearly spaced betwbO0MHzand 15GHz and a
power modeP = afg’p. We assume the maximum number of cycles in a taskd8@ 000,
and generate 5000 task instances for each different watklisé&ribution. The PDFs for the
voltage scheduling are obtained from profiling those 508K tastances using a histogram
with 10K cycles in each bins.

Figure 3.5 presents the average task energy of differekttyges (distributions) by
simulating the execution of each task with different schieduechniques. The deadline
for all tasks is set to 0012%. Three techniques are compared: 1) DVS with continuous

voltage scaling between the maximum and minimum frequer|{8®, 52], 2) Continuous
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HE Continuous DVS

E Continuous Roundup
(15 fregs.)

O Continuous Roundup
(10 fregs.)

O Continuous Roundup (5
fregs.)

Discrete (15 fregs.)
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E Discrete (10 fregs.)

Discrete (5 fregs.)

Figure 3.5: Energy consumption by different schedulindhtégues for workloads with

different cycle count distributions. [66]

scaling rounded up to the available frequencies, used or prork [115, 117] to apply

procrastinating DVS in practical systems, 3) Optimal pastinating DVS with discrete
frequency sets as proposed in this chapter. As indicatedduwyré-3.5, the performance
of simple rounding method degrades very quickly as the nurobavailable frequencies
is reduced. On the other hand, our solution is quite robustsacdifferent numbers of
available frequencies. On average, the energy savingghbtday our method over the
previous rounding method range between 10% and 24% fromfeefjiency set system
to a 5-frequency set system. Table 3.1 lists the energy gdoyirour method over simple

rounding method.

workload distribution| 15 fregs.| 10 freqgs.| 5 fregs.
inverse exp 9.8% 13.0% | 20.7%

exp 9.4% 15.3% | 25.5%
uniform 11.3% | 16.4% | 23.0%
norm 8.9% 9.7% 24.2%
lognorm 9.8% 13.0% | 25.5%

Table 3.1: Energy saving by our method over the simple rovgqhdiethod with different
number of available frequencies.

For a processor with efficient operating points, the optimal procrastinatingWwill
use by default all frequencies if necessary. A heuristic t@agccount for switching over-

heads is to limit the number of frequencies used in the sdbdaly say,i frequencies.
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Figure 3.6 plots the average energy consumption for task®whal distributions at dif-

ferent deadlines with the number of frequencies used in adkdh being fixed to 6, 4, 3,
and 1, respectively, though the processor is capable offfdelt frequencies. This figure
implies that, for a given deadline, a small number of calgfsklected frequencies can
form a schedule achieving energy savings very close to freasohedule consisting of the
full frequency set (as shown by the right y—axis). Similessulés are observed for other

workload distributions.

Energy (absolute)

o
LlAMAa TR,
1.2 1.4 1.6 1.8 2
Deadline (s) x10"

Figure 3.6: Average task energy consumption at various|ohesdwhen the number of
frequencies in a schedule is fixethé y—axis on the right shows the energy values normalized
to those of using the full frequency set (10 Js]66]

When the total number of efficient frequencies is large, ibimputationally expensive
to find a good subset of frequencies for scheduling when tbeetl number of transitions
is fixed. We compare our dynamic programming based heunstbiod (subsection 3.4.2)
to a brute-force approach. For a system model with 10 toggjuencies, experimental re-
sults show that our heuristic method is 5 times faster to fgabl” schedules for different
numbers of allowed frequencies. The average task energguogstion using the sched-
ules found by our method is very close to that found by theesfatce method, and the
maximum deviation we observed is within 2%. In fact, the datsented in Figure 3.6

are based on the schedules found by our heuristic methode Bab presents the com-
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putation time needed for the brute-force method and ousticmethod to find a voltage
schedule for different task workload distributions, ashaslthe difference in task energy
consumption using the schedules found by these two methOds.heuristic method is
very efficient and can find a schedule in which the task eneoggumption is very close

to that of optimal schedule.

Runtime (s)

Workload distribu-| Brute-force | Heuristic Runtime Energy diff.
tion (DP) speedup (max)

inverse exp 870.1 169.3 5.1 0.000%

exp 505.0 90.3 5.6 0.025%
uniform 1493.9 265.9 5.6 0.151%
norm 663.9 128.0 5.2 0.274%
lognorm 651.4 120.0 54 1.390%

Table 3.2: Comparison between brute-force method and owrrdgnprogramming based
heuristic method when= 10.

3.6 Summary

In this chapter, we introduced the optimal procrastinaf’¥s for systems with discrete
frequency sets. Our techniques efficiently solve the pratissues encountered by previ-
ous techniques. The complexity of our method is O(1) witlpeesto the number of bins
in the task workload histogram, and linear to the number @fratng points involved in
the schedule. We also find that not all available operatingtp@re necessarily efficient
even though they consume less power. We extend our methaghtevith transition over-
heads and find that, for a given deadline, a small number efdér selected frequencies
may be sufficient to form a good schedule achieving energpgacomparable to that us-
ing all efficient operating points. We develop an efficientitigtic algorithm to find good

schedules composed of only a subset of available frequertbiereby avoiding unneces-
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sary transition overheads. Thus, our techniques are yeajdlicable to various practical

systems.



Chapter 4

Power-aware Runtime Management using

Control-Theoretic DVS 1

4.1 Introduction

Low power techniques in real-time (RT) embedded systemsrheamore important as
the performance expectations of these embedded devicdauw®mo rise. RT embedded
systems such as on-board satellite controls contain hatd@h RT deadlines and a strict
limit on available battery power. A complicating factor foany applications is that tasks
or service requests are often unpredictable, and currértiats for power aware comput-
ing cannot provide the guarantees necessary for RT. Oweigioning is an appropriate
solution for some systems but usually not for battery-ojgekaystems where the battery
has substantial cost or interferes with the desired forrofac

Closed-loop feedback control is an attractive way to attafttRT guarantees. Feed-
back control defines target metrics and error terms for tlseegy being controlled, moni-
tors the error, and continuously adapts the system to nameinhie error. Feedback control

can adapt to a wide range of behaviors and hence respondsoweianticipated work-

1This chapter is based on the published paper titled “Cofftnaloretic Dynamic Frequency and Voltage
Scaling for Multimedia Workloads” [59].

43
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loads or behaviors. We use a simulated multimedia systerantmdstrate the benefits of
feedback-control. Our technique is motivated by the apgrae Stankovicet al. [99],
where a feedback control RT CPU-scheduling scheme is prdpalse design and per-
formance evaluation is shown in [55]. In our feedback-bagedem, the CPU operating
frequency and voltage are scaled based on the current flrameghput.

Following [91], this chapter models an MPEG portable mudttha-playback system
with the content received over a wireless network. Thesaimedia systems require soft
RT guarantees on frame delay to maintain the throughputssacg for avoiding choppy
playback. We develop a formal feedback-control system id bee CPU at the mini-
mum possible operating frequency while still continuoweiapting to provide the desired
throughput. We evaluate the energy savings of our systengwsi analytic model for a
variety of synthetic workloads representing exponentiaiform, and normal distributions
of frame-arrival and decoding rates, and also real worldoad a Compaq iPAQ using
StrongArm SA-1100 processor.

The rest of the chapter is organized as follows. Section &@udses our control-
theoretic system, and Section 4.3 shows our results on bbtihlaand synthetic workloads.

Finally, we summarize our work in Section 4.4.

4.2 Control System Design

In order to simplify our control system design, we model thdtmedia decoding system

as an M/M/1 queue, as suggested in [91]. Thus, the followingagon holds:

(4.1)



Chapter 4. Power-aware Runtime Management using Controlréhe®VS 45

whereT is the average delay for the fram@ss the frame decoding rate ands the frame

arrival rate.

This delay unit models that
the feedback signal is the measuring of
1 the previous operation of the system

z
Delay Unit

Initial frequency factor

>+
- 1 + p U P 1/(u-lamda) > ]
e 1 [

— TO-T Ki Sum u Nonlinear Model ~ Actual Average
Specified Gain of Integral The output of  Decoding rate  (lamda is arrival rate) Delay T
Delay TO Controller this block is

the controller the frequency

scaling factor

Figure 4.1: Basic architecture of our control system. Allregf functional blocks are shown
with the Z transforms of their respective transfer funcsig®9]

Our goal is to adjust the CPU frequency and voltage such tleaisbr-specified delay
(referred to as the controller set-point) will be satisfigthuhe minimum amount of energy
and the controller will stabilize quickly to provide a fagtsponse time to variations in
delay.

The basic architecture of our control system is illustratedrigure 4.1. A generic
control system architecture usually consists of an inptpe@t, a controller, a system or
“physical plant” that is being controlled, and a feedbackhpaOur system includes the

following components:
Input set-point: The desired average frame delay specified by the user.

Controller: An integral controller and its gail;. The output of thentegral controller
is the current (new) decision for the frequency scalingdigathich will go to the
decoder system. At the beginning of the operation, we alMetythe frequency

scaling factor equal unity, i.e, we run the decoder at theimam speed. We force
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this initial value by adding a constant “1” to the output oé ttontroller. We use a
simple integral controller in our system because it canajptae that the final output
of the system will be equal to the set point when the systertaldes The value of

K; will be discussed later.

Controlled system: The multimedia frame decoder which accepts as its input rike f
quency scaling factor from the controller. A non-linearteys model specified by
Equation 4.1 is used to model the decoder and it will be lizedrfor controller

analysis.

The actual frame arrival rate and decoding rate in the rue tn@ unknown to the
system and can change vary rapidly. We only assume that théses are less than

100 frames per second.

Feedback path: Because what we actually measure from the system is the @&/#eage
delay under the previous frequency scaling decisions, waehthis feedback signal

with a delay unit.

The controlled system is non-linear, but it can be linearimsing first order Taylor

expansion about the desired decoding falby the following linear equation:
T(k+1) =T(k) = T& (uxr(k+1) —psr(k)) (4.2)

whereTy is the user specified delay antk+ 1) is the frequency factor (a value between
0 and 1) adjusted by our controller at tirke- 1. For example, the decoder will run at its
full speed whermr is 1. This linear equation assumes that the controlled systerks at
operating points very close to the set-point. As long as thkilgty of our control system
is guaranteed, this assumption will hold. Note that thisiagdion is only needed for the

control-theoretic analysis.



Chapter 4. Power-aware Runtime Management using Controlréhe®VS 47

Using the system model shown in Figure 4.1 and substituturginear model with
the non-linear one, we can find the stability criteria for #ele system based on control
theory: —1 < 1— |Kj|TZu < 1 or [K| < TO%H wherekK; is the gain of the integral controller.
While a large value oK; would make the system more responsive, the system would tend
to be unstable. Given that in our systdmis about 0.1 second and the frame decoding
rate is less than 100 frames/sec, and considering the siye ghin value, we ldf; = —2.
To show that the system avoids unstable oscillation, we ussttaldl to simulate the system
shown in Figure 4.1 with a step input signal. The step respofhshe system is shown in

Figure 4.2.

10
t(steps)

Figure 4.2: Step response of the system shown in Figure 4Hodgh we use the example
frame arrival and decoding rates shown in Figure 4.1, othesryield similar results. [59]

As we can see from Figure 4.2, the system output convergelsetsdt-point very
quickly (after about 5 samples(iterations)) We then maleeaighis fast-converging prop-
erty in our system to satisfy the RT constraints.

Besides the basic control architecture shown in Figure 4elglbgerve that the number
of frames in the queue waiting to be decoded is a good indiadttuture traffic. Thus,
we feed the number of frames in the queue to a separate difi@reontroller; the output
of this controller will also be used to adjust the frequencslieig factor assigned to the

decoder.
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The feedback signal to our controller is the average delay avcertain number of
previous frames (specified by owindow siz¢ Since Equation 4.1 holds true only for
average values over a long time interval, larger windowsstan provide a higher-quality
feedback signal (i.e., provide a better estimate of thesheteerage frame delay in the sys-
tem). However, a larger window may increase the contrallezaction time to a changing
situation (i.e., a different arrival or decoding rate). Bynalation, we empirically deter-
mined that an average window size of 70 frames provides a desijn trade-off. Our
sampleperiod is five frames (i.e., the controller will determine ennfrequency factor
every 5 frames), and frames in the same period will be decadtbdhe same frequency.

In order to make the best determination of the working fremgydor the next sample
period, we not only use the actual delay statistics from tiegipus frames in the window
size, but we also use them as training samples in our coowpl IAt each sample, the con-
troller will produce a new frequency factor based on theed#hce between the set-point
and the actual average delay from the previous frames. Weliaek-calculate for each
frame in the entire window how long that frame would have tatedecode had it been
processed using the freshly-calculated frequency/velssdting. The new average delay
(a virtual value) is then fed to the controller again in amatie relaxation process. Due
to the fact that our controller converges quickly, it canvarat a very good decision after
only a few iterations in our implementation. There are twasns for this approach. First,
we believe that the frames in the next sample period will hearg similar statistics to the
previous frames in the window. Second, the controller caiyapetter decisions directly
on the future frames, thus providing very rapid responsenemges in the environment.
This “virtual training” scheme makes the controller fastherwise, it would take many
sampling periods for the moving average to reflect the new GB§uUENCy.

In order to keep the overall average frame delay as closeetausler-specified set-

point as possible, we use a counter to accumulate the differeetween individual frame
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delay times and the set-point. This provides a global pectfrhow well the controller
is performing and allows us to make the set-point adaptiveeakh sampling point, if
the controller finds that the previous average delay is mughehn than the set-point, it
lowers the actual set-point used for the next period to altetter performance. On the
other hand, if the previous average delay is in fact lowen th& set-point, the controller
increases the actual set-point to save more energy. Thiiagelaet-point scheme provides
the best way to meet the user-defined requirements. Thisanerh is equivalent to adding
another control loop outside the whole system shown in leigut.

Though it seems that our scheme may consume a large amouainpiutation time
and energy, the computation required for our controlleess ithan that of the change-point
detection approach proposed in [91]. We compare the amdwanoputation needed for
both algorithms in the average case. In the change-poiattieh scheme, the algorithm is
executed for every new frame to be decoded. This algoritteurass that there is a set of
predefined arrival/decoding rates. For example, there raay0Olpossible arrival/decoding
rates. For each frame, the algorithm checks the previousraftes to identify the possible
change poinf(i.e., the frame among the last 100 from which the arrivaiédigng rates
appears to have changed) by comparing the statistical nuaxilkelihood with a certain
threshold. The amount of computation that this algorithquiess for each frame is about
(including both arrival and decoding rate detection):

2*10*10*%*(2 adds + 3 multiplications + 1 logarithms) = 200 adds + 30dtiplica-
tions + 100 logarithms

In our control-theoretic scheme, the bulk of the computatsofor the virtual training.
Since our algorithm is invoked every 5 frames and (for outiaghimplementation) we
use 5 iterations for virtual training, we have an averager® ieration per frame. The
computation needed to calculate the average delay for thequs 70 frames when a new

frequency is virtually applied is:
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70*(2 multiplications + 5 adds) = 350 adds + 140 multiplicat

Our later simulations show that the number of iterations loareven further reduced
while maintaining performance.

Once the new frequency scaling factor is obtained, we sbalsystem voltage to the
minimum that is required to maintain the new working freque he relation function be-
tween the working frequency and the respective minimunesysiltage can be measured

in advance for any system under study.

4.3 Simulation Experiments and Results

We evaluate the performance of our control-theoretic aggr@n both actual and synthetic

workloads.

4.3.1 Evaluation Using Actual Workloads

We implement our control-theoretic system on a Compaq iPAQing an SA-1110 Stron-
gARM processor. The iPAQ runs the Windows CE operating syskRunning the control
based model requires the scaling of core processor freguehdch is discussed in [19].
With the direct hardware access techniques discussed jiff@§uency scaling is accom-
plished by writing the desired frequency index to the Phaseked Loop Configuration
Register (PPCR). This allows for on the fly frequency scalingnduprogram execution.
An open-source MPEG codec is provided by the MPEG Softwarauition Group
(MSSS). Four MPEG-1 video files were used as input to the MPE¢dder to produce
frame decoding rates for an actual workload. The four MPBE@d&os (three 900 frame
video files and one 1800 frame video file) yield frame rategs$ fthan 1 frame/sec. This
is much lower than typical MPEG frame rates of between 15 @nidsZnes/sec. However,

we expect lower frame rates from a device running Windows Ck slow processor with
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a maximum speed of 221.2 MHz as well as a slower bus speed. d&dowding rates are
not expected from commercial MPEG players such as WindowdidMBlayer, however

commercialized MPEG players are highly optimized and segaode is proprietary infor-

mation not available to the public. Such commercial MPEGgis provide a much higher
and predictable frame rate. Possible future work is to algaurce code for a commercial
multimedia player to obtain additional MPEG decoding raaeé¢ data.

Using actual MPEG-1 trace files containing actual decodiags, we tested our
control-theoretic algorithm on the iPAQ device. Evalugtthe efficiency of our control
algorithm showed a total overhead of approximately 0.37fisaconds per frame. Since
this is less than 1 percent of a typical decoding time, whichdrmally around 40 mil-
liseconds, we find that our control-theoretic approach g efficient when running on an
actual system.

Implementing our control-theoretic algorithm on such aeysshows that our model
is robust and capable of running on a handheld device with biverhead. Dynamically
scaling frequency on a handheld device allows the portgistes to have extended battery
life while maintaining performance. A comprehensive ea#in of the real-world battery
savings and quality of service characteristics on the iPAQ esult of these approaches is
the subject of future work; however, preliminary resultdigate a strong correlation to the

simulation results shown in the next section.

4.3.2 Evaluation Using Synthetic Workloads

For experiments on synthetic workloads, we used Matlab tegge traces matching the
desired distributions (exponential, Gaussian, etc.) We K800 frames in each simulation
run, and the statistics of the frames (i.e. arrival rate agxbding rate) may or may not

change after every 250 frames.
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Change Point Detection Approach
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Figure 4.3: Frequency scaling curves for both algorithmsnia simulation run. [59]

Figure 4.3 shows the frequency adjustment for one simulatio. In this simulation,
all frames have the same decoding rate—70 frames/sécdftte arrival rate is reduced
from 45 frames/second to 5 frames/second after the 250thefrd-rom the 750th frame,
the arrival rate changes sharply to 50 frames/second. Hgudéncy scaling curves in
Figure 4.3 show that both the change-point detection dlgarand our control-theoretic
approach can adapt to the workload changes very quickly.

Mattavelliet al.[67] have shown that multimedia frame-decoding rates celoaonod-
eled by any simple distribution. In order to further evadutite performance of the two
approaches, we use different random distributions to ereat synthetic workloads and

divide them into 6 groups:

1. Both inter-arrival times and decoding times are expoaéntdistributed with high

2High decoding rates and arrival rates are used in this exeeti to show the adaptive nature of the two
approaches.
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CPU utilization.

2. Both inter-arrival times and decoding times are expoa#wntdistributed with low

CPU utilization.

3. Bothinter-arrival times and decoding times are expoaéwnilistributed with hybrid

(mixture of high and low) CPU utilization.

4. Inter-arrival times are exponentially distributed, ashecoding times conform to

Gaussian distribution, with hybrid CPU utilization.

5. Inter-arrival times are exponentially distributed, atetoding times are uniformly

distributed, with hybrid CPU utilization.

6. Inter-arrival times are uniformly distributed, and déicy times conform to Gaus-

sian distribution, with hybrid CPU utilization.

High CPU utilization means the CPU will mostly operate at a dpelese to its fastest
speed. On the other hand, low CPU utilization means the CPUardgdperate at a slow
speed in order to satisfy the delay requirement. For exampleigure 4.3, the last 250
frames impose a high utilization on the CPU of the decoder|enthie frames between
250th and 750th impose only a light workload for the CPU.

Each workload group is composed of 100 different simulatiors of 1000 frames. We
measure, for each simulation run, the average delay, to¢atjg, and frame-delay variance.
We do not make measurements of the energy on the actual systeno the difficulties
and inaccuracies of doing so on the iPAQ. Instead, our wooktsthe approximate energy
calculation proposed in [92] (i.e. Equation (2.2) in Cha@eand use it throughout our
simulations.

At the same time, for each workload group, we calculate howynsamulation runs

will lead to an average frame delay withinl0% of the user specified delay (delay set-
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Figure 4.4: Performance comparison of the two approachisnms of average delay, en-
ergy consumption, and delay variance for all simulatiorsrarthree workload groups (left
column: M/M/1 with hybrid CPU utilization; middle column: Bwnentially distributed
inter-arrival time and Gaussian distributed decoding tivite hybrid CPU utilization; right
column: Uniformly distributed inter-arrival time and Gaien distributed decoding time
with hybrid CPU utilization). The control-theoretic appobaprovides better timing guar-
antees with comparable energy savings. Similar resultslasaned for other workloads
including uniformly distributed decoding times. [59]

point). Results for each simulation run from 3 workload gape presented in Figure 4.4,
and similar results are obtained from the other 3 workloanligs. The statistics (average
energy consumption and average delay standard deviabo@)lf6 workload groups are
summarized in Tables 4.1 and 4.2.

It is clearly shown in all six cases that our control-thelretpproach outperforms

maximum likelihood detection in quality of service whileopiding comparable energy
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Workload Ratio of sample runs Avera_ge energy over all Average standard_dewa—
. runs in the same grouption over all runs in the
groups | near set-point (+/-10%) )
(ratio) same group (sec/frame
Group 1 0.40 0.68 0.12
Group 2 0.71 0.23 0.11
Group 3 0.41 0.48 0.13
Group 4 0.38 0.47 0.11
Group 5 0.35 0.43 0.08
Group 6 0.04 0.50 0.08

Table 4.1: Performance summary for the change-point deteapproach [91]. The energy
column gives the energy consumed relative to no frequenltglye scaling. [59]

Workload| Ratio of sample runs Average energy over all Ayerage standard.dewa—
. runs in the same grouption over all runs in the
groups | near set-point (+/-10%) .
(ratio) same group (sec/frame
Group 1 0.90 0.73 0.11
Group 2 1.00 0.28 0.11
Group 3 0.92 0.56 0.12
Group 4 0.94 0.52 0.10
Group 5 0.97 0.42 0.08
Group 6 0.94 0.45 0.10

Table 4.2: Performance summary for our control-theorgifr@ach. [59]

savings. With a minimal relative variance, our approachbie @& provide smooth tran-
sitions to yield very consistent frame delays. Consequgtitey average frame delay for
the control-theoretic approach oscillates around theesgitt of 0.1 seconds with minimal
deviation.

Tables 4.1 and 4.2 show that our control-theoretic appraacrhguarantee the user
specified set-point with very high probability. Energy comgption increases only slightly
compared to the change-point detection algorithm. In @stitthe change-point algorithm
tracks the user-specified frame delay rather poorly. Furibee, notice that although our
control system is designed with an M/M/1 queuing model assirstem model, and that
assumption is only required for control-theoretic anaysb it still performs well in the

cases where the decoding time is Gaussian or uniformlyilsis&éd. This demonstrates the
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robustness of the formal feedback-control approach.

Iteration Average Frame Frame Delay Standarf
number Delay Deviation

1 0.099 0.100

2 0.102 0.099

3 0.102 0.093

5 0.102 0.092

8 0.102 0.095

10 0.103 0.097

Table 4.3:Impact of number of iterations of “virtual training” for a trace of M/M/1 Mdadkeith
average delay set point = 0.1 sec. [59]

[teration Average Frameg Frame Delay Standarf
number Delay Deviation

1 0.105 0.102

2 0.107 0.110

3 0.11 0.110

5 0.107 0.106

8 0.098 0.094

10 0.103 0.106

Table 4.4: Impact of number of iterations of “virtual trangi’ for a trace of exponentially
distributed inter-arrival times and uniformly distribdtdecoding times with average delay
set point = 0.1 sec. [59]

Tables 4.3 and 4.4 illustrate examples of varying numbeiigecadtion cycles for the
"virtual training” scheme. In the M/M/1 model and in the exgmtial/uniform model, the
average frame delay remains steady with little variatione iumber of iterations ranges
from 1 to 10. Therefore, the number of iterations in the wadttraining” back-calculation
does not affect frame delay, and multiple iterations arel useachieve a responsive con-
troller.

Frequency scaling is done in a continuous fashion, thoughawe briefly explored the
method of quantized dynamic frequency scaling describ¢83h Frequency settings are

linearly subdivided into 32 discrete levels in order to @ase the number of frequency
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transitions needed. We found that quantizing frequenchyngctactors into discrete levels
has a negligible effect on performance since frequencysitian time is small compared

to frame decoding time.

4.4 Summary

In this chapter, we describe a control-theoretic dynan@quency/voltage scaling scheme
for a simulated multimedia portable device. Our controligiesises virtual training and
an adaptive set-point to provide fast response and stalitemedia throughput, regardless
of workload behavior/distribution. This system providesnparable energy savings to the
change-point detection technique [91] but dramaticallgrioves stability in average frame
delay. It is also not dependent on the assumption of M/M/Lagebehavior. Overall, we
have shown that formal feedback control is a robust and resy® way to control DVS
settings for real-time response. The next step to extesdatbrk is to fully integrate our

controller into a QoS framework, such as the case presemtbe inext chapter.



Chapter 5

Power-aware Runtime Management for a Video

Playback System!

5.1 Introduction

While the continuously increasing computation power predi@dy technology scaling en-
ables more complex mobile applications, energy consumgiecomes a limiting factor.
Since multimedia playback is among the dominant applioatim mobile devices, it is
important to design energy efficient multimedia playbacstesns. Fortunately, due to the
variations in multimedia decoding complexity, the regdi@mputation power changes
during the playback, and dynamic voltage/frequency sgalibVvS) is a powerful tech-
nique to exploit this opportunity to reduce runtime powerltwering down the circuit
speed (and thereby power) whenever possible. However, DM&mnedia systems should
be carefully designed to avoid causing large degradatigaiyback quality. In this chap-
ter, we systematically analyze the design of such a systepope a new design technique

and validate our design through a prototype system on a D\8led laptop computer.

1This chapter is an excessive extension from the publishpdrptitled “Design and Implementation of
an Energy Efficient Multimedia Playback System” [65].

58
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Designing a good multimedia playback system using DVS weslrade-offs among
multiple contradicting objects and is subject to practaaistraints. Techniques proposed
in [23, 24, 102] require perfect predictions for decode exien timing, which is not pos-
sible in some multimedia compression formats. The metho{é4, 62] exploit buffering
to improve the energy efficiency of DVS. However, smalleféusizes might increase the
frame deadline miss rate, while larger buffer sizes not amtyease hardware costs but
also increase the playback latency, which is unacceptabigany real-time applications.
In general, a practical solution has to seek the best tréfdeetween power consump-
tion, playback quality and hardware resources and, in géneas to assume no specific

information about the incoming multimedia streams.
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Figure 5.1: MPEG decoding power at different CPU speed. [65]

The DVS design presented in this chapter provides a gooshdalbetween all these
competing factors. We first create a model for the availabkgh space. Then we search
the design space with two desired properties in mind: speleeidsile uniformity and sys-
tem stability. Power consumption is a convex function otuwir speed. As an example,
in Figure 5.1, the MPEG decode power consumption of a laptpputer is shown at
different CPU speeds (i.e., frequency and voltage settinggpugh each frame can be
decoded at a different speed due to computation variatdeding multiple frames at a

uniform speed (i.e., the average decoding speed) provielsr kenergy efficiency accord-
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ing to Jensen’s inequality [85]. Therefore, in an energycedfit DVS design, a uniform
speed schedule is preferable. On the other hand, due to theledty in many modern
multimedia coding formats, a good DVS solution should nsuase any prior knowledge
or rely on any accurate predictions about the decoding psoc&herefore, the decode
speed decisions should be solely dependent on the resulte grevious frames. Any
system working in this way is in fact a closed loop feedbadkeyn for which stability is
an important property.

The rest of the chapter is organized as follows. Section s@idses related work and
Section 5.3 presents the architecture of the multimedigbplek system studied in this
work. In Section 5.4, we report some video playback timingrakteristics from actual
measurements of video clips with various compression ftsnmased on these observed
timing characteristics, in Section 5.5, we propose a gerauhitecture to model the dy-
namics of a variable speed video decoding system. Then westishe design of the speed
controller based on speed uniformity and system stabdity] we propose an enhanced
feedback based speed control scheme. In Section 5.6, wel#escr implementation
of various DVS techniques for video playback on a DVS enabplatform. Finally, Sec-
tion 5.7 presents the performance comparison of differ&® Echniques on a set of clips
with various video formats and shows the effectiveness et technique proposed in

this chapter.

5.2 Related work

Low power design in multimedia systems is currently a vervaaesearch field. The
major power saving techniques applied to multimedia systermolude DVS and DPM
(dynamic power management). In DVS, different computatiaasks are run at different

voltages and clock frequencies while still providing an quaee level of performance.
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DPM shuts off system parts (inside or outside the CPU) thanhaten use at any given
time. Structural adaptations for multimedia systems wecemntly proposed in [44].

Because a multimedia system has defined QoS requiremergsjstally modeled as
a real-time system with soft deadline constraints. Intad mtra-frame scaling are con-
sidered to reduce the deadline miss rate in [44] and [23pe@s/ely. Frame-decode-time
prediction techniques are used in these works to achievasfiasdory trade-off between
the power savings and QoS. Chuetal. [26] proposed that the decoding time information
can be obtained from the multimedia content provider, shahthe accuracy of the decode
time prediction can be improved, while Yuahal. [115] used the probability distribution
of frame decoding time obtained during runtime to help detee decoding speed for each
frame. In all these works, the decoder is assumed to decdgelmaframe for each display
interval.

Other work [47,57, 62, 102] showed that buffering can be @ikgdl to further reduce
the decode energy during multimedia playback. dtwal. [57] used an off-line algorithm
to schedule the frame decoding rate and respective freguand they did not consider
multimedia streams that includeframes. Imet al. [47] focused on the estimation of the
input/output buffer size for the decoder, and also propaseah-line DVS technique. This
technique is essentially equivalent to a scheme wepeatlic factor scalingn this chapter.
Tanet al.[102] proposed a technique to predict the frame decoding thmadvance and
found the optimal decoding speed according to the predistin our previous work [62],
prediction is not used, and a PID controller is used insteadljust decoder speed accord-
ing to buffer occupancy. A draining buffer indicates that ttecoding rate is too slow, and
a growing buffer indicates that more energy can be saved &lyngcdown the decoding
rate. The idea behind this chapter is originated from thevipus work, and extends it
from several aspects: 1. A new feedback control scheme sla@d basing on a novel

modeling framework for multimedia playback system; 2. Tee/ischeme is implemented
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and tested in a real hardware platform, while our previouskwsbased on simulations; 3.
Actual measurement results indicate that the new schemeris advantageous over our

previous work in terms of both energy savings and hardwaeeh®ads.

5.3 Overall architecture of a multimedia playback system

Buffer storing Buffer storing

coded frames decoded frames
Display )
Device
Frequency /
Voltage decisiol Buffer occupancy
information
Decoder speed

control

Figure 5.2: Overall architecture of a multimedia playbagétem. [62]

The general architecture of a multimedia system is illusttan Figure 5.2. Frames in
the decode buffer (or in disks) are fetched and decoded sagliyg and displayed by the
display device with a constant playback rate denoteé byhereT is the display interval.

Following assumptions are made for this multimedia system:

e Coded frames are decoded in their normal order, and a franlwagsavailable to

be decoded whenever the frames before it have already beedeatk

e After a frame is decoded and sent to the display buffer, treodier is ready for

decoding the next frame.

e Each frame has an associated deadline, which is the timeatbdsplaying the
frame. The deadline is always a multiple of the display wvaef. For example,

framei has a deadline af« T. The time needed to decode frairie denoted by;.

e The display buffer has enough space to hold all the framesiwdre decoded before

their deadline.
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With these assumptions, we state the following theorem [62]

Theorem 5.1. Let S be a multimedia stream including fram{és, F,...,F,}. If the de-
coder in the system described above never idles when themgndecoded frames left, S
will be schedulable (all the frames meet their respectivadtieas) if and only if:

i
C . .
@ST Vi, 1<i<n (5.1)

where g is the time needed to decode frame k, and T is the displayvadter

Proof.
1. “Only If” condition:
Let us consider a time intervd,iT |, where 1< i < n. Since all frames are decoded
before their deadlines, at least the firdtames are decoded during this interval.

Thus:
|
Z c <iT
k=1

2. “If” condition (proof by contradiction):

Leti be the first frame which misses its deadline. Therefore

i
Z c >1iT
K=1
which contradicts with Equation (5.1).

Theorem 5.1 shows that as long as the average decoding tithe éfames (the first
frame, the first two frames, the first three frames, etc.) iags$ less than or equal to the

display interval, all the deadlines will be satisfied. Thiggests that we can slow down
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the decoder such that some frames may even have decodirgléirger than the display
interval, provided that they can make use of the slack tirmefthe frames with shorter
decoding times. This gives great flexibility for DVS. In coagt, if a multimedia system
has no buffer between the decoder and the display devicesdoutfier can only hold one

frame at a time, the schedulability criteria must be reduoed
G<T Vi, 1<i<n (5.2)

which is much more restrictive for DVS.

Let kj denote the decoding time for framjeat full speed. Assuming that the actual
decoding time is inversely proportional to the decode speghis assumption is not ex-
actly true in practice, and will be adjusted later in the dkgp it follows thatc; = %
Since uniform decoding speed tends to bring maximum eneagwyg, it is desirable to
decode continuous frames using one single speed, denotedulgy;orm. According to
Theorem 5.1, it can be derived that:

zijzl i
iT

CUyniform = Vi, 1<i<n

or (5.3)
1K
Uuni = max (—=———
uniform ie{1,2,.,n} 1T )
In our previous work [62], we called the DVS scheme usingtimigorm speed 6ptimun,
because this scheme sets an achievable lower bound en&gyneption provided that all
frame deadlines are met. In order to implement this DVS sehem also assumed that the
actual frame decode time information (ikg.in Equation (5.3)) can be obtained in advance,
for example, through profiling. Taet al. [102] derived a similar formula in their work,

and they obtained the frame decoding time information by fhrediction technique.
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5.4 Timing characteristics of MPEG workloads

In some previous work on power-aware MPEG decoding [47,62],1a simple perfor-
mance model (i.e. frame decoding time is inversely propodi to decoding speed) is
assumed. Our measurements from actual decoding impletiventadicate that this as-
sumed model is over-simplified. Chei al.[24] reported similar findings. In this section,
we present the timing characteristics measured from aMtB&G workloads on a general
puUrpose processor.

Table 5.1 lists the information of a set of video clips of diffnt compression formats
used in this work, among which, six are movie trailers dowdked from Internet [3-5], the
other two, {s2003andfs2004, are home-made movies. For some clips, the normal play-
back rate (around 30 frame per second) requires little CP&tteffn order to effectively
compare different DVS schemes as discussed in Section B.dse/a higher than normal
frame rate for those clips (the 3rd column in Table 5.1). Téw frame rate is determined
in such a way that the number of frames missing deadlines \wheoded using full CPU
speed is within 100 (out of total 3000 frames) at that frante.ra

As shown in Figure 5.2, there are two major tasks in an MPE@halek application:
frame decoding and frame display. Though different videngaession formats have quite
different implementation details, there are several commsteps in frame decoding: a.
Huffman decoding, b. IDCT and motion estimation/compewnsatnd c. frame dithering
(i.e., converting the decoded frame from the YUV plane toRI@&B plane). The decoded
frame in RGB format is then sent to a graphics device that fasishe display task, which
is essentially the same for all movie formats. There arerak¥mme types depending
on the operations needed to encode/decode a frame: | Gotied) frame, P (predictive
coded) frame, B (bidirectionally predictive-coded) fraam&l S (sprite) frame (coded using

global motion estimation) in MPEG4. Table 5.1 shows the cositpn of different frame
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types in each movie. This set of movies also present hybrangies in frame size (the

10th column in Table 5.1).

clip video | frame | frame | fraction Mean (k) | std(k) | Mean(m) | std(m) | frame | average | std. of

name | format | rate type (ms) (ms) size display | display

time time

(ms)

| 0.048 | 14.39 13.62%| 1.61 3.34%

mission| SVQ3 | 43.5 P 0.452 | 9.73 24.61%| 2.25 6.55% 640x344 7.35 3.52%
B 0.500 | 6.72 27.20%| 2.74 8.00%
| 0.018 | 16.48 49.10%| 1.73 3.88%

game | H.264 | 29.4 P 0.545 | 16.39 22.82%| 2.87 14.26% | 640x360 7.69 3.62%
B 0.437 | 13.29 16.68%| 3.96 9.98%
| 0.096 | 8.70 6.86% | 2.52 2.93%

skeleton MPEG4| 43.5 P 0.499 | 6.85 10.89%| 3.05 6.65% 720x420 9.46 3.68%
B 0.404 | 6.37 6.37% | 3.75 8.56%
| 0.030 | 7.69 8.61% | 2.47 3.71%

exorcism MPEG4 43.5 P 0.556 | 6.87 14.52%| 2.81 7.52% 720x384 9.12 2.12%
B 0.413 | 5.93 7.37% | 3.43 9.36%
| 0.047 | 16.55 14.51%| 1.92 6.16%

fantastic H.264 | 29.4 P 0.488 | 15.50 17.51%| 3.27 14.44% | 852x356 9.90 2.76%
B 0.464 | 15.87 14.81%| 4.39 12.46%
| 0.032 | 17.98 12.76%| 1.97 5.23%

kingdom H.264 | 28.6 P 0.495 | 15.22 24.32%| 3.32 12.46% | 852x360 10.00 | 2.81%
B 0.473 | 15.83 18.47%| 4.58 10.04%
| 0.005 | 11.18 4.21% | 2.95 3.04%

fs2003 | MPEG4 32.3 P 0.175 | 9.85 5.08% | 4.04 3.51% 720x480 11.29 | 3.14%
B 0.604 | 10.65 5.38% | 5.18 2.22%
S 0.217 | 17.54 11.59%| 4.43 4.58%
| 0.063 | 10.31 2.18% | 2.40 2.39%

fs2004 | MPEG2 38.5 P 0.313 | 9.23 1.45% | 3.14 2.86% 720x480 11.24 | 3.38%
B 0.624 | 7.90 1.15% | 4.44 2.30%

Table 5.1: Characteristics of a set of video clips with défg@rcompression formats (each
clip has 3000 frames).

Figure 5.3(a) plots the decoding time (including dithe)ing different frame types
versus the inverse of decode speed (i.e., CPU clock freqiiembys figure indicates that
the decoding time of a frame is strongly dependent of the diagospeed and can be
modeled as

t=E+m (5.4)

wheret is the actual decode time at CPU spagdandk and m are model parameters
representing CPU computation time and memory stall timgees/ely, during decod-

ing process. Table 5.1 also lists the mean and variatidnafd m for each frame type
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in each movie (the 6th—9th columns). As shown in the table, aherage value ok

is usually several times larger than thatrof which implies that MPEG decoding is a
computation-dominated application. Within one clip, Infras consume more computa-
tion time and less memory time than other frame types, becdesoding | frames doesn'’t
need any information from other frames and involves most IDPé&rations which are
CPU intensive. B frames consume more memory time than otaerefs since motion es-
timation/compensation relies on other reference framearRes consumes comparable
computation time as that of B frames. For all frame typesielexist large variations in

both computation time and memory stall time, especiallytierformer.

Decode time (ms)

-e- | frame

P frame
—+ Bframe
155 —&— S frame

(a)
——H.264 (844x480) SVQ3 (640x344) —+—H.264 (844x480) SVQ3 (640x344) ‘
MPEG4 (720x480) ~ MPEG?2 (720x480) MPEG4 (720x480) - MPEG2 (720x480)
) [} 20
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£ R £
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Figure 5.3: Timing characteristics of MPEG video playbd6k]

On the other hand, frame display time is almost insensiaweRU speed as illustrated

by Figure 5.3(b) and only a function of frame size, which ireplthat display task is
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memory-bounded. Table 5.1 also indicates that there ark eaniations in display time at

full CPU speed (the last column) suggesting that display tsieghly predictable. These
two observations leave a hint on that energy saving oppibiesrare available during frame
display since one can lower the CPU frequency and voltage wieeframe is sent to the
screen without affecting playback quality. Cabal. [24] made a similar observation in
their study. They also reported that the time spent in fraitieedng is also insensitive to
CPU speed. We plotted the frame dithering time at different Gp&kds in Figure 5.3(c)
and found that the dithering time in the video clips we tesexttually strongly dependent
on CPU speed.

These timing characteristics for MPEG workloads need tadmsidered in seeking the
best DVS policy. For example, since the time for frame digjpdesk is highly predictable,
and a fixed low frequency/voltage can be assigned to thisttes&ve energy, in the rest of
discussion, we are only interested in finding the best CPUdsfmedhe decoding process.
Therefore we would like to redefirieto denote the actual frame display interval subtracted
by the frame display time. Another interesting questiosediis whether using uniform
speed to decode multiple frames is still the best way to saeegg. Our analysis (see
Appendix A) shows that, given the MPEG decode timing charéstics listed in Table 5.1,
decoding frames using uniform speed still achieves neaptinal energy savings (within

5%).

5.5 Design and analysis of feedback based speed control

5.5.1 A dynamic model of DVS multimedia decode systems

Most existing online DVS decoding schemes [23,24,47,6&m&ne the required decod-

ing speed for future frames according to the decode timifaymmation of previous frames.
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Basing on the system architecture illustrated in Figure\we2propose a dynamic system
model, shown in Figure 5.4, to represent a design spaceinoganany of these existing

schemes.

O sm+n=in+r{§%+mp}

s(n)
Frame decoder l——>

u(n) v

c(n)
Control rule

u(n)=$ cm=y(«n, $mD, 6r2), )

Figure 5.4: A generic dynamic system model for online DVS NER&Eecoding. [65]

In order to explain this model more clearly, we introduce ¢bacept of frame slack
time, defined as the time interval between when the framediegdegins and the frame
deadline (the time to display the frame). The slack time famfen is the maximum
available time for its decoding, denoted §iy). As discussed in Section 5.4, the decoding
time of a frame can be expressed'ﬁ% +m(n). LetT represent the frame interval during
playback (As discussed at the end of Section 5.4, in the fettiochapter,T actually
represents the frame display interval subtracted by th@ajigime), and we can update
the slack time for the next frame Igyn+1) =s(n)+ T — [% +m(n)], as represented by
the “Frame decoder” block in Figure 5.4. By modeling the démgdime for a frame as a
random variable, an MPEG stream can be represented by amegu@mposed of random
variablesk(n) andm(n). Therefore, the MPEG decoding process can be modeled as a
discrete time system excited by a stochastic input sequansown in Figure 5.4. The
feedback path in Figure 5.4 represents a generic approatdctule future frames based
on previous frames, as used in many existing online DVS MPE¢dding schemes. This
generic model makes it possible for us to explore the degignesmore systematically.

The major difference in various online schemes lies in thrampater and the control

functiony(). For example, in the frame based schemes [23, 241 = %’S(”) and
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r = 1, wherek’(n) andn'(n) are the predictions fdk(n) andm(n) of framen, based on
previous decoding results sfn),s(n—1),.... In the scheme proposed by Im and Ha [47],
r = WCET andc(n) = s(n) whereWCET denotes the worst-case frame decoding time.

When a formal PI controller is adopted as the control rule asathe proposed in our

previous work [62], the control functioy() has the form:c(n) = kp(S(n)—so)qu-”,ls(i)—so
andr = 1, wherek, andk; are the proportional and integral gains, respectively, sarid

the set-point of the controller input.

5.5.2 Design of an enhanced feedback control scheme with speed uni-

formity

Since uniform speed provides better energy savings wherdeleding throughput is
matched with that of display, speed uniformity is an idealjarty for a good DVS scheme.
Keeping this in mind and using the dynamic model shown in FEdu4, it is possible to
design a better feedback based speed control scheme for MB&sding.

Assuming that the system described in Figure 5.4 is operatddr a constant speed,
the expected value of random varials(@) (i.e., the frame slack time), denoted Bn),

satisfies the following relation:

Sn+1)=E[s(n+1)] =E [s(n) +T- [ +m<n)]]
= E[s(n)] = S(n)
sinceE |T — [% +m(n)]| = 0, which is required by the system steady state condition

that the decoding throughput is matched with the displagubhput. Therefore, in the
desired DVS schedule, both the decoding speed and the aveathge of frame slack time
are constant. Since the frame slack time is observable isytstem, we propose to use the

average slack time to determine the decoding speed, i.enteotrulec(n) = y(S(n)) and
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r=1.

Using this control rule, the feedback system can be desthpe difference equation:

s(n+1) = s(n) + [T — [y(S(n))k(n) + m(n)]] (5.5)

Assuming that{k(n),m(n)} are IID (independent, identical distribution) random se-
quences$ and E[k(n)] = K,E[m(n)] = M, one can apply the expected value function on

both sides of Equation (5.5).

Sn+1) = S(n) + [T - [y(S(n))K +M]]

In the steady stat&§(n+1) = §(n) = SandT = y(S)K + M, and it follows that the steady

decoding speed is
1 = K (5.6)

U:wg T-M

The expected value ofs(n) can only be estimated from the decoding re-

sults {s(n),s(n—1),...}. We adopt a simple moving average functiosi(n) =

s(n)+s(n—1+--+s(n—i+1))

: as the estimation of E[s(n)], in whidhs the window width of the

moving operation and (n) is also a random variable. During runtime, even if the dengdi
speed is correctly chosen for frame n (i) = ﬁ), u(n+ 1) could be different due
to the difference betwees\(n+ 1) ands'(n). The variation o§'(n) can be estimated using

the standard deviation @fs'(n) = s'(n) —s'(n—1). Let a() denote the standard deviation

2Frames in a clip are decoded in a predefined order specified# (Group of Pictures). Therefore two
consecutive frames are not necessarily statisticallydaddent. The 11D assumption only serves to reduce
the analysis complexity.
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function, and it can be shown that:

N

o(as(n) = Lo(T — [5 +m(n))
= 2/ + 02(m(m)

(5.7)

Q
2
=
=

becauses(k(n)) is usually much larger thao(m(n)), as found from the timing measure-
ments of some MPEG clips in Section 5.4. Therefore, the tranan speed decision

Au(n) = u(n) —u(n—1) due to the variations in frame decoding time can be estimated

according tau(n) = YEIOE
o (du(n)) ~ LEM) 5 (8s (m) (5.8)

If we can assume that the variations of the amount of comipatatt frame decoding is
proportional to the average amount of computation, we lmgkén)) O K. It follows that
o(As'(n)) is independent of (n) (i.e., current speed) because of Equation (5.6) and (5.7).
We would like to choose a function(x) such thato (Au(n)) is also independent of the

current decoding speed g(n). According to Equation (5.8), this requires that:

Y _

y2(x

g

where C is a constant. Thus, the control functigiin Figure 5.4 has the form(n) =
y(s(n)) = m, wherea andb are two constant parameters to be determined. In other
words, we have derived a simple linear control rule to deeerthe next frame decoding

speed as

and (5.9
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Essentially, this is a P (proportional) controller.

The parametera andb can be determined according to practical constraints ssch a
available buffer size and decoding speed (clock frequeranyye. For example, we can
conservatively set the full speed when the frame slack tgrless than the display period
and set the minimum speed when the display buffer is full. B.elenote the number of
available display buffer sizes, we haMax(s'(n)) = (B+ 1)« T. These settings require

that:

axT + b= Umax (5.10)

ax[(B+1)T]+ b= Unin.

where Unax and Umin are the maximum and minimum decoding speeds provided by the

system. The values afandb can be determined accordingly and obviouslky O.

5.5.3 Stability analysis of the proposed feedback control system

In the above analysis, we assume the input sequefigas, m(n)} are stationary (i.eK
andM are independent of time). During movie playback, we find 8ahe clips show
strong phased behaviors. In order to provide both good playlguality and low energy
consumption, the feedback system should be able to adapp#esl decision to the new

set ofK andM. This requires the system to have a fast response time arteliie.s

D(n)
+l E[as(n+D)]= §a¢ o]~ K §A ¢)]

L»g—>‘ S(z)

E[ac(n)] = 1-E[as(1]

E[As(n]
E[as(n]+ Eag D]+ €86 n +1)]

E[Ac(n)]
E[as(n] =

Figure 5.5: Modeling the transient behaviors of the prodatesed loop feedback system.
A pulse inputD(n) models the disturbance caused by the change in the requecatie
computation power. [65]
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The proposed feedback control system can be analyzed ushgstablished linear
system analysis techniques (e.g., transfer functionsprder to do so, we first linearize

the proposed control function (Equation (5.9)) using th& firder Taylor expansion:

c(n)~c(n—1)+Ic[s(n)—s(n—1)]
and (5.11)
le=Y(E[S(n-1)]) = Wr?—l)]

Second, instead of directly analyzing the signals showniguré 5.4, we focus on the
signal difference at consecutive time steps, égin) = s(n) —s(n— 1), Ac(n) = c¢(n) —
c(n—1), etc. In the steady state, the decoding rate matches tHaylispe, ande[As(n)] =

0. When the required computation power is changed during lthéack (i.e., the values
of K (E[k(n)]) andM (E[m(n)]) change),E[As(n)] will become non-zero and break the
steady state. If the system is stal#&As(n)] will converge to zero again and the system
reaches a new steady state. The block diagram in Figure 5d&lsthis dynamic process.
The changes ik andM are modeled by injecting a disturbance sigbgh) (usually a
pulse signal) into the system, as shown in Figure 5.5.

One important difference between Figure 5.4 and Figure $that the sequences in
Figure 5.5 are formed by applying the expected value functithose stochastic se-
quences in Figure 5.4, because only expected values of thndem variables are amiable
for analysis using transfer functions. Other differencetsveen these two figures include:
1. the blocks “Frame decoder” and “speed decision” in Figudeare combined into one
block denoted by§(z), and 2. one more block is added to model the moving average
function introduced in the proposed feedback system.

It can be verified that the transfer functions in Figure 5& &2z) = X, C(2) =,

- 1-z

andF(z) = I—liﬁ#ﬂ Consequently, the relation betwe(n) andE[As(n)] can be
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created using their transforms.

z{E[As(n)]} _ S(2)
z{D(n)} 1-S(7)C(9)F(2)
—KZ1

2 (1-Neyzd-11Ke7-217-3,..11)
Therefore the characteristic equation for the closed lgsgesn in Figure 5.5 is

i Kle

boa ey K

i (Z724+23%+.--4+1) =0 (5.12)

The system is stable if and only if the roots of Equation (bdr2 within the unit circle.
The magnitude of the roots determines the converging spezdrésponse time) of the
system.

Figure 5.6 shows the root with the maximal magnitude of Equas.12) at different
values ofKl; andi. As indicated by the figure, as the moving averaging windae $)
increases, the system tends to be unstable and reacts mahg SThis is expected as the

new feedback signals are weighted less with larger windaessi

— —al max—Ymin — max— Ymin
From (5.11), we hav&l, < Kﬁ < Uﬁin = ﬁ, because ofi = —“maxmin from
(5.10) and assumink < T. Thus, the stability condition for the system under study ca
be written as:

Umax— Umin <P (5.13)

Butznin
where there are roots on the unit circle whi€g = P, in Equation (5.12).

Strictly speaking, condition (5.13) only guarantees thdiity of the linearized closed
loop system shown in Figure 5.5 and, consequently, thelsyabi the original system
when the system is operating near the steady state. Howawaljtion (5.13) does not
necessitate the global stability of the original systemtduée non-linear control function

(Equation (5.9)). The study of the global stability of thes®#d loop non-linear system is
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Figure 5.6: Roots with the maximal magnitude as functionslgf (a)i = 1. (b)i = 3. (c¢)
i =5. The plots on the left show the locations of the roots in thi¢ circle and those on

the right show the magnitude of the roots. [65]

outside the scope of this chapter. In practice, we foundabiadlition (5.13) is sufficient to

ensure stability in our experimental system.

5.5.4 Real-time guarantee

High video playback quality is accomplished by ensuring theemes are decoded before
their deadlines. In a feedback based DVS decoding systagm (e system shown in
Figure 5.4), real-time guarantees are achieved by thealdninction c(n). Specifically,

for the proposed control function in Equation (5.9), we fihdttwhen = 1, no frames will
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miss their deadlines if the worst-case decoding time atsfpdled is less than the display

interval T and:

B> Umax— Umin (5.14)

o Umin
in which B is the display buffer size.
Wheni > 1, condition (5.14) no longer provides hard real-time gotga. But it still

provides helpful reference for choosing the correct depayameter.

5.5.5 Trade-off analysis on design parameters

For a practical DVS system providing variable speed betwgggRandunin and a target
display rate (or display interval), there are two design parameters for the proposed feed-
back based decoding system: display buffer 8zend moving average window size
According to Equations (5.8) and (5.9), the decoding speg@dtion can be re-written as

o (Au(n)) ~ ac (As'(n)) wherea is the control function parameter in Equation (5.9) and
o (AS(n)) is defined in Equation (5.7). Equations (5.10) and (5.7)dat# that largeB

andi result in smallea andc (AS'(n)), respectively, and therefore smaller speed variation,
which is preferable for energy savings. In addition, lardjgplay buffer sizes help satisfy
the stability condition (5.13) and reduce frame deadlineses as implied by Inequality
(5.14).

On the other hand, there are disadvantages for larger vafugandi. Larger display
buffer sizes not only increase hardware costs, but theyiatsease the playback latency
becaus®+ 1 frames are decoded ahead of displaying in the worst-cdsg isTespecially
undesirable in some real-time multimedia applicationse disadvantages of larger values
of i can be seen from Figure 5.6. A largeends to increase the magnitude of the roots of
the characteristic equation of the feedback system, tgenebeasing the system response

time. It also reduces the stability rangekdf, causing the system to be unstable.
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5.6 Implementation on a hardware platform

Our prototype platform is a Compaq notebook computer eqdippéh a mobile AMD

Athlon XP DVS enabled processor. The CPU clock frequency eattyimamically scaled
to 14 discrete speeds between 665MHz and 1530MHz by writiegvbltage/frequency
setting to a model specific register (MSR). The available CRi¢dfvoltage pairs provided
by our testbed computer are listed in Table 5.2. During theegrents, we pull out the
notebook battery and put a small sense resistanaa@)@n series with the laptop. The
voltage drop on the sense resistance is amplified and sarapledK sample rate by a
desktop computer equipped with a data acquisition card aiVIEW software. The

overall hardware set-up is shown in Figure 5.7.

Speed| 1.000| 0.957| 0.913| 0.87 | 0.826| 0.783| 0.739

V‘()\'g"ge 1.500| 1.400 | 1.350| 1.300 | 1.275| 1.225| 1.150

Speed| 0.696 | 0.652| 0.609 | 0.565| 0.522| 0.478| 0.435

V‘(’\'}‘;"ge 1.125| 1.075 | 1.050| 1.024 | 1.000| 0.950 | 0.925

Table 5.2: Available CPU clock speed/voltage pairs in theqgiype platform computer
(Clock speed is normalized to the maximum frequency 1530MHz)

Figure 5.7: The prototype platform (the notebook computethe left side) and the host
running the data sampling software (the desktop comput#nenght side).
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The video playback software is implemented using two preegsind runs on Linux
operating system. One process of the software is respernfgibfetching coded frames
from the hard disk, decoding the frame and putting the det&rdene in the display buffer.
The other process is responsible for displaying frames erstineen by fetching a frame
picture from the buffer and sending it to the X Window servEne display process is in
sleep mode most of time and is periodically woken up by a tithat repeatedly times
out at the display interval (i.e., the inverse of the playbeate). Frame deadline misses
occur when the display process tries to fetch a frame pidtare an empty buffer. When
the display process is woken up, the decode process is siespand resumed after the
display process is finished. At the beginning of decodingva fneme, the decode process
determines the decoding speed according to the specific DS and changes the CPU
frequency/voltage using a system call modified from the qgmanmceCPUfreqdriver [2].
The measured latency to change frequency/voltage on thelégs than 106 The buffer
management routines in the software created by Cen [20] arevibed to manage the dis-
play buffer of our software. The display process is simikttat used impegplay [68].
The open source codec libraffynpeg[1] is used in the decode process. Thus, video clips

with a wide range of different formats can be showed in outvearie.

5.7 Experimental results

We implemented various DVS MPEG decoding schemes in ouneasd platform and
tested them on a set of eight video clips with different coespion formats as listed in
Table 5.1. The various DVS schemes implemented are singildrase examined in [62]
plus the new feedback scheme introduced in this chapter:

¢ Full speedThe CPU always decodes frames at full speed just as in thesysteh-
out DVS capabilities. The CPU becomes idle until the decodmaé is displayed. There-
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fore the display buffer size in the scheme is 1.

e |deal periodUsing profiling information for the video streams, the presx@ calcu-
lates the correct decoding speed such that the decodingdimaach frame is exactly equal
to the display period and rounds up this calculated speédtbtavailable discrete speed pro-
vided by the hardware. This scheme represents the bestbt#ise scheme proposed in
[24] where predictions about frame decode timing are alve@ysirate.

e OptimumAs presented in Section 5.3, if n continuous frames can beddetus-
ing one speed without missing deadlines, the uniform speetbiermined by Equation
(5.3). When the decoding process is pure CPU-bounded (i.eaddertime is inversely
proportional to CPU clock frequency), decoding frames usimg uniform speed results
in minimal energy consumption. Given that, in reality, sopoetion of the decoding time
is spent on memory stalls, decoding using uniform speedtisheotrue optimal solution.
However, as analyzed in Appendix A, given the timing charastics shown in Table 5.1,
decoding multiple frames using uniform speed still achsawear-to-optimal energy saving.
However, Equation (5.3) needs to be adjusted to accountéonony stall times:

Zijzl Ki

Uuniform =

) (5.15)

Therefore, using Equation (5.15) and the profiled timinginfation for all frames (i.ek;
andm;), one can still find a speed schedule in which multiple fraaresdecoded using a
uniform speed without missing deadlines. We use this sctierapproximate the optimal
schedule and call ®ptimum

e PanicThis scheme is similar to that proposed byéiral. [47], which tries to spend
the available slack time in decoding the next frame and assuhe decoding time of the
next frame is equal t&WCET. However, the accurate worst-case decode time is usually

unknown in practice. Therefore, in our implementation, \8e the longest decode time
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seen so far during movie playback as the predictioM/@E T in future frames. Again the
calculated speed is rounded up to the next available desspeted. The display buffer size
for this scheme is 5.

e Dead-zone based feedback PI controlldris scheme specifies a region (dead-zone)
for the number of decoded frames in the buffer. A Pl contrafiaised to pull the system
back to this region if the current number of frames in the éwi$ out of the dead-zone.
Following the design in [62], in our implementation, the demne is between 3 and 8
frames. When the system is within the dead-zone, the CPU isitgakat a speed calculated
using the decode timing information from the previous savBfames [62]. The display
buffer size for this scheme is 10.

e Linear slack speed contrdihis is the enhanced feedback DVS control scheme pro-
posed in this chapter in which the decoding speed for thefreaxte is a linear function of
the averaged available slack time as indicated by Equattof)( In our implementation,
the averaging window sizeis fixed to be 3, as it is a good trade-off between speed vari-
ation and system response time as discussed in Section &.alsé&/tested this technique
with different display buffer sizes and found that a fivenfi@buffer would be a good de-
sign trade-off. Using = 3, B=5 andumax= 1.0, umin = 0.435 (the frequency range of our
hardware platform), one can verify that both the stabiliydition (5.13) and real-time
condition (5.14) are satisfied.

As revealed in Section 5.4, the time needed to display a framihe screen is insen-
sitive to the CPU speed. Therefore, for the sake of fair eneogygumption comparisons,
in all of the above schemes, we scale the CPU speed to a fixeddogwency when the
display process tries to send the decoded frame to the screen

Figure 5.8 plots the measured total system energy consoimgbiiring video playback.
As one might expect, all DVS schemes can save significanggmensumption compared

to the case without DVS, and tleptimumscheme achieves minimum energy consumption.
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Figure 5.8: Total system energy consumption for video paybwith different DVS
schemes. The energy consumptions are normalized to thoge&dull speedsched-
ule. [65]

The proposedinear slackscheme with buffer size 5 performs roughly equal to or better

than the rest DVS schemes in terms of energy saving.

video | panic linear Pl
clips (bufb) slack controller
(buf5) (buf10)
mission| 94 69 38
game | 53 34 19
skeleton 29 0 0
exorcism10 0 0
fantastic 95 37 0
kingdom 77 4 0
fs2003 | 30 3 0
fs2004 | 172 | 6 0

Table 5.3: Number of frames missing deadline with diffel@%S schemes. [65]

In the theoretical analysis carried out in Section 5.5, waua® that the worst-case
full speed frame decoding time is less than the displaywateHowever, during practical
video play back, there are some frames exhibiting extrerfwely decoding times. In
addition, in thepanicscheme, accurate worst-case decode time is unavailabtagtiqe.
Therefore, a significant number of frames might miss theadtiees. Table 5.3 lists the
number of frames missing their deadline in each video clipdifferent runtime DVS

schemes. Though both schemes have the same display baffethainear slackscheme



Chapter 5. Power-aware Runtime Management for a Video Play®zstem

83

does a much better job than thanicscheme to hide those extreme large frames. Hlhe

controller scheme can further reduce the number of deadline misseg ab#t of twice

buffer size. Given that the total number of frames in eagh isli3000, the deadline miss

rate of thelinear slackscheme is around or less than 1% for most clips.
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Figure 5.9: Segments of the recorded power trace durindoplayof video clipfantastic
(H.264) by various DVS schemes.

Figure 5.9 shows the power trace of a 15-frame segment bgrdiff DVS schemes

during the video playback. The valleys in the power tracesdare to the low CPU op-
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erating frequency for the frame display task. Tileal periodandpanic schemes create
large inter-frame decode power variations which is enenggficient. On the other hand,
optimumandPI controller schemes produce rather flat decode power curves which are de-
sirable for energy saving. The decode power consumed Hingwr slack controlscheme
is gradually increased in the second half of the clip segrbenauseE[K| in the second
half of the clip segment becomes larger as indicated by theptrace of thedeal period
scheme. This figure seems to suggest thaPtheontroller scheme might be superior to
thelinear slack control scheme, which might be true only when the number of frames in
the display buffer is within the “dead-zone”. The disadeayet of theP| controller scheme
could be found in the speed schedule of a much longer framgeseg such as those in
Figure 5.10.

Figure 5.10 plots the speed schedule by different DVS schdanevideo clipmission
(SVQ3). By knowing all frame decode timing information in atee, theoptimumsched-
ule can decode a large number of frames at constant speeslivihusing frame deadline
missing, thereby achieving minimum energy consumptiore idibal periodschedule de-
codes framen at speedi(n) such that% +m(n) = T. Given that the variation af(n) is
much smaller thak(n), we haveu(n) O k(n). Thus, the large variations in the speed sched-
ule of ideal periodscheme reflects directly the rapid change(im) (CPU computation
time) of the frames due to strong phased behavior in the redjuiecoding effort during
movie playback. Theanic scheme slightly reduces the variations in its speed schedul
therefore consuming less energy thdeal periodscheme. The proposdidear slack con-
trol scheme does a better job to reduce the high frequency ndise speed schedule. The
speed variations in this schedule are largely due to the @p@nges itk [k(n)] at different
clip segments as illustrated by tigeal periodspeed schedule in the corresponding clip
segments. Indeed, ttieear slack controlspeed schedule shows that the feedback system

designed in this chapter can effectively keep track of thenges of frame timing statis-
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Figure 5.10: Decode speed schedule for video nfiigsion(SVQ3) by various DVS
schemes.

tics in different phases during the movie playback. Hiecontroller scheme generates
flat speed schedule for small segments of frames when thensystwithin the specified
“dead-zone”. However, when the system is outside the “deaat”, the PI controller plays
its role and try to pull the system back into the “dead-zonghwver-compensatespeed
decisions. As a result, too aggressive/conservative speestiules might be formed as ex-

emplified by the schedule for the frames before 1500, wheegpsthange in frame timing
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statistics happens.

Normalized speed

fs2004: ideal period

500

1000

1500
Frame No.

2000

fs2004: PI controller

2500

3000

0.9r

Normalized speed
o o
S ©

o
o

o
@

o

500

1000

1500
Frame No.

2000

Normalized speed
o ° o o
> 3 % © -

o
@

0

2500

3000

fs2004: optimum

Normalized speed

0.9

Normalized speed
° o
iy o

o
Y

O
@

fs2004: panic schedule

0 500 1000 1500 2000 2500 3000
Frame No.

fs2004: linear slack control

mmmmwwmmmmmmmﬂwmmmwmmmmmmw

500 1000 1500 2000 2500 3000

500

Frame No.

1000 1500 2000

0
Frame No.
2500 3000

86

Figure 5.11: Decode speed schedule for video 88004(MPEG2) by various DVS

schemes.

The decoding process of movis2004(MPEG?2) illustrates other situations in which

there are no significant phase variations during the pldgbas shown in Figure 5.11.

It can be directly interpreted from the speed schedule ofideal periodscheme that

the average value d{(n) (i.e. the required decoding effort) is rather consistenhisT

observation can be further confirmed from the small vansitidk(n) for this movie clip as
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indicated in Table 5.1. As expected, tireear slack controlscheme finds a fairly uniform
speed schedule (the actual speed jumps between 0.83 ansific8/only discrete speeds
are available) indicating that the feedback system is wgria the steady state throughout
the movie playback. On the other hand, the speed schedube Bl tontroller scheme is

less stable, again due to the over-compensation problem.

5.7.1 Goodness of the proposed scheme

Results from Figure 5.8 show that our new feedback based D¥8di®y scheme con-
sumes less energy than tideal periodscheme which is assumed to know the full timing
information (i.e. k andm) about the current frame. In other words, even perfect predi
tions on single frame don’t help. In some cases, one mighbbeta predict the timing
information for the future several frames [102]. It would in&eresting to see how well
the proposed feedback scheme performs compared to thémigiavhen several future
frames can be looked ahead. As one extremepgitenumscheme gives the best speed
schedule when all frames in the movie clip are known in adeario general, when the
timing information ofn future frames is available, the best energy-efficient diegpspeed
can be found by using Equation (5.15). Figure 5.12 compaeresstimated decode energy
by our proposed feedback scheme and those using differemtenof look-ahead frames.
The data shown in Figure 5.12 are obtained in the following.Wae use our testbed
system to measure the averaging decoding power at each CRUd. spjée find that the
measured power consumption is fairly consistent, indepehdf the video format being
decoded. For each different look-ahead number, the degapi@ed for each frame can be
derived using Equation (5.15). Given a speed schedule éomibvie, we can estimate the
decoding time for each frame using the profiled timing infation, and further estimate

the total decode energy using the pre-measured decode ptwatifferent speeds. Fig-
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Figure 5.12: Estimated decode energy consumption by theopeal feedback scheme and
the schemes with looking-ahead different number of frames.

ure 5.12 reveals that, for most movie clips, the energy iffee between our scheme and
that knowing the next 5 future frames is less than 2%. This suggest that unless one
can accurately predict the timing information for more thafiuture frames at a time, it is
unlikely that one can do a much better job than our schemehndoesn’t need predictions

at all!

5.8 Conclusion

Although many low-power multimedia playback techniquegehaeen proposed, many of
them suffer from idealized assumptions or practical camnsts. The work described in this
chapter seeks a balanced design by first creating a moddidaavailable design space,
then identifying a preferable architecture based on dalgirsystem behaviors, and finally
analyzing the design trade-offs using formal methods. Thmglementation overhead of
this new DVS technique is ultra-low and can be easily impletee in both software and
hardware based decoding systems.
We implemented the proposed architecture on a prototymknaae platform and com-

pared it with existing techniques. Experimental resultswsithat the proposed new de-

sign achieves equal or better energy efficiency than théiegitechniques, brings close to
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ideal playback quality (about a 1% deadline miss rate), aylrequires a moderate buffer
size (5-frame buffer). Furthermore, our results from tlsted real-world video clips sug-
gest that unless one can predict a significant number ofddtames at a time, there are
unlikely other schemes which can outperform our schemeifgigntly. Therefore, the

proposed new DVS multimedia decoding architecture is iddegood trade-off among

energy, playback quality, hardware cost and playback ¢tgten



Chapter 6

Temperature-aware Dynamic Electromigration

Reliability Model *

6.1 Introduction

Due to increasing complexity and clock frequency, tempeeahas become a major con-
cern in integrated circuit design. Higher temperaturesamy degrade system perfor-
mance, raise packaging costs, and increase leakage pawehely also reduce system
reliability via temperature enhanced failure mechanismeh @s gate oxide breakdown, in-
terconnect fast thermal cycling, stress-migration andtedenigration (EM). The introduc-
tion of low-k dielectrics in the future technology nodeshuirther exacerbate the thermal
threats [10]. In this chapter, we focus on temperatureed|&M failure on interconnects.
Other failure mechanisms will be investigated in the future

The field of temperature-aware design has recently emeayethkimize system per-
formance under lifetime constraints. Considering systdatirine as a resource that is

consumed over time as a function of temperature, dynamrentlemanagement (DTM)

1This chapter is based on the published paper titled “Intereot Lifetime Prediction under Dynamic
Stress for Reliability-Aware Design” [61].

90
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techniques [95, 97] are being developed to best managedhsimption. While the dy-
namic temperature profile of a system is workload-depen@dn®7], several efficient and
accurate technigues have been proposed to simulate tnaoBip-wide temperature distri-
bution [21,94,107], providing design-time knowledge af thermal behavior of different
design alternatives. Currently, DTM studies assume a fixedrmam temperature, which
IS unnecessarily conservative. To better evaluate thebmitpues and explore the design
space, designers need better information about the liéetinpact of temperature.

Failure probability in VLSI interconnects due to electrgnation is commonly mod-
eled with lognormal reliability functions. The variabyliof lifetime is strongly dependent
on the interconnect structure geometries and weakly degperh environmental stresses
such as current and temperature [37], while median timeliocéa(MTF) is determined by
current and temperature in the interconnect. In this chhapuse MTF as the reliability
metric and investigate how it is affected by temporal andiapthermal gradients.

Traditionally, Black’s equation 2.3 is widely used in thetmaiability analysis and
design. However, Black’s equation assumes a constant tatoper For interconnects
subject to temporal and/or spatial thermal gradients, tuestjons need to be answered:
1. Is Black’s equation still valid for reliability analysia these cases? 2. If Black’s equa-
tion is valid, what temperature should be used? Though ieraiesof clear answers in the
literature, in practice, Black’s equation is still widelysasned, and the worst-case temper-
ature profile is usually used to provide safeguard, regultiqpessimistic estimations and
unnecessarily restricted design spaces.

In this chapter, we answer the above two questions. We firtg filmsEM subject to
time-varying stresses, Black’s equation is still valid, baly with the reliability equivalent
temperature/current density that returns from a dynaniahiéty model [61]. For EM
subject to spatial thermal distribution, Black’s equatianmot be applied directly. Instead,

we give the bounding temperatures which can be used in Blagkiation to bound the ac-
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tual lifetime subject to non-uniform temperature disttibn. Therefore, our results can be
seamlessly integrated into current reliability analyssld based on Black’s equation [8].
In addition, while designers are currently constrained daystant, worst-case temperature
assumptions, the analysis presented in this chapter mewmbre accurate, less pessimistic
interconnect lifetime predictions. This results in fewenacessary reliability design rule
violations, enabling designers to more aggressively eg@darger design space.

The rest of the chapter is organized as follows. Sectionr@rdduces a stress-based
analytic model for EM, which serves as the base model in thépter. In Section 6.3, we
extend this model to cope with time-varying stresses (iemperature and current) and
derive a formula to estimate interconnect lifetime, whicé analyze in Section 6.4. In
Section 6.5, we analyze the impact of non-uniform tempeeatiistribution on lifetime
prediction due to EM. We illustrate how designers can useaoatysis to reclaim some
design margin by considering runtime variations in Sec@idgh Finally, we summarize the

chapter in Section 6.7.

6.2 An analytic model for EM

In this section, we describe the basic EM model used in thptehaln the following sec-
tions, we will extend this basic EM model to predict internent lifetime under dynamic
thermal and current stresses.

Clement [28] provides a review of 1-D analytic EM models. Salmore sophisticated
EM models are also available [76, 88]. In this chapter, wey @iidcuss the EM-induced
stress build-up model of Clement and Korhonen [27,51], whiak been widely used in
EM analysis and agrees well with simulation results usingoaenadvanced model by Ye
et al.[114].

EM is the process of self-diffusion due to the momentum emgkebetween electrons
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and atoms. The dislocation of atoms causes stress buildegrding to the following

equation [27,51]:

o 0 ([, (8O
ot 0x KT I2¢

wherea(x,t) is the stress function, and an interconnect failure is cmrsd to happen

Jdo (qlE
e ) =0 (6.1)

when o(x,t) reaches a threshold (critical) valag,. Dj is the diffusivity of atoms, a
function of temperatureB is the appropriate elastic modulus, depending on the ptieper

of the metal and the surrounding material and the line aspéot Q is the atom volume.

€ is the ratio of the line cross-sectional area to the area efdiffusion path. | is the
characteristic length of the metal line (i.e., the lengthttad effective diffusion path of
atoms).q is the effective chargek is the applied electric field, which is equal pg, the
product of resistivity and current density. The te% corresponds to the atom flux due

to the electric field, WhiI% corresponds to a back-flow flux created by the stress gradient
to counter-balance the EM flux. And the total atomic flux at ec#jic location in the

interconnect is proportional to the sum of these two comptme

B BQ oc (glE
o [on(25)] - 95

Equation (6.1) states that the mechanical stress build-apyalocation is caused by the

divergence of atomic flux at that point, %? = [J. If we assume a uniform temperature
across the interconnect characteristic length anfl(le§ = Dy (%) (which we refer to
as the temperature factor throughout the chapterdni= %E we obtain the following

simplified version, the solution of which depends on bothgerature and current density:

B (G —al) =0 (6.3)
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Figure 6.1: EM stress build-up for different boundary cadiotis anda values. All pro-
cesses hav@ = 1 (o andf3 are defined in Equation (6.3)). [61]

Clement [27] investigated the effect of current density oasst build-up using Equation
(6.3), assuming that temperature is unchanged fi(&.) = constan}, for several different
boundary conditions. He found that the time to failure dedifrom this analytic model had
exactly the same form as Black’s equation (2.3). The expaaesamponent in Black's
equation is due to the atom diffusivity’®§’s) dependency on temperature by the well-
known Arrhenius equatiorDg = Dagex p(%?)

Applying the parabolic maximum principles [70] to Equati(@3), we know that at
any timet, the maximum stress along a metal line can be found at thedaoi@s of the
interconnect line. Figure 6.1 shows the numerical soltiimn Equation (6.3) at one end
of the line (i.e.,x = 0) for different boundary conditions ara values, all withf = 1.
The three boundary conditions shown here are similar tcetbascussed in [27] for finite
length interconnect lines. It indicates that both boundamditions and current density
(a) affect the stress build-up rate (i.e., the larger the cuyrihe faster the stress builds
up.). Also seen from the figure is that the stress build-upraggs at a certain point. This is
because, in saturation, the atom flux caused by EM is contpledenterbalanced by the
stress gradient along the metal line. It is believed thainttexconnect EM failure occurs

whenever the stress build-up reaches a critical vaiyg(as shown in Figure 6.1). If the
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saturating stress is below the critical stress, no failagglens. In the following discussion,

we assume that the saturating stress in an EM process issablaye the critical stress.

6.3 EM under dynamic stress

In this section, we first show that the “average current” nhgde be used to estimate EM
lifetime under dynamic current stress while the tempeeaisiconstant. Then we derive a
formula to reveal the effect of time-dependent temperatarEM. Finally, based on these
two results, we generalize an EM lifetime prediction mod=launting for the combined

dynamic interplay of temperature and current stresses.

6.3.1 Time-dependent current stress

Clement [27] used a concentration build-up model similarht® one discussed here to
verify that in the case in which temperature is kept constiduet average current density
can be used in Black’s equation for pulsed DC current. As forc&€ent, an EM effective
current is used by the Average Current Recovery (ACR) model B8], 1n this study, we
do not distinguish between these two cases. We only congidethange of EM effective
current due to various causes (e.g., phased behaviors mwakloads). This is because
the time scale of the current variation studied here is igualich longer than that of the
actual DC/AC current changes in the interconnects.

We numerically solve Equation (6.3) with different timepg@denta functions, and
the results are plotted in Figure 6.2. The stress build-opsall EM processes in Fig-
ure 6.2 overlap before saturations (or before reachingtitieat stress), since they have

the same average current. Thus, the EM process under tinggxyaurrent stress can be

3For example, the numbers after the circle represent theicaghkich a is a square-wave function and
varies between 3 and 0 with a duty cycle 050 This representation of the time-dependent square-wave
function is used in other figures throughout the chapter.
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Figure 6.2: EM stress build-up under time-dependent cusiess. In each EM process,
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well approximated by average current. Note that the curv&€sgure 6.2 diverge after they
reach their maximum stress. This is because the time-v@guinrent could not create a
stable counterbalancing stress gradient for EM. Howevemmg only interested in the EM

process before reaching the critical stress when EM fadooairs.

6.3.2 Time-dependent thermal stress

If the temperatureff) of the interconnect is time-dependent, we can derive thesEbks

build-up expression indirectly based on the following ttezo.

Theorem 6.1. Consider stress build-up Equation (6.3) with constant valoe$ anda.

Let o1(x,t) be the solution for the equation wifh= [3; under certain initial and bound-
ary conditions andbz(x,t) be the solution witly = (3, for the same initial and boundary
conditions. If the solutions for Equation (6.3) are unigoe those initial and boundary

conditions, we have

O2(X,t) = 01(X, (%) t)

Proof. Since o;(x,t) is the solution for the equation, we hav%l(x,(%)t)—

B (%(x, (%)t)—a(j)) = 0. On the other hand, leby(x,t) = Gl(x’<_i>t)’ we
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have %% (x,t) = (%) 99 (x, (%)t) and %%z (x t) = 99 (x, (%)t). This leads t0%%2(x,t) =
Bzaix (%(x,t) —a(j)), which demonstrates that (x, (%)t) is the solution for the stress

build-up equation witlg = 3,, under the same initial and boundary conditions. |

Theorem 6.1 tells us that the stress build-up processeg imttrconnect are indepen-
dent of the value of in Equation (6.3). The value @ only determines the build-up speed
of the process. For example, at tirﬁ%)t, the stress build-up of an EM process with
B = 1 seeghe stress build-up of an EM process wWtk- 3, at timet. In other wordsit is
possible to use the expressions for stress build-up undestaot temperature to describe
the EM process under time-varying thermal conditions

Consider that temperature varies over time, and EM effectiveent doesn’t change.
We can divide time into segments, such that temperaturenistant within each time seg-

ment. In other wordg3 in Equation (6.3) is a segment-wise function, described as:

(

B1, te [O,At]_]
B2, te (Atl,Atl—f—Atz]

B te (Shcibto Shg Ak

\

We denoteMO as the metal line of interest. Imagine that there is anatiegal line,
denoted byM1, having the same geometry and EM effective current@s M1 has a
constant value op equal tof31, while MO will experience a time-dependent function of
B(t). Letop(t) andoi(t) be the stress evolution on metal liM0D andM1 respectively.
During the first time segment, the stress build-ups on bottalniees are the same. Thus,
at the end of this time segment, we haugAt;) = o1(At;). MO will continue to build

up stress with3; during the second time segment. According to Theorem 6elstitess
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evolution ofMO duringAt, will be the same as that &1, except that it will takeM1 a
time period of%Atz to achieve the same stress. Similar analysis can be appliethér
time segments. As a result, at the end ofithégime segment, the stress build-upMi® will

be equal to that iM1 after a total time ofzik:l(%)mk. In other words, we can convert the

stress evolution under time-varying thermal stress into $fidss evolution with constant

temperature.
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o
o

o
~
o

Critical stress

Scaled stress
o o
S N 92 w 9
N al [ gl

o
o
13

o
o

o

o

3
+0 |
QQ Q
1m0 I

Ll
2O®
m}l#
RN

o

0 . T
10° 10” 10" 10°
Scaled time

Figure 6.3: EM stress build-up at one end of the intercornéhtdifferent time-dependent
[ functions (square waveform). The solid line is the case witlonstant value g3 equal
to the average value @in other curve. [61]

It follows that at the end of thé&h time segment, the stress MO is specified as:
Oo( k-1 M) = 01 (ZL:I(%)Atk)'
As Atj—dt, B — B(T(t)), we obtain the integral version for the stress build-up func

tion:

a0t) =01 () [ BT@)eH) 6.4

If we assume that the stress build-up reaches a certairhtiice;,) at which an EM

failure occurs, we have:

tfailure
/0 B(T (t))dt = dup (6.5)

where ¢, is a constant determined by the critical stress (pg, = ofl(oth) B1). If an
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average value db(t) exists, we obtain a closed form for the time to failure:

dth

ttailure = ER(T ) (6.6)

whereE([(t)) is the expected value f@(t), andp(t) is the temperature factor, as defined

in Equation (6.3), having the forfy(T(t)) = A’ W whereA' is a constant. In
comparison with Black’s equation, Equation ( 6.6) indicaled the average of temperature
factor3 should be used.

One way to interpret Equation (6.5) is to consider interemnime to failure (i.e.,
interconnect lifetime) as an available resource, whichossamed by the system over
time. Then the3(t) function can be regarded as the consumption rate.

Let MTF(T) be the time to failure with a constant temperatlireWe have(T) =
#hﬁ) by Equation (6.6). Substitute this relation in Equatiorbj@&gain and consider the

time-varying temperature, and we obtain an alternativenffur Equation (6.6):

1
tailure = E(L/MTE(T))

(6.7)

Equation (6.7) can be used to derive the absolute time taréagrovided that we know the
time to failure for different constant temperatures (edgta from experiments).

By calculating the second derivative BfT) as a function of temperature, it can be
verified thatB(T) is a convex function within the operational temperatures.aBglying
Jensen’s inequality, we have(3(T)) > B(E(T)), which, according to Equation (6.6),
leads to an interesting observation: constant temper&avays better in terms of EM
reliability than oscillating around that temperature fwihe average temperature the same
as the constant temperature).

Similar to the methods for verifying the “average current®ld, we obtain numerical
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solutions for the stress build-up equation using differemiare waveforms fo. Fig-
ure 6.3 compares these results and shows that the time toefaiill be the same as long

as the EM processes exhibit the saaweragevalue off3.

6.3.3 Combined dynamic stress

In reality, both temperature and current change simultasigoln most cases, the variation
of temperature on the chip reflects changes in power consomphius directly relating to
current flow in the interconnects. In order to describe thegdtess in this general case,
we can, again, divide time into multiple small segments,iarghch time segment, assume
that both current and temperature are constant. The tempernd current stresses on
the interconnect within time segmei is denoted by a pair of valugs;, 3j). Following
the same technique as for the time-varying thermal stresg;ompare the EM processes
in two metal lines 0 andM1), and one MO0) of which is under time-varying thermal
and current stresses. We construct an EM process in thedeoetal line 1) such that
M1 is subject to a constant thermal stref$g1(= 1). Applying Theorem 6.1 reveals that
the stress evolution &0 within At;, under(aj, 3i), is the same as that 81 under stress
(aij,B1) for a time period of%Ati. Thus, at the end of theh time segment, the stress
build-up of MO is equal to the stress evolutiondfl at the timeszl(%)Atk. Notice that
the current stress o1 is time-dependent (i.e\1 = a; for a time period of%Ati). In
order to find the stress d&fl1 atzik:l(%)Atk, the current profile (i.e.qt as a function of

time) for M1 should be considered:

.

P1
ai, te [0, Eﬂtl]

op, te (&Atl, &Atl + &Atz]
am1(t) = B1 B1 By

4 .
\ aj, te <ZL:1 %A’[k,ZLzl %A’[k}
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Since the stress evolution M1 is under constant thermal stress, we may apply the “aver-
age current model”. AAt—dt, B; — B(T(t)) anda; — a(t), we derive the EM reliability

equivalent current foMO (or the average current fiM1l) as:

Jo I®B®)At _ E[j(t)B(t)] (6.8)

Jo B(t)dt EB)]

Jequivalent=

whereT is a relatively large time window, andt) is the corresponding current density for
a(t). Thus, the EM process W0 can be approximated by an EM process with constant
stresses (i.e), = jequivalentand = B1). Using a similar derivation as for Equations ( 6.4),

(6.5), and ( 6.6), combined with Black’s equation, we obtamtime to failure foMO:

C

trailure = quuivalenE<B(T<t))) (6-9)

where jequivalentiS defined by Equation (6.8), aii@lis a constant.
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Figure 6.4: EM stress build-up at one end of the interconwéhbttime-varyinga (current)
andp (temperature) functions (i.e., square waveforms). Thaasmrepresent the numerical
solution for time-varyingn and. The solid line is with a constant value ofcalculated
according to Equation (6.8) and a constant valu@ efjual to the average value of that
in the time-varying case. As a comparison, the EM procestsgddine) simply using the
average current of the time-varying case is also shown. eltesults show that EM pro-
cess under dynamic stresses (circles) can be well apprtedgnby a process with constant
stresses (solid line). [61]
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Figure 6.4 compares the stress build-ups for different dyaaurrent and temperature
combinations. These results illustrate that the EM procesker dynamic stresses can
be well approximated by an EM process with a constant tenyrerdi.e.,E(f3)) and a
constant current (i.elequivalentas defined in Equation (6.8)). Therefore, for an intercohnec
with concurrent time-dependent temperature and curreessss, time to failure has the
same form as Black’s equation, except that the reliabilgfyrealent current (the actual
current modulated by the temperature fadtofi.e., weighted averaging bfy)) and the
mean value of the temperature factor are used.

In fact, if the current and the temperature are statisticaldependent, we have
ENOBUL] _ E[j(t)] in Equation (6.8). In this case, the reliability equivaleatrent will

E[B(t)]
be reduced to the average current and we get back to the tgverarent model”. On

the other hand, if the current is constant, Equations (68)(&.9) will lead us to Equa-
tion (6.6). Finally, if both temperature and current aredimvariant, Black’s equation

(Equation (2.3)) is obtained.

6.4 Analysis of the proposed model

Equations (6.8) and (6.9) form the basis of our proposed EMehander concurrent time-
varying temperature and current stress. In this sectioryseehese equations to evaluate
EM reliability. Specifically, we compare the reliability ebnstant temperature with that
of fluctuating temperature, and we show the difference efifiie projection between our
model and the traditional worst-case model.

For any two temporal temperature and current profiles we aaityecompare the EM

reliability, using our model, by:

MTH _ quuivalenEE(B<T2(t)))
MTF quuivalemLE(B(Tl(t)))
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Figure 6.5: Temperature and current waveforms analyzed) ifaphase cur-

rent/temperature, (b) out of phase current/temperatGig. |

whereMT F; is the time to failure under time-varying temperature pedfil(t) and electric

current profilejq(t).

As shown in Figure 1.2, in real workload execution, temperathanges along with
the changes in power consumption (i.e. current). It is @edeng to see how the interactions
between temperature and current profiles affect the intexect lifetime. The possible in-
teractions between temperature and current form a specandithe plots in Figure 6.5
show the two extremes of this spectrum. In this figure, a @nagkumption is made that
the current is proportional to the difference between thady substrate temperature and
the ambient temperature (i.e.,°@). The temperature difference between the substrate and
the interconnects is fixed to be%, which is a reasonable assumption for high-layer inter-
connects [22]. Using the data from Figure 1.2, the maximunperature of the substrate
is assumed to be 1%@ (i.e., 13%C at the interconnects), and we change the minimum
temperature to obtain different temperature/current l@mfiUusing these profiles, we can
compare the reliability equivalent current with the averagrrent, compare the tempera-
ture factor using our model with those of average and maxitamperatures, and finally

compare the MTFs in these cases (i.e., average currerdgg/eemperature, reliability
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Figure 6.6: Comparison of electric current, temperatureofa@) and MTF for different
peak to peak temperature cycles. All results are normatizede average current and/or
temperature case. (a) Ratio of reliability equivalent auir¢eur model) to average current.
Both cases of current variation (in and out of phase with teatpee) are included. (b) Ra-
tios of temperature factof] using average temperature, max temperature, and our model
(c) Comparison of MTF for four different calculations: avgeatemperature/average cur-
rent, maximum temperature/average current, our modelfigent in phase with tempera-
ture, and our model for current out of phase with temperature

equivalent current/average temperature fagdprgnd average current/maximum tempera-

ture).

Our results are reported in Figure 6.6, and we summarize lmagreations as follows:

e As the peak to peak temperature difference is small, bothetbility equivalent
current and the temperature factor predicted by our dynainéss model are very
close to those calculated from using average current and@g&eemperature. Thatis

because the temperature factor functipy although an exponential function of tem-
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perature, can be well approximated by a linear functionmiterature within a small
temperature range. Thus, the MTF predicted by using aveeagperature/current

provides a simple method for reliability evaluation witlyhiaccuracy.

e As the temperature difference increases, we can no longgiysuse average tem-
perature/current for MTF prediction. Both the reliabilityugvalent current and the
temperature factor increase (degrading reliability) glyi@s the temperature differ-

ence increases.

e On the other hand, using maximum temperature always urtideegss the lifetime,

resulting in excessive design margins.

e One interesting phenomenon arises in the case in which tientus out of phase
with temperature variation. Recall that the reliability eglent current is actually
a temperature factor weighted average current, and highesture increases the
weights for the accompanied current. Thus, the reliabddyivalent current is re-
duced compared to the case in which temperature/currergyaghronized. This
brings a non-intuitive effect on the reliability projeatis-MTF even slightly in-

creases as the temperature cycling magnitude increases.

In the above discussion, the duty cycle of the current wawefs fixed (i.e., 0.5).
We also investigated the effects of different duty cyclas, the data is not shown here
due to space limitations. In general, when the temperatuaage is small (e.g., within
10°C), using the average temperature to predict lifetime isatijood approximation (less
than 5% error) regardless of the duty cycle. While the tenmpegavariation increases, the
difference between our model and using average temperatlaggest at a duty cycle
of about 04. On the other hand, the smaller the duty cycle, the largerdifference

between our model and using maximum temperature. Thusy nsaximum temperature
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is reasonable only when the duty cycle is large (i.e., higdeperature dominates almost

the entire cycle).

6.5 Electromigration under spatial temperature gradi-
ents

In addition to temporal temperature variations, large terafure differences across the
chip are commonly seen in modern VLSI design. Aj&tl.[7] showed that non-uniform
temperature has great impacts on interconnect performamdleis section, we will illus-

trate the importance of considering spatial temperatuadignts for interconnect reliabil-

ity.

6.5.1 EM model with spatial thermal gradients

Due to the exponential dependence of diffusivity on temioeea EM in interconnects with
spatial temperature gradients has quite different chamatits than those with constant
temperature. Guet al.[36] reported that EM in aluminum interconnect is stronghgeted

by the relative direction of electron wind and thermal geads, while Nguyeret al. [74]
found that temperature gradients greatly enhance EM inialuminterconnect. Following
the stress build-up model introduced in Section 6.2, thenetdlux due to EM can be
modeled byl = B(T) (% — (j)), and the stress build-up at a specific location is caused
by the divergence of atomic flux at that location, |§ = [J. When the temperature

is uniform across the interconnect, i.8(T) is independent of location, Equation (6.3)

is obtained. When the temperature is not uniform, the folhgrequation is derived to
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describe the stress build-up under thermal gradients:

a—o—a(j)] =0 (6.10)

E_B(T(X»a_x ax ax

0o d (ao_a(j)) 0B(T(x)) %

whereg, 3 anda are defined in Section 6.2. When compared with Equation (E@)ation
(6.10) introduces a third terw [‘3—‘){ —O((j)], which captures the atomic flux diver-
gence induced by spatial thermal gradients along the iomexect. Though temperature
gradient itself will cause migrations of atoms from high parature to low temperature,
a phenomenon called thermomigration (TM), the atomic flug tuTM is generally be-
lieved to be much smaller than that due to EM [74]. TherefdvE§ not explicitly modeled
in Equation (6.10). Jonggoait al. [50] investigated EM in aluminum (Al) interconnects
subject to spatial thermal gradients. They modeled EM frodifferent approach but
yielded an equation with a form similar to ours. Since dumkdscene Cu interconnects
have become the mainstream technology in modern VLSI desighhave quite differ-
ent EM characteristics from Al [75], in the following, we fag on EM failure in copper
interconnects.

Various experiments [25,37] showed that, in copper inteneat, voids tend to nucleate
at the cathode end (near the via), and void growth is the damifailure process because
the critical mechanical stress for void nucleation in cogpanuch smaller than that for
aluminum. With spatial thermal gradients in the intercariniis possible that the location
of void nucleation is no longer at the cathode end. Howewnehis case, void growth tends
to be slower than that at the cathode, because there arecdtaras both going into and
coming from the void in the middle of the interconnect [25].aBag these observations
in mind and assuming a void-growth dominated failure, weosleoa boundary condition
for Equation (6.10) to model void growth at the cathode sinett the mechanical stress

at the cathode end is zero (free stress at void) and the athmiat the other end is zero
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(complete blockage for atomic flux), or:

o(x=-1,t)=0,J(x=0,t) = {a—o—a(j)} =0
0X x=0
wherex = —I is the cathode end. This boundary condition is consistettit that used by

Clement [28] to model void growth due to EM. The void size a&ttrnan be approximated
by [28]:
0 —g(x,t)
AN~ [ —Z
/_| B dx

whereao(x,t) is the mechanical stress (tensile stress) developed atenigtierconnect at
timet andB is the elastic modulus. Because we are unaware of any closad@ution for
Equation (6.10) with the above boundary condition, we usaerical solutions to analyze

the impact of thermal gradients on electromigration.
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Figure 6.7: Effects of non-uniform spatial temperaturdrdistion on EM induced void
growth. (a) Various temperature profiles along ajifd@opper interconnect (left end is the
cathode). (b) Void growth with different spatial temperatprofiles.

The temperature spatial profile along an interconnect istimebined effects of joule
heating and substrate temperature distributions. Figut€ej plots several temperature

profiles used in our study and their effects on EM induced goawth. The length of the

interconnect is 100m and elections are assumed to flow from the left end (cathimde)
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the right end of the interconnect. Though all temperatuodilps have the same maximum
and minimum temperatures, their void growth differs gnedtle to the different thermal
gradients along the interconnect (Figure 6.7 (b)), resultuite different failure time. In
order to investigate how thermal gradients affect EM indino&d growth, we also plot, in
Figure 6.8, the mechanical stress build-up along the interect at different times, with
different thermal profiles. In spite of different temperatyrofiles on the interconnect,
in the final EM process stage (“t10” in Figure 6.8), a steadgsst gradient is built up to
counter-balance the driving force of electron wind, i%g.— a(j) =0, resulting in voids
with comparable saturation sizes (Figure 6.7 (b)).

However, as shown in Figure 6.8, the kinetic aspects of stoedd-up for different
temperature profiles are quite different, especially whenrelative direction of electron
flow and temperature gradients changes. For a “low to higmperature profile, the tem-
perature increases linearly from the cathode end to thesa@od (shown in Figure 6.7 (a)).
At the early EM stage, as indicated by “t2” and “t4” in Figur& &a), the stress gradient
near the cathode is negligible. Therefore the atomic flukeatathode is only determined
by the electron wind at the temperature of that locationabse the atomic flux is the sum
of the fluxes induced by the stress gradient and the electitah (Equation (6.2)). There-
fore, in this case, the void growth at the cathode is subgeatrhost the same kinetics as
those with a uniform temperature across the interconneterlon in the EM process, the
effect of thermal gradients begins to play its role. As shawrit6” and “t8” in Figure 6.8
(), tensile (positive) stress is built up from the cathode ®wards the other end, due to
the increasing temperature from the cathode end. The gfrad®nt created by this tensile
stress distribution forms an atomic flux in the same directie the electron wind. Thus,
void growth in the cathode end is enhanced later by the isorgaemperature. On the
contrary, Figure 6.8 (b) shows quite different kinetics B process with “high to low”

temperature profile, where the temperature is decreasiegrly from the cathode end
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Figure 6.8: Stress build-ups at different time points altmginterconnect under spatial
thermal gradients. (a) Low to high temperature profile. (lho low temperature pro-
file. (c) Parabolic temperature profile. Electrons flow frdme teft to the right, causing
compressive stress (negative in the figures) on the rigbtadhe interconnect. The left
end (cathode) is stress free to model the growth of a void. tiiie points (“t2” through
“t10") are corresponding to the time points in the plots wtik same temperature profile
in Figure 6.9.

(shown in Figure 6.7 (a)). In the early stage, as in the case flow to high”profile, void
growth is similarly dominated by the temperature at the @a¢hend, as illustrated by the
stress distributions at “t2” and “t4” in Figure 6.8 (b). Sehsently, compressive (negative)

stress is built up from the cathode towards the anode, beazibe decreasing tempera-

ture from the cathode, as shown by the stress distributioite’and “t8” in Figure 6.8 (b).
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The stress gradient due to the compressive stress diginbatthis case creates an atomic
flux in the opposite direction of the electron wind, retagdthe void growth at cathode.
The stress distributions induced by EM with a “parabolichpeerature spatial profile at
different time points are drawn in Figure 6.8 (c). The kiogtof stress build-up in this
case are similar to those in a “low to high” temperature peofilecause both temperature
profiles have similar temperature gradients near the cathod the other hand, in the late
stage of the EM process (as indicated by “t9” and “t10” in Feg6.8), regardless of the
temperature distribution across the interconnect, sianfistress gradient is formed in the
opposite direction of atomic flux and slows down the void gigvand finally the steady
state of the EM process is reached (or void growth saturatessummary, in the early
stage of the EM process, the void growth is largely dependerhe temperature at the
cathode, while later on, the void growth is enhanced or dethdepending on the temper-
ature gradient near the cathode. Finally, void growth igpsegsed by the back-flow stress

gradient just like in the case of the EM process with a unifeemperature distribution.

6.5.2 Empirical bounds for void growth with non-uniform tempera-

ture distribution

In Section 6.3, our analysis reveals that the EM process tivite-varying temperature
variations can be approximated by an EM process using aaangliability equivalent
temperaturdeq, as long af(Teq) = E[B(T (t))]. However, in the case where there is a non-
uniform temperature across the interconnect, we cannoafsichilar reliability equivalent
temperature, due to the difference in the EM kinetics in tfferént stress build-up stages
as shown in Figure 6.8. Instead, we try to find two constanptgatures, such that the void
growth due to EM with non-uniform temperature can be bourgethe void growth with

uniformly distributed temperature equal to these two baugptemperatures respectively.
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The reason for our approach is as follows. Because Black'stiequis only valid for
a uniform temperature distribution, and many existingatality analysis tools are based
on Black’s equation, by providing the bounding temperatfimesnterconnects subject to
spatial thermal gradients, one can still use these toolstioiate the effects of non-uniform
temperature distributions.

Following our previous discussion on Figure 6.8, one careekihat the cathode tem-
perature can serve as the lower/upper bound temperatuseibrgrowth with increas-
ing/decreasing temperature towards the anode end. On tiee lo&and, the void size is
proportional to the amount of atoms moved from the cathodeagwl the void growth rate
is determined by the atomic flux at the cathode. We would likértd the other bound-
ing temperature by bounding the atomic flux at the cathode.sidenan interconnect of
lengthl subject to a certain spatial temperature profil&), with both ends at zero stress
o(0,t) = a(l,t) = 0. In the steady state, there is a uniform atomic flux flowimguigh the

interconnect, expressed as (see Appendix B):

Ja(T(x))dx
Jsteady: -

0
|
1
| ey 4

By examining the steady-state stress distribution alongntieeconnect in the above case,
it can be further verified that when the temperature is irgiregfrom the cathode, tensile
stress is built up from the cathode, and the atomic flux at #tleccle is enhanced by the
stress gradients, a situation similar to “t6” and “t8” in &ig 6.8 (a). When the tempera-
ture is decreasing from the cathode end, atomic flux at thedatis retarded by the stress
gradient, similar to “t6” and “t8” in Figure 6.8 (b). Theretowe propose to Us&eaqyto
bound the atomic flux at the cathode of the interconnect stibjea non-uniform temper-

ature distribution. However, the stress at the anode israet(Figure 6.8), which does not
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Figure 6.9: Void growth with non-uniform temperature dimtition is bounded by those
with a uniformly distributed temperature. (a) Low to higimigerature profile. (b) High to
low temperature profile. (c) Parabolic temperature profde¢V shape temperature profile.
(e) Inverse V shape temperature profile.
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satisfy the boundary condition fdgieaqy We instead propose to use half length (the half
from the cathode) of the interconnect to calculite,qy as Figure 6.8 shows that the stress
at the middle of the interconnect is close to zero most ofithe tluring the EM process.
Finally the bounding temperature is determined in such ativalthe atomic flux due to

electron wind at this temperature is equal to the calculagyy

Temperature graf

. Lower Bound Upper Bound
dient at cathode PP |
Increasing tem- .f?G(T(X))dX
perature in the Tib = Tcathode B (Tub) ((Tup)) = 7_'%7
current direction I gy dx

T

Decreasing temt fzu(T(x))dx
perature in the B(Tip) (a(Tip)) = +—— Tub = Tcathode
current direction [T

Table 6.1: Proposed bounding temperatures for void grawémiinterconnect with length
| subject to a non-uniform temperature distributidp.is the lower boundTyy, is the upper
bound. T (x) is the temperature profilex = —| andx = 0 are the locations of the cathode
and the anode, respectively (as shown in Figure 6.7).

We would like to point out that since void growth at the cathdglonly dependent on
the atomic flux nearby, the temperature gradient near thedatplays the major role in
determining (enhancing or retarding) the void growth, while temperature distribution
far away from the cathode is not as important. This obseymas verified by testing with
various temperature profiles. (Due to space limitationscamnot show them all here.)
Therefore, in the above discussion, we focus on the tempergtadient near the cathode
without assuming any specific temperature distributiom@lthe second half of the inter-
connect. Table 6.1 numerates the proposed formulas tolasdounding temperatures for
void growth with non-uniform temperature distributionsdaonly the temperature gradient
near the cathode is used to choose the appropriate bourmimglé. The void growth with

different temperature profiles as well as those with uniftemperatures are compared in
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Figure 6.9. In these plots, the void growth with intercortrtbermal gradients is closely
bounded by the void growths with the proposed uniform boogdemperatures. Blindly
using the average temperature to evaluate the EM lifetintleeitiher overestimate (e.qg.
Figure 6.9 (a)) or underestimate (e.g. Figure 6.9 (b)) thd goowth, let alone using the
maximum temperature. Wachnék al. [106] demonstrated that it is possible to construct
an electromigration resistant power grid by using shortggrconnect segments because
of the Blech effect [75]. This finding seems to imply that, undermal operating condi-
tions, the critical void size causing EM failure should beaimilar order of magnitude
as that of the saturation void size (e.qg., as the case shofigume 6.7). Therefore, for in-
creasing/decreasing temperature at the cathode, the/lguwearbound temperature could
serve as a good estimation of the interconnect lifetime waiton-uniform temperature
distribution.

Joule heating in an interconnect usually results in a symateimperature distribution
with the maximum temperature in the middle, due to the muaketdhermal resistance of
the vias on both ends. Therefore, the symmetric temperdistgbutions along the inter-
connect are of more practical interest. The“parabolic” ‘@anderse V shape” temperature
profiles shown in Figure 6.7 (a) are used to approximate tihid & temperature distribu-
tions. Interestingly, for these temperature distributicas indicated by Figure 6.9 (c) and
(e), even the upper bound temperature for void growth is tdahan the average temper-
ature. In the EM measurements of copper interconnects rpeefib by Meyeret al [71],
they considered the non-uniform temperature distributioa to self-heating, and tried to
fit their measurements with Black’s equation by using diffiétemperatures (e.g. maxi-
mum, average, weighted average, via (minimum) tempenatliney reported that the best
fit temperature is strongly weighted to the via temperatiiteeir findings agree with our

analysis presented here.
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6.5.3 Effects of combined temporal and spatial temperature gradients

So far we have discussed the interconnect lifetime presfiainder temporal and spatial
temperature distributions separately. In practice, dueirtuit activity variations, one
might expect the spatial temperature distribution ovema@rconnect would change over
time. The electromigration diffusion equation (Equatiéril] or Equation (6.10)) can be
extended to capture this situation by assuming that teryrerg is a function of both time
and interconnect location. However, we cannot obtain aedderm analytic solution in
this highly complex scenario. Instead, we propose to comthe results we have found
so far in the cases of temporal gradients only and spatiaigmts only to estimate the
interconnect lifetime subject to both temporal and spatiadperature gradients.

10"

100 Critical void size

10°k

Scaled void size

—e— Temporal/spatial temperature gradient
‘=~ Equivalent temperature/current
~A: Bound temperature in phase 1
¥ Bound temperature in phase 2

L
-3 -2 1 1 2 3

10 10 10° 10° 10 10 10
Scaled time

Figure 6.10: Void growth subject to both temporal and spa#tiermal gradients can be
bounded by that using uniform temperature and current.

At time t, the temperature profile across an interconnect is dengtddtbx), and the
current density ig(t). Using the formulas in Table 6.1, we can find the bounding tmp
ature att, denoted byT(t). Applying Equations (6.8) and (6.9) for the case of temporal
temperature gradients @ (t) andj(t), we could find an equivalent uniform temperature
and current to approximate the void growth subject to batfpteral and spatial tempera-

ture gradients. Figure 6.10 shows one example. In this elenie interconnect Cu line is
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subject to two “parabolic” temperature profiles, with eade ¢or half the time (i.e., 50%
duty cycle), denoted by “phase 1” and “phase 2” in the figur@ 3Mve Equation (6.10)
numerically with temperature being a function of both time apace, and we plot the void
growth. This figure indicates that the void growth subjedti®time varying temperature
profile can be bounded by that using time invariant uniformgerature and current, as
calculated according to the procedures proposed here. Amparison, we also plot the
void growth at the bound temperature of each temperatuféeatone. If the critical void
size is close to the saturation void size, as shown in thedjgure can use the calculated
equivalent temperature and current to estimate the imeext lifetime subject to both
temporal and spatial thermal gradients, using Black’s egadEquation (2.3)). We have
also testes this for other temperature profiles and dutpfacand the results are similar

but are not presented here due to space limitations.

6.6 Design time optimization considering runtime stress
variations

In the traditional IC design flow, static and dynamic anatyaee performed for the ini-
tial design to determine current loading information. Tlieis information is combined
with the worst-case temperature to find those design poiotating the reliability spec-
ification [84]. However, as we have shown above, using woase temperature is too
conservative and could result in excessive design margiese we propose a design flow
incorporating runtime stress information as shown Figufel 6 In this design flow, the
actual or projected current and temperature loads are feémaccurate reliability model,
such as the one proposed in this chapter. We expect thatlthbiliy projection from

these models will generally enable more relaxed designt@nts and provide a wider
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design space.

Design Space _ | Verification
Exploration ~|  (Simulation)

.

Accurate Reliability
Reliability Model Runtime Stress
Estimation (temperature/current/voltage)

_—
-

Figure 6.11: A proposed design flow incorporating runtinmesst information. [61]

For instance, when temperature fluctuates within a relgtsmall range (e.g., 1T),
our model predicts that using average temperature is gomapérfor reliability evaluation.
Therefore, we could potentially reduce the number of degpigints falsely flagged for
design rule violations when using the worst-case temperatOne example is illustrated
in Figure 6.12 using data from a power grid design [108]. Is &#xample, the worst-case
temperature of a design is 1%5 and Wanget al. [108] showed that there were a total
of 372 wires violating the reliability requirement by usitigat worst-case temperature.
However, if runtime stress information is available at dasiime, we can move some
wires that are outside the specified reliability threshdld years of MTF at 13% in this
example) into the reliable bins by re-calculating the iifeg distribution using our dynamic
reliability model. Equivalently, we can shift the reliabylthreshold towards fewer years
on the original wire lifetime distribution diagram. Usiniget results in Figure 6.6(c), we
can estimate the benefits obtained, in terms of design meggiamation, by considering
runtime temperature fluctuations. These results are showigure 6.12(b).

This example only illustrates some potential advantagegesgn optimization offered
by our dynamic reliability model. We expect that our model ba integrated into existing

reliability-aware design flows, such as the power grid o#ation method proposed by
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Wire Lifetime Distribution

lirens

1 2 3 4 5 6 7 8 9 10
Lifetime (years)

=W DN
[elelslslelalalels]
L |

Number of wires

(@)
Temperature New reliability Number of wires Percentage
variation PC) threshold (years) reduced reduction
5 9.06 33 8.8
10 8.34 59 15.9
15 7.73 79 21.2
20 7.24 95 25.5
25 6.85 107 29.8
(b)

Figure 6.12: (a) Distribution of wires violating the MTF gjpiécation using maximum

temperature (data extracted from [108]) with a total of 372w (b) Reduction of the

number of wires violating the MTF specification under diffiet temperature variations
(maximum temperature: 136). [61]

Wanget al.[108].

6.7 Summary

This chapter presented an analysis of interconnect EMré&slsubject to temporal and
spatial thermal gradients. For EM under time-varying stes(temperature/current),
we proposed a dynamic reliability model, which returnsataility equivalent tempera-
tures/currents. For EM under non-uniform temperatureitigions, we obtained close
bounding temperatures to estimate the actual lifetime. r&fbee, the commonly used
Black’s equation is still applicable by using our constadiakslity equivalent tempera-
tures. Our analysis reveals that blindly using the maximunawerage temperature to

evaluate EM lifetime is inappropriate. Our results not anigrease the accuracy of reli-
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ability estimates but enable designers to more aggregsaxgllore the design space and
to reclaim the design margin imposed by less accurate, mesgmistic models. Existing
constant-temperature models require designers to obaestagic worst-case temperature
limit, but the analysis presented here enables temperataee designers to evaluate the
system reliability using runtime information, thus incsgay the confidence about the ac-
tual behavior of the system. The dynamic nature of our réiigbmodel also makes it

suitable for DTM, which will be the subject of the next chapte



Chapter 7

Temperature-aware Runtime Reliability

Management for High Performance Systems

7.1 Introduction

The advance of technology scaling (along with resultingeases in power density) has
made thermal-related reliability a major concern in modé&rdesign. For example, in

the deep-submicron region, experts widely regard electp@tion as a dominant failure

mechanism. Designers must therefore rely on temperagperdient reliability models to

derive the expected lifetime of their circuits, increastiegign margins (for example, wire
width) as necessary to meet requirements.

Worst-case power dissipation and environmental conditiare rare for general-
purpose microprocessors. Designing the cooling solutoritfe worst case is wasteful.
Instead, the cooling solution should be designed for thest¥expected” case. In the event
that environmental or workload conditions exceed the ogo$iolution’s capabilities and

temperature rises to a dangerous level, on-chip temperatumsors can engage some form

1This chapter is based on the published paper titled “ImptoMeermal Management with Reliability
Banking” [64].
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of “dynamic thermal management” (DTM) [16, 94, 96], whicltshces a certain amount
of performance to maintain reliability by reducing circsigeed whenever necessary.

During execution, many programs or workloads exhibit terapge fluctuations
caused by inherently phased behaviors. Existing DTM tepres ignore the effects of tem-
perature fluctuations on chip lifetime and can unnecegsanpose performance penalties
for hot phases. The disadvantages of these techniques baoone obvious in systems
such as Web servers, in which hot phases usually imply arasexdd number of service re-
quests. The engagement of cooling mechanisms then affiecsetver’s quality of service.

In this chapter, using electromigration as the targetddriaimechanism, we propose
runtime dynamic reliability management (DRM) techniquesdahon our dynamic reli-
ability model [64] introduce in the previous chapter. By Iaging this model, one can
dynamically track the “consumption” of chip lifetime dugroperation. In general, when
temperature increases, lifetime is being consumed morelyapnd vice versa. Therefore,
if temperature is below the traditional DTM engagementshadd for an extended period,
it may be acceptable to let the threshold be exceeded for@wihle still maintaining
the required expected lifetime. In effect, lifetime is miedeas a resource that is being
“banked” during periods of low temperature, allowing fotute withdrawals to maintain
performance during times of higher operating temperatldsing electromigration as an
example, we show the benefits of lifetime banking by avoidingecessary DTM engage-
ments while meeting expected lifetime requirements.

High temperature limits the circuit performance directyyibcreasing interconnect re-
sistance and reducing carrier mobility. However, it hastsewn that ( [94]) using DTM
to compensate the temperature dependency of clock freguedgaces very mild perfor-
mance penalty. On the other hand, Banegeal. [10] showed that temperature induced
reliability issue tends to limit the circuit performancefuture technology generations. In

the following discussion, we assume that the temperatueslttiold is set solely for reliabil-
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ity specification, and circuits can operate correctly altbiethreshold whenever allowed.
Although extreme high temperature may cause immediatendetamage for IC circuits,
we study a range of operating temperatures only with longrtesliability impacts (i.e.
temperature induced aging). High temperatures causingufiate or unrecoverable dam-
age are assumed to be far above the range of normal operatmggtatures studied here
(e.g. the temperature used in accelerated EM test is usaraliynd 208C [106]). There-
fore, we assume that a monitoring and feedback mechanignpigmented at runtime to

ensure that circuits operate well below such temperatures.

7.2 Related Work

The concept of dynamic reliability management is first idtroed by Srinivasaet al.[97].

In their work, they proposed a chip level reliability modedashowed the potential bene-
fits by trading off reliability with performance for individhl applications. They assumed
an oracular algorithm for runtime management in their staohyl they did not consider
the effects of inter-application thermal behaviors onatality. Later work from the same
authors [98] refined their reliability model and showed tmpiovement in reliability us-
ing redundant components. In this chapter, we focus onipehctintime management
techniques for the worst-case on-chip component (i.eebbititerconnect) to exploit both
intra- and inter-application temperature variations. Thenbination of their model and
our techniques is expected to bring more advantages ancisfop future investigation.
Ramakrishnan and Pecht [82] proposed to monitor the life wopsion of an electronic
system and project the system lifetime based on the mongegdsults. We take a similar
approach to monitoring the stresses on the circuit contislypand we also intelligently

adapt the circuit operation to maximize the circuit perfanoe without reducing reliabil-

ity.
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7.3 Lifetime banking opportunities

Due to activity variations, the power consumptions of oipatomponents (i.e. caches,
FP/INT units, branch predictor, etc.) are not constant. r&loee, there exists not only
chip-wise spatial temperature gradients but also temgeraperature gradients for each

component.

Single program workload (applu) 105 Multi-| program workload (QCC applu)
75 .
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Figure 7.1: Temporal temperature variation. (a) Singlegpam workload. (b) Two-
program workload with context switching. [64]

©

Temperature C)
<
2
Temperature C)

©
o

Figure 7.1 depicts the temperature profiles for two diffengarkloads that are com-
monly seen in general purpose computing. Figure 7.1(ag¢semts a single program work-
load and Figure 7.1(b) represents a multi-program workieidia context switching. In the
single program workload, temperature changes over timedaiine phased behavior in the
executed program. In the multi-program workload, besilesiecution variations within
each program, inter-program thermal differences alsaaffee overall thermal behavior
of the workload. For example, in Figure 7.1(b), the worklemdomposed of one cold pro-
gram @pplu) and one hot prograng¢c. Thus the temperature fluctuation in Figure 7.1(b)
is quite different with various context switching intersallhough there are different ther-

mal behaviors for different workloads, one can still find sooommon characteristics as
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compared with server workloads, which we will discuss int®ec7.6. In Figure 7.1, tem-
perature variations occur in a manner with small granylantboth magnitude and time
interval. More formally, the temperature profile can be daBposed into a constant tem-
perature component (average temperature) and a high freggemponent. The analysis
in the previous chapter reveals that the constant temperaamponent in the tempera-
ture profile is approximately equal to the reliability ecalent temperature, as shown in
Figure 7.1(a). It is the high frequency component that mlesiopportunities for lifetime
banking. When the actual temperature is under the religl@tjuivalent temperature, the
lifetime is consumed with a slower speed, which allows sgbeat execution above the

reliability equivalent temperature.

7.4 Dynamic Reliability Management Based on Lifetime
Banking

In the previous chapter, we derived the lifetime model fecgbmigration subject to dy-
namic stresses (Equation (6.8) and (6.9)). Consideringgraieith limited failures such as
those in dual-damascene Cu interconnects [75], let currgareentn = 1, we can rewrite

MTF by combining Equation (6.8) and (6.9) as:

1
e
E [J(t) (—ka(IS” )]

Or equivalently, by eliminating the expected-value fuoistione can express the MTF in

f —qQ
/OT it (%ﬂ?))) dt =D (7.1)

T O

an integral form:
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whereD is a constant determined by the structure of the intercan&emation (7.1) mod-
els interconnect time to failure (i.e., interconnect lifed) as a resource consumed by the
system over time. Functiarit) = {j(t) (%ﬂ?))ﬂ can be regarded as the consumption
rate. In DSM copper technology, void growth failure (e.g.vis) is the major EM in-
duced failure mechanism [29], am¢) can be regarded as the void growth rate (i.e. the
atom drift rate at the cathode) in this case. Equation (#dyides a model to capture the
effect of transient behaviors on system lifetime. One gg#ng case is whef(t) = 0,
which occurs when the system is inactive as commonly seeysierms with non-server,
user-driven workloads. When this happens, the atomic flunines zero while the effect
of the back-flow diffusion near the cathode created by the EWwha flux in active peri-
ods is worth careful examination. If the inactivity happémshe early stage of the void
growth, the back-flow diffusion is negligible and the voidhgly stops growth during the
power-down periods. If the back-flow diffusion is compagatd the normal EM atomic
flux, which happens at a very long time after EM begins (e.thebrder of several years).
This back-flow diffusion tends to reduce the void size at tietivity periods by refilling
the void with atoms. However, in order to have significantactpon the void size already
formed, this healing process has to last for a duration coatgp@to the time it took to grow
to the current void size, e.g. several years. The inactpétyod in normal usage is usually
much less than this time scale. Therefore, the void sizessremlly unaffected in inactiv-
ity. Our simulations confirm this observation and more detadiscussion on this aspect
is out of the scope in this paper. In summary, the void sizearesnrunchanged during the
inactive period if the inactive period is much less than titaltactive time. Equation (7.1)
accurately models this phenomenon by specifyifiyy= 0 during the inactive periods.
Ideally, we would like to monitor the temperature and curifen each individual in-
terconnect to build an exact full chip reliability model. practice, only a limited number

of temperature sensors are available on die, and a detaitedanplex full chip reliabil-
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ity model is not suitable for runtime management due to tmeprdation overhead. In this
study, we use the maximum temperature measured acrosgpred antime, together with
the worst-case current density specified at design timeltulate the dynamic consump-
tion rate. This is a conservative but safe approach. Thesgsults obtained in this study
provide a lower bound for the potential benefits deliveredhgyproposed DRM method.
When DVS is applied, the worst-case current density in thent€rconnects should be
scaled according to the voltage/frequency setting usee. rélationship between current
density, supply voltage and clock frequency can be modejetitamsferred charges per
clock cycle [13]:) O CT—V = CV f, whereC is the effective capacitance.

When a chip is designed, usually an expected lifetime (eQyehrs) is specified un-
der some operating conditions (e.g., temperature, cudamtity, etc.). We usg,ominal t0
denote the lifetime consumption rate under the nominal itiomd (e.g. reliability con-
strained temperature threshold). During runtime, we noorilie actual operating condi-
tions regularly, calculate the actual lifetime consumptiater (t) at that time instance, and
compare the actual rate with the nominal ratgninal by calculatingf (rnominai— r(t))dt,
which we call the “lifetime banking deposit”. Wheit) < rnomina, the chip is consuming
its lifetime slower than the nominal rate. Thus, the chigistime deposit is increased.
Whenr (t) > rnominar the chip is consuming its lifetime faster than the nomiaald the
lifetime banking deposit will be reduced. According to Etjoia (7.1), as long as the life-
time deposit is positive, the expected lifetime will not beger than that under the nominal
consumption rate,ominal Figure 7.2 illustrates this ®BRM technique. For example, in the
interval [t0, t1], the reliability of the chip is banked, while iil, t2], the banking deposit
is consumed. At time instan¢2, the banking deposit becomes less than some threshold,
and a cooling mechanism has to be engaged to quickly pull dieg/fifetime consumption
rate to the nominal rate, just as is done in conventional D&bhhiques. In other words,

our SDRM technique adopts DTM as a bottom-line guarding mechanism
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Actual consumption rate r(t)
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Figure 7.2: Simple dynamic reliability managementii8M). [64]

Therefore, the difference between conventional DTM andDRM lies in the case
where the chip’s instantaneous consumption rate is latger its nominal rate. In DTM,
the lifetime consumption rate is never allowed to be largantthe nominal. In PRM,
before we engage thermal management mechanisms we firgt iwheee if the chip cur-
rently has a positive lifetime balance. If enough lifetinsstbeen banked, the system can
afford to run with a lifetime consumption rate larger thaa ttominal rate. Otherwise, we
apply some DTM mechanism to lower the consumption rate, pinergenting a negative
lifetime balance. In this study, we use dynamic voltagefilency scaling as the major
DTM mechanism. Since ®RM only needs to monitor the actual lifetime consumption
rate and to update the lifetime banking deposit, the contipmtaoverhead is negligible

compared to that of DTM.
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7.5 Experiments and analysis for general-purpose com-

puting workloads

7.5.1 Experimental set-up

We run a set of programs from the Spec2000 benchmark suiteppocassor simulator
(SimpleScalar [18]) with the characteristics similar to.230m Alpha 21364. We simu-
late each program for a length of 5 billion instructions, abthin both dynamic and static
(leakage) power traces, which are fed as inputs to a chigd-lsempact thermal model
Hotspot[94] for trace-driven simulation. In our trace-driven silaions, we include the
idle penalty due to frequency/voltage switching, which @@t 10us in many real sys-
tems [94]. Furthermore, since leakage power is stronglyeddéent on temperature, we
scale the leakage power trace input dynamically accordirthe actual temperature ob-
tained during runtime, using a voltage/temperature-aleskage model [118]. Since the
Hotspotmodel is highly parameterized, one can easily run expetisnen a simulated
processor with different thermal package settings. In otd@btain meaningful results,
one should carefully choose the initial temperature sgttor the Hotspotmodel. For
each new thermal package setting, we obtain its initial enatjpires by repeating the trace-
driven simulations until the steady temperatures of the ené converged, as suggested
in [94].

We implement both DTM and ®RM in theHotspotmodel and set 1I as the tem-
perature threshold for both runtime management technidgets schemes use a feedback
controlled dynamic voltage/frequency scaling mechansguard the program execution.
For example, in DTM, when the actual temperature is abovetaindemperature thresh-
old, a controller is used to scale down the frequency/veltamsuring the program will

never run at a temperature higher than 2100ur SDRM scheme uses 11Q as the
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nominal temperature for the lifetime consumption rate. h# program never runs at a
temperature less than that of the nominal (i.e., withoukbanopportunity), our PRM
scheme will perform the same as thermal threshold-based B We DTM policy is al-
ways engaged. On the other hand, if the program never exteed®minal temperature
with full CPU speed, neither mechanism is engaged. Finalg,record the simulated
execution times for fixed length power traces as the systefompeances under the two

runtime management techniques, and use “performancedsbomr , defined as

(simulated time w/ runtime managemensimulated time w/o runtime managemgnt

simulated time w/o runtime management

as the metric to compare both techniques.

7.5.2 Single-program workload

Figure 7.3 plots the dynamic process for both conventiod@iland the proposed SRM
techniques for benchmaigcc The feedback controller in DTM effectively clamps the
temperature within the target temperature @by oscillating the clock frequency be-
tween 10 and 09, resulting in a reliability equivalent temperature Idsat that, and caus-
ing unnecessarily frequent clock throttling (Figure 7.83.(®n the other hand, our BRM
technique can exploit reliability banking opportunitiagidg the cool phase, and delay the
engagement of throttling, while maintaining the specifielthbility budget, as proved by
the reliability equivalent temperature shown in Figure (b3

Figure 7.4 shows the performance penalty for both DTM arfdRM with the same
thermal configuration. Only those benchmarks subject topaance penalties due to run-
time management are shown here. As clearly indicated in glueefj performance penalty

with the SDRM scheme is always less than that with DTM scheme, when thenthl



Chapter 7. Temperature-aware Runtime Reliability Managefoehligh Performance Systerti31

configuration is the same. On average, thBSM technique reduces the performance
penalty by about 40% of that due to DTM (from 7% to 4%). Alsowhan the figure is

the performance of DTM with a more expensive thermal packéyese convection ther-
mal resistance is only one third of the other’s. As one cametx@ more expensive thermal
package can reduce the performance penalty. Figure 7.4ssthady on average, BRM

with a higher thermal resistance can achieve a performagngeclose to that of DTM with

a lower thermal resistance. These results imply that, ifttherable performance lost is
fixed, the application of ®RM allows the usage of a much cheaper thermal package than

that required by the conventional DTM technique.
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Figure 7.3: Temperature and clock frequency profiles ined#it thermal management
techniques for benchmaxcc (a) Conventional DTM (threshold temperature =9ap0
(b) Reliability banking based DRM (reliability target tempaire =116C).

In addition, using the HRM technique, one can explicitly trade-off reliability Vit
performance by targeting different lifetime budgets. Tisaine can increase the nominal
lifetime consumption rate when lifetime target is allowedde reduced. Figure 7.5 plots
the performance of ®RM averaging over all benchmarks at different lifetime beisgy
with shorter expected lifetimes enabling faster executidowever, reducing lifetime by
10% only increases the performance by about 1%.

When compared with the conventional thermal thresholdébB3éM, a distinct feature
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Figure 7.5: SDRM performance at different targeted lifetimes. [64]

of S DRM is its ability to “remember” the effects of previous belws. If the lifetime
balance is high due to previous depositf)BM will be more tolerant of higher operating
temperatures for longer time intervals, thus reducing gréopmance penalties due to con-
ventional DTM slow-down mechanisms. In summary, the acageabf SDRM over DTM

is largely dependent on the inherent variations in the teatpee profile of the workload.
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7.5.3 Multi-program workload

Another interesting program execution scenario is a waiklof multiple programs with
context-switching between them. When a hot benchmark anddabemchmark are exe-
cuted together, the average operating temperature shedddtiveen the individual bench-
marks’ operating temperatures. For example;s own operating temperature is around
115°C andapplus is around 70C. Figure 7.1(b) plots the temperature profile of a hy-
brid workload composed ajcc and applu, with different context-switch time intervals.
Note that, in our simulation, the multi-program workloadcc@nstructed using the power
trace of the individual program, and the overhead of cortestching is not modeled and
simulated. Since we are only interested in the relativegoetance of different runtime

management technique, such simplification should not tffecfinal conclusions.
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Figure 7.6: Average performance comparison of DTM and DRM wmki-program work-
load with different context-switch intervals ((a) j#) (b) 5ms, and (c) 25ms). [64]

As one expects, the smaller the context-switch interva, lss temperature fluctu-
ation, with the thermal package of the chip working as if a-joags filter. When the
context-switch interval is increased, individual benchksacan show their hot/cold prop-
erties, and the temperature variation in the workload besoobvious. In order to investi-
gate how multi-program workloads affect the performancB ™M and DRM, we reduced
the temperature threshold of the targeted lifetime from°Cl® 90°'C. Figure 7.6 shows

the performance penalties of DTM and2RM for this multi-program workload with dif-
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ferent context-switch intervals. We observe a similardrghown in the single-program
workload. SDRM outperforms DTM with the same thermal package configansti As
the context-switch interval increases, the performanc& DPRM becomes closer to that

of DTM with a much smaller convection thermal resistancee@hfold smaller).

7.6 Dynamic Reliability Management for Server Work-

loads

We have investigated the application of banking based DRMoarkleads for general-
purpose computing. As we will see, the disadvantages oftéuknique become more
obvious in server systems such as web servers, in which lasieghusually imply an in-
creased number of service requests while the engagementivé aooling mechanisms
then exacerbate the QoS provided by the server. In the foipwve first discuss some
distinct characteristics of server workloads in terms athbibermal behaviors and per-
formance requirements. We then propose a profile-basedgmaliability management
(P_-DRM) technique that can extract more benefits from lifetimeklirag for those server

workloads.

7.6.1 Characteristics of server workloads

In general-purpose computing, the temperature variattbmgorkloads are largely due to
the inherent phased behaviors (i.e. phased activities mtextswitches). These varia-
tions usually occur in a very small-scale time interval, evhis comparable to the thermal
constant of chip thermal package. Server workloads, inrastitare dependent on user
requests, which vary with a much larger time scale with tensoars [15, 32]. There

are several distinct characteristics in the server wodddike those presented in [15, 32].
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First, there is clearly a cool phase (lower request rate)ahdt phase (higher request
rate) in the workload distribution. For example, in a woddarace for the 1998 Winter
Olympic Games, the request rate increases from around §0gyén the cool phase to
above 400 (req./s) in the hot phase, an eight-fold diffeger@econd, as a consequence
of the workload and associated processor utilization tianathe power consumption of
the processor varies greatly (a two-fold difference in tign@pic Games servers), which
implies a large variation in temperature. Third, each plsaséains for a very long time in-
terval. Thus, each phase reaches its steady-state teomegeaatd stays at that temperature
for most time of the phase interval. This is quite differenth general-purpose computing,
where the interval for each thermal phase is very short amdtiady-state temperature is
seldom reached before the next phase arrives. These distammal characteristics make
our lifetime-banking-based reliability management praing for server workloads.

In the hot phase, conventional thermal threshold-based REvhps the maximum
temperature to a predefined threshold by slowing down thegssor, thus possibly ex-
acerbating the situation. In contrast, banking-basedmemanagement can exploit the
banking effects of the long cool phase and delay or reducpdlermance loss due to en-
gagement of a cooling mechanism. From an average usersqioiew, the QoS provided
by the server is largely dependent on its performance inthelase, as most requests are
made during that time. Therefore, in our stuahg use the performance of the hot phase as

our performance metric for comparison

7.6.2 Dynamic reliability management for server workloads

In order to evaluate our runtime management technique emeiseorkloads, we construct
a hybrid workload in a way similar to that of the multi-progravorkload, but with a much

longer context-switch interval. This synthetic workloadcomposed of a cool phase and
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a hot phase, running Spec2000 benchmagysluandgccrespectively. Figure 7.7 shows
the temperature profile of the synthetic workload we use toimthe thermal behavior of
server workloads. From various experiments, we find thatt@emal time constants of our
simulated system are in the range of tens of millisecondsréfbre, by simulating work-
loads in a time scale of several seconds, we can ensure ¢hadttion of time in the profile
spent on the transient behaviors from one phase to anothenisiized, just like one may
see in atemperature profile for server workloads. Althobgitdtal simulated time is short
(i.e., about one second) compared to a real server workkigdre 7.7 indicates that the
time interval for each phase is long enough to reach the wist@atie operating temperature
of the individual program. The temperature variations wittach program also mimic the
workload variations in both the cool and hot phases of a ks workload. Therefore,
the time units shown in Figure 7.7 could be interpreted aedaown from a much longer
time interval (e.g. several hours). One disadvantage aynthetic workload is that power
peaks due to individual requests in the cool phase are noeledd However, the effect
of those intermittent power peaks on reliability bankingneg significant, because of the
filtering effect of the thermal package on temperature.

In our synthetic workloads, the cool phase is followed bylbephase, and lifetime
will be banked first and then withdrawn. In other workloadseventhe hot phase is fol-
lowed by the cool phase, DTM can be applied in the hot phadeeifetis no previous
lifetime banking, and lifetime will be banked in the follawg cool phase and prepared for
withdrawal in the future hot phase. Thus, our lifetime bagkbased approach is effective
in spite of the detail of workloads (i.e. the order of cool dud phases). We define the
duty cycleof the cool phase as the portion of time the cool phase ocsupithe whole
length of simulation. For example, in Figure 7.7, the dutgleyf the cool phase is equal
to 0.5. In our experiments, we also construct workloads wifterent duty cycles of the

cool phase (e.g., 0.6 and 0.75), and in all of these workloads/idual programs reach
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their own steady-state temperatures.
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Figure 7.7: A constructed workload used to mimic the therbeddavior of server work-
loads. [64]

The application of the $RM technique to server workloads is straightforward, just
like in the context-switched multi-program workload sedlipreviously. However, our
simulation results reveal that[BRM is not the best choice for server workloads. In the
workloads of general-purpose computing, since each plsaggy short, the lifetime bal-
ance deposited in the previous cool phases can support lbsequent over-consumption
of lifetime for an interval comparable to that of the hot plhaS DRM can minimize the
impacts on the phase within these workloads. However, iséneer workloads, the inter-
val of the hot phase is much longer, and temperature risadist¢éowards the hot phase
steady-state temperature. At the same time, due to the erpjahdependence of life-
time consumption rate on temperature, the lifetime balamo®nsumed more and more
rapidly, despite a previous long cool phase. Figure 7.8 detnates such a process in the
time interval[0.6s,0.685). After 0.68s, the lifetime balance becon®=a S DRM per-
forms during the rest of the hot phase just as it behaves isitigde program workload.
Therefore, only a small portion of the execution in the hagghbenefits from the lifetime

banking by the cool phase.
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Figure 7.8: SDRM (simple dynamic reliability management) on the synihetorkload
shown in Figure 7.7.

Due to the above reason, one should find a more strategic wsgyetad the lifetime
balance in order to maximize the performance in the hot ph&ece in steady state,
temperature can be modeled as a function of the operatiogdrey, one can find the
relationship between lifetime consumption rate and opeydtequency. Leff (t) denotes
the operating frequency curve in the hot phase,ti¢t)) be the corresponding lifetime
consumption rate. The problem to find the maximum perforreaperating scheduling
while satisfying the reliability constraint can be formigld as a constrained optimization

problem as follows.

Max(E[f(t)]), subject t&e[r(f(t)] = R, t € hot phase

whereE][] is the expected-value function, aRds a constant in the hot phase that is de-
termined by the lifetime balance deposited during the cbalse as well as the nominal
lifetime consumption rate. We assume that, in the hot plagstem performance is pro-
portional to the clock speed.

Figure 7.9 plots clock frequency as a function of the lifeticonsumption rate. It is

obvious that the relationship between clock speed andnlitietonsumption rate forms a
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Figure 7.9: Relationship between clock frequency and tifetconsumption rate.

convex curve. According to Jensen’s inequality, it follothat (as shown in Figure 7.9)
f(E[r(t)]) > E[f(r(t))], which implies that, in order to obtain the best performarmre
should operate with a constant consumption rate. In othedsyone should distribute the
lifetime balance evenly across the hot phase. In order tukk the desired consumption
rate in the hot phase, one has to know the duration of the redephCurrently we as-
sume that this information can be obtained through profileaipnique thanks to the high
regularity of the workload distribution for servers.

With the optimal operating condition in mind, we introduce ¢P_DRM, profile-based
dynamic reliability management) technique, which is a rataxtension of our SRM
with the awareness of the optimal operating points in thephatse. When the server is
running in the cool phase, BRM works the same way as BRM with lifetime balance
banked. When the server enters the hot phad2RPI calculates a new nominal lifetime
consumption rate based on the lifetime balance and theidnmitthe hot phase (obtained
through profiling). Then DRM acts just like SDRM, with the new calculated nominal
consumption rate, which can further exploit some bankirgpofunities due to temperature
variations within the hot phase.

The profiling only provides aredictionthat allows the CPU to jump to the best operat-



Chapter 7. Temperature-aware Runtime Reliability Managefoehligh Performance Systert$0

ing point during a hot phase. In some cases we might not be@bletain accurate work-
load profiles. However, with our PRM technique, the inaccuracy of workload profiles
only affects the the performance optimality, and does railtén violations to the lifetime
budget. That is because our technique always tracks thalaetiability consumption rate

and compares it with the nominal lifetime consumption.

7.6.3 Simulation results for server workloads
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Figure 7.10: Performance comparison of different runtinemagement techniques on the
synthetic workload shown in Figure 7.7 with different dugcles of the cool phase: (a)
0.5, (b) 0.6 and (c) 0.75. [64]

We simulate the synthetic workload shown in Figure 7.7, Whigmics the thermal
behaviors of the real server workload, with different rav@imanagement techniques. We
change the program switching time so that we can test on 3leank with different duty
cycles of the cool phase. We compare the performance slovrdo the hot phase and
the results are presented in Figure 7.10. Both DRM techniquggedorm DTM, and
P_DRM performs the best. The performance aD8M is slightly better than that of
DTM and much worse than_.BRM due to the reasons discussed in above. On the other
hand, PDRM can fully exploit the banking benefits of the cool phase. &@mple, when
the cool phase occupies 60% of the total time (i.e. as inglicay (b) in Figure 7.10),

P_DRM can reduce the performance penalty from 16%(DTM) to ofby(6r equivalently,
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the execution speed of the hot phase is increased DPiRM by about 9.5% over DTM).

Interestingly, for the case when the cool phase occupiesa&e total time (i.e., (C) in

Figure 7.10), no performance slow-down is incurred for HORM techniques, because
the reliability equivalent temperature for that workloadess than the reliability nominal
temperature. Thus, in that case, the lifetime balance lghitkéhe cool phase is enough
to support the full speed execution in the hot phase, whildDXTamps the hot phase
temperature to the reliability temperature, resultingbow a 13% performance penalty in

the hot phase.

7.6.4 An analytical model for PDRM for server workloads

In order to fully understand the potential benefits oDRM on server workloads, we
present a first order analytical model, providing some imsigpf our proposed runtime
techniques. In this model, we approximate server worklagsilsg square waveforms as
shown in Figure 7.11. The solid blue line represents the &atpre/performance profile
with DTM. The temperature profile with_ PRM in the cool phase overlaps with that of
DTM. And P.DRM allows operating points above the reliability temperatin the hot
phase, as presented by the dotted green line in the figure. e tev find out what is
the allowable performance difference between the dottedrgline and the solid blue line
(i.e., the performance gain of BRM over DTM), subject to a fixed lifetime budget. Here
we make an assumption that the processor can operate atkafidgaency higher than
that clamped by the thermal threshold. There are two asped¢kss. First, temperature
excursions will require a reduction in frequency, thus dg performance somewhat, but
should still outperform a strict, temperature-limitedrfoof DTM because the temperature
dependence of frequency is mild [94]. Second, many ICs atetigtunder-clocked due

to thermal limitations. In both cases, there exist possigsl that we can over-drive the
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processor in the hot phase to meet the QoS requirementsuvitiaarificing reliability

lifetime.
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Figure 7.11: Modeling thermal behaviors of server workkaging square wave-
forms. [64]

As one can see from Figure 7.11, two factors might affect thtergial performance
boost by PDRM over DTM: 1. the difference between the steady-state &atpres in
both the hot phase and the cool phase, and 2. the duty cychleafool phase. We set
the reliability temperatur@, = 105°C, associated with the clock frequen&y= 3.0GHz
This setting means that in the hot phase, the maximum peagiacenachieved by DTM is to
operate at ®GHz If we can assume that the dynamic power consumption of thegssor
is proportional to the cubic of clock frequency, the steddyestemperature can be denoted
by T(f) = K¢ f3+ To, whereKy is a constant andy represents the ambient temperature of
the thermal package. Accounting for the contribution ofisj@ower consumption to tem-
perature, we set a higher ambient temperalygre 55°C, and obtairK; = 1.85K /GHZ.

Let AT denote the temperature difference between the hot phastharmbol phasef;
the allowable operating clock frequency in the hot phase IDR®M, anda the duty cycle

of the cool phase. The following equation should be satighegtain the same lifetime
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budget with PDRM:

[rn(Th) —r1i(Th—AT)]a = [ra(f2, T(f2)) —rn(Th)](1—a) (7.2)

wherery, is the nominal reliability consumption rate at temperafly,e; is the consump-
tion rate in the cool phase, amd is the consumption rate in the hot phase with clock
frequencyf, and temperatur& (f;). The left hand side of the above equation represents
the reliability balance banked during the cool phase andigfi hand side represents the
banking deposits to be consumed in the hot phase. Althowgtethperature dependence
of static power is not taken into account in this model, wé fieat it captures the key re-
lationships between performance, operating temperahdeeiability consumption rate,

and is thus sufficient for our purposes.
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Figure 7.12: Performance speed-up due to lifetime bankmdiiberent workload charac-
teristics. [64]

Using the above analytical model (i.e. Equation ( 7.2), we calculate the perfor-
mance speed-up by PRM (i.e. ;—i in the hot phase) as a function Aff and the duty
cycle of the cool phase. The results are presented in Figli®e Which shows that the per-
formance speed-up is highly dependent on the duty cyclesecddlol phase. When the duty
cycle of the cool phase is fixed, the increase of temperatffexehce will also increase

the speed-up. However, after some value (e.g. abo€)2@he temperature difference
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has a minor effect on the speed-up, due to the exponentigndepce of the reliability
consumption rate on temperature. Because the extra réidimlance brought by further
lowering the temperature in the cool phase is negligiblemtmmpared to the very high
consumption rate in the hot phase. This figure suggeststiadtstveet spot” for perfor-
mance speed-up with BRM lies in the case when the duty cycle of the cool phase is more
than 50% and the temperature difference is more thd6,28nd we can expect more than
5% of performance speed-up. Fortunately, as shown befaey server workloads satisfy
these requirements.

The simulation results of DTM and_BRM from Figure 7.7 are re-plotted in Fig-
ure 7.12. The workloads for these data are similar to thatvehio Figure 7.7, with the
cool phase duty cycle equal to 0.5, 0.6 and 0.75 respectivEhe reliability tempera-
ture is set to 98C, while the temperature of the cool phase in these workloaddout
70°C. These simulation results show a similar trend to that jgtediby our simple an-
alytical model, though our analytical model is not calilbdhtigainst any specific simula-
tion data. Therefore, these simulation results confirm fh@ieability of our analytical
model. Compared with the simulation results, it seems tleattalytical model underes-
timates the performance speed-up biDRM. Two major reasons might help explain the
discrepancy. First, in our analytical model, we use a cuelationship between power
and operating frequency, which exaggerates the effectoakdrequency on the temper-
ature, leading to a more conservative estimate of the pednce speed-up. Second, in
the simulations, we include the idle penalties for freqyé&maltage transitions due to dy-
namic frequency/voltage scaling, while in the analyticadd®l, we do not assume any extra

performance penalty for DTM.
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7.7 Summary

In this chapter, we detailed the use of the temperature hilityaand lifetime resource
models to develop novel DRM techniques that reduce the prdioce penalties associated
with existing DTM techniques while maintaining the reqdiexpected IC reliability life-
time. When the operating temperature is below a nominal tesye (i.e., the threshold
temperature used in DTM techniques), lifetime is being cam=d at a slower than nom-
inal rate, effectively banking lifetime for future consutigm. A positive lifetime balance
allows the nominal temperature to be exceeded for some times Consuming lifetime
at a faster than nominal rate) instead of automatically gimgaDTM and unnecessarily
suffering the associated performance penalties.

For general-purpose computing, simulation results rexetilat SDRM provides per-
formance improvements over traditional threshold-bas@dDwithout sacrificing ex-
pected lifetime, or allows the usage of cheaper thermal ggekvithout sacrificing per-
formance. For server workloads, simulations on synthetidki@ads demonstrate the pos-
sibility to increase server QoS by usingllRM when service requests are aggregated. A
conservative analytical model further identifies the “singgots” of server workloads that
benefit from our EDRM. Although the DRM experiments presented in this paper do no
explicitly study the scenarios with long periods of inaityivwhich are commonly seen
in non-server, user-driven workloads, our lifetime bagkiachniques can be applied in
a straightforward way, because our dynamic reliability eld@quation (7.1)) also holds
true in these situations. Consequently, much better pedoca gains would be expected
compared to those obtained in the server style workloadsepted here, because more

lifetime banking opportunities are available during thossectivity periods.
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Conclusion and Future Directions

With the advance of technology scaling, power and thernsaies have been among the
limiting factors facing IC design, due to both the emergesfaaobile devices and increas-
ing complexity and clock frequency on a chip. Higher tempees not only degrade sys-
tem performance, raise packaging costs, and increaseglegkaver, but they also reduce
system reliability via temperature enhanced failure meigmas. In order to ensure the
system operates normally in all corner cases, designeestbaise worst-case assumptions
when designing a complex system. Due to increasing PVT gzxo/oltage, temperature)
variability in systems on future technologies, worst-cassumptions result in excessive
design margins by imposing extreme design constraintsgtwigiads to cost-inefficient
designs. In order to solve the problem, post-design runtmaeagement techniques are
needed for future systems. The advantages of adaptivermemianagement are two-fold.
On one hand, runtime management can adapt the system to tkieagvariations, reach-
ing higher efficiency by reclamation of design margins. Gadther hand, by monitoring
the operating conditions continuously, runtime manageamavoid those extreme cases

which rarely happen, thus relieving the the worst-casegtlesonstraints.

146
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8.1 Conclusion

In this dissertation, we study power and thermal impactsarkiwad variations in various
applications, and investigate runtime management teabsido exploit these variations
to reduce the increasing power and temperature constrdmthe area of power-aware
design, we apply efficient low power techniques in runtimeekploiting workload exe-

cution time variations. In order to attenuate the thermakt@ints, We explore the effect
of temperature variations on circuit reliability, develapeliability model under dynamic
thermal stress, and investigate architectural technitu@saximize circuit performance
without violating IC lifetime. We argue that by combiningraiechniques with existing

design time based optimization techniques, we should ke tabtontinuously enjoy the

advantages brought by technology scaling. Specificallyphbtain the following results.

¢ An efficient method to find the optimal intra-task procraating voltage/frequency
scaling for single tasks in practical real-time systemagistatistical workload infor-
mation [66]. Our method is analytic in nature and proved tojp@émal. Simulation
results verify our theoretical analysis and show signifiearergy savings over previ-
ous methods. In addition, in contrast to the previous tephes in which all available
frequencies are used in a schedule, we find that, by carefelgcting a subset of a
small number of frequencies, one can still design a reaspgalod schedule while

avoiding unnecessary transition overheads.

¢ A formal feedback-control algorithm for dynamic voltagetuency scaling (DVS)
in a portable multimedia system to save power while maingia desired end-to-
end decoding delay [59,60]. Our algorithm is similar in cdexgiy to the previously-
proposed change-point detection algorithm [91] but doesti@bjob of maintaining
stable throughput and is not dependent on the assumptiom @k@onential distri-

bution of the frame decoding rate. For approximately theesamergy savings as
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reported by [91], our controller is able to keep the averagmé delay within 10%
of the target more than 90% of the time, whereas the chanog-getection algo-
rithm kept the average frame delay with 10% of the target Gi86 or less of the

time executing the same workload.

e Even though end-to-end delay is an important QoS metric fobil@ multimedia
players which receive incoming streaming data through #dteork, playback dead-
line missing rate is a more practical metric for high quafityltimedia playback.
By regarding a multimedia playback system as a soft real-8ystem, we model
the decoding process as a discrete-time system excitechidpmainput sequences
representing the incoming stream. Using this novel stdazhasocess model, we
apply formal methods to analyze the decoding system andnlesieedback-based
on-line dynamic voltage/frequency scaling (DVS) alganitto effectively reduce the
energy consumption during multimedia playback. We impletaé our technique in
a laptop computer equipped with a DVS enabled processoryesudts reveal the
proposed algorithm is indeed a good trade-off among enplayback quality, hard-

ware cost and playback latency [65].

e Thermal effects and their induced reliability issues areobgng a limiting factor
for performance, even if aggressive low power design tepies are available. We
present a physics-based dynamic electromigration modektomating interconnect
lifetime subject to temporal and spatial thermal gradienthis model returns re-
liability equivalent temperature and current density tteat be used in traditional
reliability analysis tools. Our models reveal that blindlsing the maximum or av-
erage temperature to evaluate EM lifetime is inappropridr results not only
increase the accuracy of reliability estimates but enabigihers to more aggres-

sively explore the design space and to reclaim the desiggimanposed by less
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accurate, more pessimistic models [61].

e Our dynamic reliability model reveals that reliability cae modeled as a resource
to be consumed at a temperature dependent rate. This nevwebwables the use of
the temperature variability and lifetime resource modelddvelop banking based
dynamic reliability management (DRM) techniques that redtlee performance
penalties. When the operating temperature is below a norengberature (i.e.,
the threshold temperature used in DTM techniques), lifetisnbeing consumed at
a slower than nominal rate, effectively banking lifetime foture consumption. A
positive lifetime balance allows the nominal temperatarédeé exceeded for some
time (thus consuming lifetime at a faster than nominal reisfead of automatically
engaging DTM and unnecessarily suffering the associatefdrpgance penalties.
We develop DRM techniques for both general-purpose and isens&loads. Simu-
lation results reveal that these techniques provide padace (QoS) improvements
over traditional threshold-based DTM without sacrificingpected lifetime, or al-

lows the usage of cheaper thermal package without sacgfpnformance [63, 64].

8.2 Future Directions

Although uni-processor system is used as the test vehiddeghout this dissertation, the
presented techniques can be readily applied to both distdb(multiple) processor sys-
tems and other off-chip components such as memory and l/@etevThere are several

interesting direction in which the work described in thissdirtation can be extended.

Procrastinating voltage scaling for multi-task real-time systems.It has been shown
that procrastinating voltage scaling for multi-task reale systems is superior to

other existing techniques in energy saving [117]. Howewethat work, ideal volt-
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age/frequency scaling (i.e. continuous scaling) is asgufiee techniques presented
in Chapter 3 can be applied in this scenario to derive prdgiocarastinating voltage

scaling for multi-task real-time systems.

Improvement in the dynamic interconnect reliability model. One limitation in the ap-
plication of our dynamic interconnect EM model is that oualgsis is currently
based on two-terminal interconnects, such as those sednhalgignal intercon-
nects and power/ground distribution networks. RecentlymAé al. [8] proposed
lifetime predictions for multi-terminal interconnectst Wwould be useful to extend

our current model to account for multi-terminal intercoaise

Improvement in chip level reliability model. Recent research on material and device re-
liability has shown that temperature- and voltage-depehdgnamic processes also
govern other failure mechanisms, such as stress-migrf@ifn negative-bias tem-
perature instability (NBTI) [116] and gate oxide breakdow]]. It is possible to
derive consumption-rate-based dynamic reliability medef these failure mecha-
nisms just as for electromigration in Chapter 7. A simple y@iservative way to
incorporate multiple failure mechanisms in the reliapilitanking framework is to
apply lifetime banking for each individual failure mechsmiand obtain each mech-
anism’s allowable operating point with the techniques @nésd in this article. We
would then choose the safest one of the allowable operatimg(that is, the low-
est operating frequency) for circuit operation. Thus, r@bdity budget violation
will occur for individual failure mechanisms; however, flgmance gain will be
minimal. A more complicated approach could trade off religbbudgets among

different failure mechanisms without compromising systetability.

The banking techniques presented in Chapter 5 focus on the-a@se component

(the hottest interconnect metal in the chip). Because olmigaes guarantee that
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the worst-case component will satisfy its reliability coast, we can safely claim
that they don't violate system reliability. Nevertheletbés approach is conservative
because temperature distribution and current densityraeam across the chip, and
we can model the chip as a system consisting of serial andlgdasamponents. A
more sophisticated approach would trade off reliabilityoagn different components
without violating system reliability. Such an approach Vbtequire a complex

reliability model such as the one presented by Srinivatah[98].

Power and thermal management in multi-core and distributedsystems.Due to se-
vere power/thermal problem, it becomes inevitable as showndustry trend to
shift from the pursuit of higher clock frequency to chip nngtocessing (CMP).
In CMP architectures, each core (i.e. processing elemeigf)tmiot produce much
heat individually. But the congregate thermal effect stilposes a great challenge
for thermal management. Each core needs to operate at eedifidock frequency
to alleviate the total thermal effect without sacrifice offpemance. It would be
an interesting optimization problem to co-operate mudtipbres in a power- and
temperature-aware fashion. In the other hand, Power angetexture in large scale
computing infrastructures such as Internet data centers bacome the key con-
cerns. As CMP multi-core systems can be thought as miniatiresch large scale
distributed systems, similar optimization problems ardé¢osolved in these large

scale systems [12].

As much of the existing work on power- and temperature-awlasgn focuses on
the processor unit, the physical effects of peripheral comepts such as memory,
disks and 1/0Os become more prominent. In order to achieviersys/ide optimiza-

tions, dynamic techniques to coordinately manage indalidgystem level compo-

nent are urgently needed.



Appendix A

Optimal Speed Schedule for Multi-task with

Memory Stalls

Assuming that there are two tasks which must be finished éeteandlineD, the total
memory stall time when these two tasks are executed is dé&bgtBr,,. In other words,

a fraction ofryy, of the total task execution time is devoted to memory accessDr 1
denote the memory stall time of task 1, the memory stall tifrtagk 2 can be expressed as
Drm(1—r1). The ratios of CPU computation time (at full speed) to the msrnstall time

in the tasks arg; and py for task 1 and task 2 respectively. Task 1 is executed with CPU
speedf; and task 2 withf,. Therefore the execution time for task 1 can be expressed as
Drmfirllpl +Drpr1 and similarly%;“)p2 +Drm(1—ry) for task 2. The relation of these

parameters can be illustrated in Figure A.1.

Due to real-time constraint, it must be satisfied that

Drmripr = Drm(1—r1)p2
+
fq1 fa

= D(1—rp) (A.1)

On the other hand, the power consumption for CPU computaidm@emory access can
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TASK 1 TASK 2
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Drrp, Drr, Dr (1-r)p, Dr_ (1—r1)
f f

1 2

Figure A.1: Time distribution among task execution. Notatthn general, the memory
stall time is interleaved with CPU computation time duringkta@xecution.

be modeled as cubic functions of CPU clock speed:

P=af® for CPU computation

P=Dbf® for memory stall

Therefore, the total energy consumed by the two tasks caalbelated as:
E(f1, f2) = [afZDrmrips+b2Drmra] + [@fZDrm(1—r1)p2+bf3Drm(1—r1)] (A.2)

Given the timing constraint Equation (A.1), we would likefiod the optimal execution
speedf; and f; such that total energy consumption is minimized. This casdeed using

Lagrange multiplier method and it turns out that the optimadcution speeds satisfy:

b fz]fg = [2+39E] £3 (A.3)

[24+3-—
apz am

Thus, the energy-optimal speed schedule can be found byngdieth Equation (A.1) and
(A.3).

Notice that wherp; = p2, f1 = f2. A uniform speed to execute the two tasks yields
minimal energy consumption in this case, which is the santleeasase when the two tasks
are purely CPU-bounded.

When p1 # p2, we are interested to investigate how the energy consumpising
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uniform speed deviates from the optimal solution. Egfform denotes the uniform speed

to execute both tasks. The real-time constraint requiras th

Drmrip1+Drm(1—r1)p2

funiform

=D(1-rpy) (A.4)
The energy consumption using a uniform speed is

E( funifOfm) = afl?niformD<l_ rm) + bfl?niformDrm

Finally, it can be shown that the ratio of optimal energy eonption to that of using

uniform speed can be expressed as:

13 (funitorm— 1)+ f3( f2— funiform
E(fify) _b £l g—fi( et | (1 — o) 4 3rr s + 9rm(1— 1)

E( funiform) B 6B‘fusniform“- - I‘m) + fusniformrm

where fq, f> and funiform can be solved by Equation (A.1), (A.3) and (A.4). Therefore,
Eoptimal

. . a .
[ST— is a function ofrm, r1, p1, p2 andg, and independent @.

Figure A.2 compares the optimal energy consumption with tisang uniform speed
for both tasks, with different values of,, r1, p1 while assuming = b. Several interesting

observations can be made from this figure.

1. Whenrp, is relatively small (e.g.rm < 0.1), the energy difference is within 5% in
spite of the values of1, p1 and py, as indicated by the plots on the top half in
Figure A.2. Recalling thaty, represents the portion of the total allowable execution
time occupied by total memory stalls (sum of two tasks) dytask execution, this
suggests that, when the total memory stall time is small @etto the available

execution time, using uniform speed schedule is still e

2. In spite of the value ofy,, whenp; and p2 are both small or large, the energy con-
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sumption using uniform speed schedule is very close to fitaemptimal. Recalling
thatp; (i = {1,2}) represents the ratio of CPU computation time to the memati st
time when task is executed at full speed, largpr implies the task is more CPU-
bounded, while smaller implies more memory-bounded. Thsepkation suggests
that when the two tasks have similar performance bottlesyacsing uniform speed

schedule is still one of best solutions.

3. Only whenrp, is relatively large (e.grym > 0.1) and the two tasks have quite distinct
performance bottlenecks (e.g1 = 0.2, p2 = 4.0 for memory-bounded vs. CPU-

bounded), is uniform speed schedule inferior to the optsnhkdule.

The results presented in Figure A.2 assume ghatb. In real systems, one might expect
thata > b, since CPU operations usually consume more power than meopemnations.
One can verify that this condition actually increases thtable design space for uniform
speed schedule.

With the above observations at hand, we can evaluate whatiferm speed execution
is still the best choice for real MPEG playback applicatiait the timing characteristics

similar to those shown in Table 5.1. There are two cases:

e Case I: There are two distinct tasks for each frame during enpldyback: decode
task and display task. As revealed from Table 5.1 and FiguBéhh decode task
is more CPU-bounded while display task is strongly memomyrged. According
to Observation 3, it is better to execute these two tasksffareint speed. That is
exactly what we did in our experiments—we display frameagisi fixed low CPU

speed.

e Case Il: Decode multiple frames using one single speed wieepegsible. Table 5.1

shows that the decoding task is CPU-bounded disregard thmeefrtgpe. Therefore,
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according to Observation 2, decoding multiple frames witifarm speed is ex-
pected to achieve near-to-optimal energy saving. Thaesadithe key ideas behind
our feedback DVS system design to emphasize speed unifoesiillustrated in

Section 5.5 of Chapter 5.



Appendix B

Electromigration with Free Stress at Both Ends

Consider an EM process with zero stress at both ends of thd hmetaand with non-
uniform temperature distribution across the metal linethinsteady state, the mechanical
stress along the line reaches its steady distributio%@f 0. And the following equation

is hold (from Equation (6.2)):

1= 5 (B (%5 - aTi) ) ) =0

with the boundary conditiong(0,t) = o(l,t) = 0, whereT (X) is the temperature profile.

Therefore B (T (x)) ("%E(X) — a(T(x))) = J, wherel is a constant and represents the
steady state atom flux. Thus, in the steady state of EM prptiesge exists a constant

atomic flux from one end (cathode) of the metal line to the io{aaode). It follows that

(a%—g(x) — a(T(x))) = ﬁ By integrating both sides of this equation along the metal
| [

line, and noticing thats(0) = o(l) = 0, we obtain— [ a(T (X)dx = Jfﬁdx And
0 0
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finally the steady state atomic flux can be expressed as:




Bibliography

[1] FFmpeg projecthttp://ffnpeg. npl ayer hg. hu/ .

[2] Linux kernel CPUfreq subsystert t p: / / ww. ker nel . or g/ pub/ i nux/util s/
kernel / cpufreq/ cpufreq. htnl .

[3] Movie trailers.http://trailer.nerodigital.confenu/index.htm.

[4] Movie trailers.htt p: // waw. di vx. conl novi es.

[5] Movie trailers.htt p: // ww. appl e. com qui ckti me/ gui de/ hd/ .

[6] The 2005 international technology roadmap for semicmtors (ITRS), 2005.

[7] A. H. Ajami, K. Banerjee, and M. Pedram. Modeling and asa&yof non-
uniform substrate temperature effects on global ulsi aaenects.IEEE Trans. on

Computer-Aided Design of Integrated Circuits and Syst@#):849-861, 2005.

[8] S. M. Alam, G. C. Lip, C. V. Thompson, and D. E. Troxel. Circlavel reliability
analysis of Cu interconnects. Rroc. of the 5th International Symposium on Quality

Electronic Design (ISQED’04)pages 238-243, 2004.

[9] A. Andrei, M. T. Schmitz, P. Eles, Z. Peng, and B. M. Al-Hash Overhead-

conscious voltage selection for dynamic and leakage poeguation of time-

160



Bibliography 161

constraint systems. IRroc. of Design, Automation and Test Europe Conference

(DATE2004) 2004.

[10] K. Banerjee and A. Mehrotra. Global (interconnect) wang. IEEE Circuits and

Device Magazingpages 16—32, September 2001.

[11] L. Beniniand G. D. MicheliDynamic Power Management: Design Techniques and

CAD Tools Kluwer, 1998.

[12] R. Bianchini and R. Rajamony. Power and energy managemeséfeer systems.

IEEE Computer37(11):68 — 74, November 2004.

[13] D. T. Blaauw, C. Oh, V. Zolotov, and A. Dasgupta. Staticcalemigration anal-
ysis for on-chip signal interconnectsEEE Trans. on Computer-Aided Design of

Integrated Circuits and Systen2(1):39-48, January 2003.

[14] J. R. Black. Mass transport of aluminum by momentum exgkamith conducting

electrons. INEEE Int. Rel. Phys. Sympages 148-159, 1967.

[15] P. Bohrer, E. Elnozahy, T. Keller, M. Kistler, C. Lefurggnd R. Rajamony. The
case for power management in web servers. In R. Graybill anddthdvh, editors,

Power Aware Computindluwer Academic Publications, 2002.

[16] D. Brooks and M. Martonosi. Dynamic thermal managementfgh-performance
microprocessors. IRroc. of the 7th International Symposium on High-Perforoean

Computer Architecture (HPCA-7January 2001.

[17] D. Brooks, V. Tiwari, and M. Martonosi. Wattch: a frameskdor architecture-
level power analysis and optimizations. Pmoc. 27th Annual International Symp.

on Computer Architecture (ISCAyages 83—94, June 2000.



Bibliography 162

[18] D. Burger and T. M. Austin. The simplescalar toolsetsuen 2.0.Computer Archi-
tecture News25(3):13-25, June 1997.

[19] I. Castillo. Introduction to Direct Hardware Access on Pocket.Pi@&t p: / / www.

col ums. pocket now. com September 2001.

[20] S. Cen, C. Pu, R. Staehli, C. Cowan, and J. Walpole. A disgtttal-time mpeg
video audio player. IfProceedings of the 5th International Workshop on Network

and Operating System Support for Digital Audio and Videages 142 — 153, 1995.

[21] Y.-K. Cheng and S.-M. Kang. A temperature-aware simofaenvironment for
reliable ULSI chip designIEEE Trans. on Computer-Aided Design of Integrated
Circuits and System49(10):1211-20, October 2000.

[22] T.-Y. Chiang, K. Banerjee, and K. C. Saraswat. Analytit&rtmal model for mul-
tilevel VLSI interconnects incorporating via effedEEE Electron Device Letteys

23(1):31-33, January 2002.

[23] K. Choi, K. Dantu, W. Cheng, and M. Pedram. Frame-baseduyn voltage and
frequency scaling for a mpeg decoder.Aroceedings of International Conference

on Computer Aided Desigpages 732—-37, November 2002.

[24] K. Choi, R. Soma, and M. Pedram. Off-chip latency-drivgmahmic voltage and
frequency scaling for an mpeg decoding Pimceedings of 41st Design Automation

Conferencepages 544 — 549, June 2004.

[25] Z.-S. Choi, C. L. Gan, F. Wei, C. V. Thompson, J. H. Lee, K. eyPand W. K.
Choi. Fatal void size comparisons in via-below and via-ab©uedual-damascene
interconnects. IMaterials, Technology and Reliability of Advanced Intemects

— 2004 volume 812 oMater. Res. Soc. Symp. Prppages 373—-378, 2004.



Bibliography 163

[26] E. Chung, L. Benini, and G. D. Micheli. Contents providssigted dynamic voltage
scaling for low energy multimedia applications. Bmoceedings of International

Symposium on Low Power Electronics and Despages 42—47, August 2002.

[27] J. Clement. Reliability analysis for encapsulated icd@nect lines under DC and
pulsed DC current using a continuum electromigration partsmodel. J. Appl.

Phys, 82(12):5991, December 1997.

[28] J. Clement. Electromigration modeling for integrat@duit interconnect reliability

analysislEEE Trans. on Device and Materials Reliability(1):33—42, March 2001.

[29] J. A. Davis and J. D. Meindl, editorsinterconnect Technology and Design for

Gigascale IntegrationKluwer, 2003.

[30] D.Brooks and M. Martonosi. Dynamic thermal managementigh-performance
microprocessors. IRroceedings of the Seventh International Symposium on-High

Performance Computer Architecturgages 171-182, January 2001.

[31] N. Dragone, A. Aggarwal, and L. R. Carley. An adaptive driposoltage regulation
technique for low-power applications. Froceedings of the 2000 International

Symposium on Low Power Electronics and Despages 20—-24, July 2000.

[32] M. Elnozahy, M. Kistler, and R. Rajamony. Energy consgorapolicies for web
servers. IrProc. of the 4th USENIX Symposium on Internet TechnologidsSgs-
tems March 2003.

[33] G. F. Franklin, J. D. Powell, and A. Emami-Naeiieedback Control of Dynamic
SystemsAddison-Wesley, third edition, 1994.

[34] G. F. Franklin, J. D. Powell, and M. L. WorkmanDigital Control of Dynamic
SystemsAddison-Wesley, third edition, 1998.



Bibliography 164

[35]

[36]

[37]

[38]

[39]

[40]

[41]

F. Gruian. Hard real-time scheduling for low-energyngsstochastic data and dvs
processors. IfProceedings of International Symposium on Low Power Eleate

and Design 2001 (ISLPED’OlAugust 2001.

W. Guo, Z. Li, H. Zhu, W. Zhang, Y. Ji, Y. Sun, and G. Sheeniperature gradient
impact on electromigration failure in visi metalization.Rroceedings of 14th IEEE

SEMI-THERM Symposiurt998.

M. Hauschildt, M. Gall, S. Thraasher, P. Justison, LcMielson, H. Kawasaki, and
P. S. Ho. Statistical analysis of electromigration lifedésrand void evolution for cu
interconnects. IMaterials, Technology and Reliability of Advanced Intenects

— 2004 volume 812 oMater. Res. Soc. Symp. Prppages 379-384, 2004.

L. He, W. Liao, and M. R. Stan. System level leakage reductonsidering the
interdependence of temperature and leakagePrtteedings of 41st Design Au-

tomation Conference (DACpages 12—-17, June 2004.

C. V. Hollot, V. Misra, D. Towsley, and W. Gong. A contrdigoretic analysis of
RED. InProceedings of IEEE INFOCOMApril 2001.

M. Horowitz, A. Joch, F. Kossentini, and A. Hallapuro.284/avc baseline profile
decoder complexity analysislEEE TRANSACTIONS ON CIRCUITS AND SYS-
TEMS FOR VIDEO TECHNOLOGY3(7):704-716, July 2003.

C.-H. Hsu and W.-C. Feng. Reducing overheating-induciéarés via performance-
aware cpu power management.Tine Sixth LCI International Conference on Linux

Clusters: The HPC Revolution 200&pril 2005.



Bibliography 165

[42] C.-H.Hsuand U. Kremer. The design, implementation,@rauation of a compiler
algorithm for cpu energy reduction. Rroc. of the ACM SIGPLAN 2003 conference
on Programming language design and implementatiages 38-48, 2003.

[43] W. Huang, M. R. Stan, K. Skadron, K. SankaranarayananGRosh, and
S. Velusamy. Compact thermal modeling for temperature-@wasign. InPro-

ceedings of 41st Design Automation Conference (Dp&ges 878-883, June 2004.

[44] C. J. Hughes, J. Srinivasan, and S. V. Adve. Saving enefitfyarchitectural and
frequency adaptations for multimedia applicationsPmceedings of the 34th An-

nual International Symposium on Microarchitectuiecember 2001.

[45] W. R. Hunter. Self-consistent solutions for allowedertonnect current density-
part I: Implications for technology evolutionlEEE Trans. on Electron Devices

44(2):304-309, February 1997.

[46] W. R. Hunter. Self-consistent solutions for allowedrtionnect current density-part
II: Application to design guidelineslEEE Trans. on Electron Deviced4(2):310—
316, February 1997.

[47] C. Im and S. Ha. Dynamic voltage scheduling with bufferdaw- power multi-
media applicationsACM Transactions on Embedded Computing Systems (TECS)
3(4):686—705, November 2004.

[48] R. Jejurikar and R. Gupta. Procrastination schedulingxed priority real-time
systems. IrProc. of the 2004 ACM conference on Languages, compilerstcoisl

for embedded systems (LCTES'Q#)ne 2004.

[49] N. K. Jha. Low power system scheduling and synthesislEEE Int. Conf. on
Computer-Aided DesigiNovember 2001.



Bibliography 166

[50] K. Jonggook, V. C. Tyree, and C. R. Crowell. Temperature igraceffects in elec-
tromigration using an extended transition probability mlcghd temperature gradi-
ent free tests. IiProceedings of the IEEE Integrated Reliability Workshdp\)
pages 24-40, 1999.

[51] M. A. Korhonen and P. Bggesen. Stress evolution due ttrelaigration in con-

fined metal linesJ. Appl. Phys.73(8):3790, April 1993.

[52] J. R. Lorch and A. J. Smith. PACE: A new approach to dynamitage scaling.
IEEE Tran. on Computer$3(7):856—-869, July 2004.

[53] C.Lu, T.F. Abdelzaher, J. A. Stankovic, and S. H. Son. édigack control approach
for guaranteeing relative delays in web serversPilaceedings of the IEEE Real-

Time Technology and Applications Symposidune 2001.

[54] C. Lu, G. A. Alvarez, and J. Wilkes. Aqueduct: Online dateration with perfor-
mance guarantees. Rroceedings of the USENIX Conference on File and Storage

Technologiespages 219-230, January 2002.

[55] C. Lu, J. A. Stankovic, G. Tao, and S. H. Son. Design antuexin of a feedback
control EDF scheduling algorithm. IRroceedings of the 20th IEEE Real-Time
Systems Symposiupages 5667, December 1999.

[56] C. Lu, J. A. Stankovic, G. Tao, and S. H. Son. Feedbackrobrgal-time schedul-
ing: Framework, modeling, and algorithni®eal-Time Systems JournaB:85-126,
2002.

[57] Y. Lu, L. Benini, and G. D. Micheli. Dynamic frequency d$icgy with buffer in-
sertion for mixed workloadslEEE Transactions on computer-aided design of inte-

grated circuits and system21(11):1284-1305, November 2002.



Bibliography 167

[58]

[59]

[60]

[61]

[62]

[63]

[64]

Y. Lu, A. Saxena, and T. F. Abdelzaher. Differentiateatizing services: a control-
theoretical approach. IIRroceedings of the International Conference on Distributed

Computing SystemApril 2001.

Z. Lu, J. Hein, M. Humphrey, M. Stan, J. Lach, and K. SkadrControl-theoretic
dynamic frequency and voltage scaling for multimedia woakls. InProceedings
of the 2002 International Conferences on Compilers, Architeg and Synthesis for

Embedded Systenmages 156—-163, October 2002.

Z. Lu, J. Hein, M. Stan, J. Lach, and K. Skadron. Conthadretic dynamic fre-
guency and voltage scaling. the 2002 Workshop on Self-healing, Adaptive, and
Self-managed Systems (SHAMAN,@ine 2002. in conjunction with ICS 2002.

Z. Lu, W. Huang, J. Lach, M. Stan, and K. Skadron. Intercect lifetime pre-
diction under dynamic stress for reliability-aware desi¢gmProc. of International

Conference on Computer Aided Desigages 327—334, November 2004.

Z.Lu, J. Lach, M. Stan, and K. Skadron. Reducing multiraettcode power using
feedback control. IfProc. of International Conference on Computer Desigages

489-96, October 2003.

Z. Lu, J. Lach, M. Stan, and K. Skadron. Banking chip life¢: Opportunities and
implementation. InNorkshop on High Performance Computing Reliability Issues

February 2005. in conjunction with HPCA 2005.

Z. Lu, J. Lach, M. Stan, and K. Skadron. Improved therrm@nagement with
reliability banking. IEEE Micro., 25(6):40—49, November/December 2005. 2005

special issue on Reliability-Aware Microarchitectures.



Bibliography 168

[65]

[66]

[67]

[68]

[69]

[70]

[71]

Z. Lu, J. Lach, M. Stan, and K. Skadron. Design and im@etation of an energy
efficient multimedia playback system. Broc. of the 40th Asilomar Conference on

Signals, Systems and Compuiédstober 2006.

Z. Lu, Y. Zhang, M. R. Stan, J. Lach, and K. Skadron. Prsiinating voltage
scheduling with discrete frequency sets. Hroc. of Design, Automation and Test

Europe Conference (DATEMarch 2006.

M. Mattavelli and S. Brunetton. Implementing real-timeeo decoding on multi-
media processors by complexity prediction techniquEEE Transactions on Con-

sumer Electronics44(3):760-767, August 1998.

K. Mayer-patel, B. C. Smith, and L. A. Rowe. The Berkeley s@ite MPEG-1
video decoderACM Transactions on Multimedia Computing, Communications and

Applications 1(1):110-125, February 2005.

R. McGowen, C. Poirier, C. Bostak, J. Ignowski, M. Millicat, Parks, and S. Naf-
fziger. Power and temperature control on a 90-nm Itaniuniljgpnocessor.|EEE

Journal of Solid-State Circuifgl1(1):229-237, January 2006.

R. C. McOwen.Partial differential equations: methods and applicatiofsentice-

Hall, 1995.

W. K. Meyer, R. Solanki, and D. Evans. Near-threshola¢tet@migration of dama-
scene copper on tin barrier. Materials, Technology and Reliability of Advanced
Interconnects — 20Q3olume 766 oMater. Res. Soc. Symp. Prppages 145-150,
2003.



Bibliography 169

[72] B. Mochocki, X. Hu, and G. Quan. A unified approach to valéavoltage schedul-
ing for nonideal dvs processordEEE Transactions on Computer-Aided Design of

Integrated Circuits and Systen®3(9):1370— 1377, September 2004.

[73] T. Mudge. Power: A first class design constraint for faetarchitectures.IEEE

Computer 34(4), April 2001.

[74] H. V. Nguyen, C. Salm, B. Krabbenborg, K. Weide-Zaage, ks&hop, A. J.
Mouthaan, and F. G. Kuper. Effect of thermal gradients oneleetromigration
lifetime in power electronics. IRroc. of the 42nd Annual International Reliability

Physics Symposium (IRR®pges 619-620, 2004.

[75] E. T. Ogawa, K.-D. Lee, V. A. Blaschke, and P. S. Ho. Electigration relia-
bility issues in dual-damascene Cu interconnectiofsSEE Trans. on Reliability

51(4):403-419, December 2002.

[76] Y.-J. Park, V. K. Andleigh, and C. V. Thompson. Simulaisoof stress evolution
and the current density scaling of electromigration-iretufailure times in pure and

alloyed interconnectsl. Appl. Phys.85(7):3546—3555, April 1999.

[77] P.Pillaiand K. G. Shin. Real-time dynamic voltage soglior low-power embedded
operating systems. IRroc. of 18th Symposium on Operating Systems Pringiples

October 2001.

[78] D. Ponomarev, G. Kucuk, and K. Ghose. Dynamic allocatibdatapath resources
for low power. InProc. Workshop on Complexity-Effective Design (WCED-01)
June 2001.



Bibliography 170

[79] J. Pouwelse, K. Langendoen, and H. Sips. Dynamic veltgling on a low-power
microprocessor. IfProc. of the Conf. on Mobile Computing and Networkidgly

2001.

[80] R. Puri, L. Stok, J. Cohn, D. Kung, D. Pan, D. Sylvester, Av&tava, and S. Kulka-
rni. Pushing asic performance in a power envelope.Pioceedings of the 40th

conference on Design automatigrages 788 — 793, June 2003.

[81] J. M. Rabaey, A. Chandrakasan, and B. NikoliDigital Integrated Circuits: A

Design PerspectiveRPrentice Hall, 2 edition, December 2002.

[82] A. Ramakrishnan and M. G. Pecht. A life consumption manmiy methodology
for electronic systemslEEE Trans. on Components and Packaging Technologies

26(3):625-634, September 2003.

[83] R. Rao and S. Vrudhula. Energy optimal speed control ofcgsvwith discrete
speed sets. IRroc. of the 42nd annual conference on Design automatiome

2005.

[84] S. Rochel, G. Steele, J. R. Lloyd, S. Z. Hussain, and D. kxeser. Full-chip
reliability analysis. InProc. Int. Reliability Physics Symposiumages 356—-362,
1998.

[85] W. Rudin.Real and Complex Analysi&cGraw-Hill, 1987.

[86] T. Sakurai and A. Newton. Alpha-power law MOSFET modadi dts applications
to CMOS inverter delay and other formula&€EE Journal of Solid-State Circuits
25(2):584-594, April 1990.

[87] H. Sanchez et al. Thermal management system for higioipeance powerPC mi-

croprocessors. IRroceedings of COMPCON’'9February 1997.



Bibliography 171

[88] M. E. Sarycheyv, Y. V. Zhitnikov, L. Borucki, C.-L. Liu, and@. M. Markhviladze.
General model for mechanical stress evolution during eleugration. J. Appl.

Phys, 86(6):3068—75, September 1999.

[89] G. Semeraro, G. Magklis, R. Balasubramonian, D. H. Alsare. Dwarkadas, and
M. L. Scott. Energy-efficient processor design using mldtgdock domains with
dynamic voltage and frequency scaling.Aroceedings of 8th International Sympo-

sium on High-Performance Computer Architecture (HPCA G8bruary 2002.

[90] V. Sharma, A. Thomas, T. Abdelzaher, K. Skadron, and &Z. Power-aware QoS
management in web servers. Bmoc. of Real-Time Systems Symposium (RTSS)

pages 63— 72, December 2003.

[91] T. Simunic, L. Benini, A. Acquaviva, P. Glynn, and G. D. ¢hieli. Dynamic voltage

scaling for portable systems. Rroc. Design Automation Conflune 2001.

[92] A.Sinhaand A. P. Chandrakasan. Energy efficient rea¢-gcheduling. IProceed-
ings of the International Conference on Computer Aided De@iQG@AD), Novem-

ber 2001.

[93] K. Skadron, T. Abdelzaher, and M. R. Stan. Control-theoreechniques and
thermal-RC modeling for accurate and localized dynamictiaémanagement. In
Proceedings of the Eighth International Symposium on Heghformance Com-

puter Architecturepages 17-28, February 2002.

[94] K. Skadron, K. Sankaranarayanan, S. Velusamy, D. fiala Stan, and W. Huang.
Temperature-aware microarchitecture: Modeling and impletation.ACM Trans.

on Architecture and Code Optimizatioh(1):94-125, March 2004.



Bibliography 172

[95] K. Skadron, M. R. Stan, W. Huang, S. Velusamy, K. Sankayeaman, and D. Tarjan.
Temperature-aware microarchitecturePhoc. of the 30th International Symposium

on Computer Architecturgpages 2—13, June 2003.

[96] J. Srinivasan and S. V. Adve. Predictive dynamic thérmanagement for multi-
media applications. IRroc. of the 17th Annual ACM International Conference on

Supercomputingpages 109-120, June 2003.

[97] J. Srinivasan, S. V. Adve, P. Bose, and J. A. Rivers. The tadifetime reliability-
aware microprocessors. Rroc. of the 31st International Symposium on Computer

Architecture pages 276-287, June 2004.

[98] J. Srinivasan, S. V. Adve, P. Bose, and J. A. Rivers. Exiplgistructural duplication
for lifetime reliability enhancement. IRroc. of the 32st International Symposium

on Computer ArchitectureJune 2005.

[99] J. A. Stankovic, C. Lu, S. H. Son, and G. Tao. The case fedifeck control real-
time scheduling. IlProceedings of the IEEE Euromicro Conference on Real-Time

June 1998.

[100] D. C. Steere, A. Goel, J. Gruenburg, D. McNamee, C. Pu, andfalpole. A
feedback-driven proportion allocator for real-rate sahied). In Proceedings of the
Third Symposium on Operating System Design and Implenn@mtpages 145-158,
February 1999.

[101] V. Swaminathan and K. Chakrabarty. Network flow techies|for dynamic voltage
scaling in hard real-time system&EE Transactions on Computer-Aided Design of

Integrated Circuits and Systent3:1385-1398, October 2004.



Bibliography 173

[102] Y. Tan, P. Malani, Q. Qiu, and Q. Wu. Workload prediatiand dynamic voltage
scaling for mpeg decoding. IRroceedings of Asia and South Pacific Design Au-

tomation Conferencgages 911-916, January 2006.

[103] L. M. Ting, J. S. May, W. R. Hunter, and J. W. McPherson. @l€ctromigration
characterization and modeling of multilayered intercansenProc. Int. Reliability

Physics Symposiumpages 311-316, March 1993.

[104] A. Varma, B. Ganesh, M. Sen, S. R. Choudhary, L. Srinivasad B. Jacob. A
control-theoretic approach to dynamic voltage scalingPioceedings of Interna-
tional Conference on Compilers, Architectures, and Synshiesi Embedded Sys-
tems (CASESpages 255-266, October 2003.

[105] S. Velusamy, K. Sankaranarayanan, D. Parikh, T. Ataded, and K. Skadron. Adap-
tive cache decay using formal feedback controlProceedings of the 2002 Work-

shop on Memory Performance Issubtay 2002.

[106] R. A. Wachnik, R. G. Filippi, T. M. Shaw, and P. C. Lin. Praat benefits of
the electromigration short-length effect, including a n#ssign rule methodology
and an electromigration resistant power grid with enhangidability. In 2000

Symposium on VLSI Technology Digestges 220-221, 2000.

[107] T.-Y. Wang and C. C.-P. Chen. 3-D thermal-ADI: A lineané chip level transient
thermal simulator.lEEE Trans. on Computer-Aided Design of Integrated Circuits

and System®1(12):1434-45, December 2002.

[108] T.-Y. Wang, J.-L. Tsai, and C. C.-P. Chen. Thermal and pamegrity based
power/ground networks optimization. Rroc. of the Design, Automation and Test

in Europe Conference and Exhibitiomolume 2, pages 830-835, February 2004.



Bibliography 174
[109] Wikipedia. Pentium 4htt p://en. wi ki pedi a. org/w ki / Penti um 4.

[110] L. S. Y. Wong, S. Hossain, and A. Walker. Leakage curoamcellation technique
for low power switched-capacitor circuits. Rroceedings of the 2001 International

Symposium on Low Power Electronics and Despmages 310-315, August 2001.

[111] E. Wu, J. Sune, W. Lai, E. Nowak, J. McKenna, A. Vayshanland D. Harmon.
Interplay of voltage and temperature acceleration of okigakdown for ultra-thin

gate oxidesSolid-State Electroni¢c16(11):1787-1798, November 2002.

[112] F. Xie, M. Martonosi, and S. Malik. Intra-program dyn@& voltage scaling: Bound-
ing opportunities with analytical modelindh\CM Transactions on Architecture and

Code Optimizationl, September 2004.

[113] R. Xu, C. Xi, R. Melhem, and D. Moss. Practical PACE for entextisystems. In
Proc. of the 4th ACM International Conference on Embeddedvaodt (EMSOFT
'04), 2004.

[114] H. Ye, C. Basaran, and D. C. Hopkins. Numerical simulatbistress evolution
during electromigration in IC interconnect linekEEE Trans. on Components and

Packaging Technologie26(3):673-681, September 2003.

[115] W. Yuan and K. Nahrstedt. Energy-efficient soft reald CPU scheduling for mo-
bile multimedia systems. IRroc. of the 19th ACM Symposium on Operating Sys-
tems Principles (SOSP’03pctober 2003.

[116] S. Zafar, B. Lee, J. Stathis, A. Callegar, and T. Ning. Adeidor negative bias
temperature instability (NBTI) in oxide and high-k pfets. 2004 Symposium on
VLSI Technology and Circuitdune 2004.



Bibliography 175

[117] Y. Zhang, Z. Lu, J. Lach, K. Skadron, and M. R. Stan. Ogtiprocrastinating volt-
age scheduling for hard real-time systemsPHoc. of the 42nd annual conference

on Design automatigrJune 2005.

[118] Y. Zhang, D. Parikh, K. Sankaranarayanan, K. Skadrod,M. Stan. Hotleakage: A
temperature-aware model of subthreshold and gate leakagechitects. Technical

Report CS-2003-05, U.Va. Department of Computer Science, iV2003.

[119] Y. Zhu and F. Mueller. Feedback edf scheduling expigidynamic voltage scal-
ing. In Proceedings of the Real-Time and Embedded Technology gultcégons
Symposiumpages 84-93, May 2004.



