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Abstract—This paper demonstrates how to use multiple chan-  In this paper, we focus on how to efficiently use multiple
nels to improve communication performance in Wireless Sensor channels in WSNs to improve communication performance.
Networks (WSNSs). We first investigate multi-channel realities in Different from previous works, we first investigate multi-

WSNs through intensive empirical experiments with Micaz motes. - . ..
Our study shows that current multi-channel protocols are not channel realities found in WSNs through a set of empirical

suitable for WSNs, because of the small number of available xperiments. Next, we propose a Tree-based Multi-Channel
channels and unavoidable time errors found in real networks. Protocol (TMCP) for data collection applications, and gtad
With these observations, we propose a novel tree-based multi- new channel assignment problem. The main contributions of
channel scheme for data collection applications, which allocates ;. .

e . -~ this work are:
channels to disjoint trees and exploits parallel transmissions
among trees. In order to minimize interference within trees, we

define a new channel assignment problem which is proven NP-
complete. Then we propose a greedy channel allocation algorithm
which outperforms other schemes in dense networks with a small
number of channels. We implement our protocol, called TMCP, in
a real testbed. Through both simulation and real experiments, we
show that TMCP can significantly improve network throughput
and reduce packet losses. More importantly, evaluation results
show that TMCP better accommodates multi-channel realities
found in WSNs than other multi-channel protocols.

This paper presents an empirical study of multi-channel
realities through intensive experiments, and analyzes the
practical issues of current multi-channel protocols. We
show that these protocols are not suitable for general
WSNs because of the small number of available channels
and unavoidable time synchronization errors found in

practice.

TMCP partitions the whole network into multiple sub-

trees, allocates different channels to each subtree, and
then forwards each data flow only along its corresponding
subtree. This scheme can work well with a small number
of channels and has a very simple transmission scheme

I. INTRODUCTION

As an emerging technology, Wireless Sensor Networks
(WSNSs) have a wide range of potential applications, inclgdin
environmental monitoring, smart buildings, medical caned without the need for synchronization at nodes, which
many other industry and military applications. A large nemb makes it suitable for practical WSNs.
of protocols have been proposed for the MAC, routing and« We define and solve a new problem of how to partition
transport layers. However with a single channel, WSNs cannot networks into subtrees with minimizing the intra-tree
provide reliable and timely communication with high data interferences. We analyze the complexity of the problem
rate requirements because of radio collisions and limited and propose a greedy solution algorithm. Evaluation
bandwidth. For example, in the “Ears on the ground” project results show that it reduces interference in dense networks
[1], the network cannot transmit multiple acoustic streams over other schemes.
to the sink. On the other hand, current WSN hardware,« We implement TMCP in a real testbed and evaluate its
such as Micaz and Telos that use the CC2420 radio, already performance through both simulation and real experi-
provide multiple frequencies. So it is imperative to design ments. It is shown that TMCP can greatly improve net-
multi-channel based communication protocols in WSNs to  work throughput, while maintaining high packet delivery
improve network throughput and provide reliable and timely  ratios and low delivery latency. Furthemore, we show that
communication services. it outperforms other multi-channel protocols.

Recently some MAC layer multi-channel protocols have
been proposed to improve network performance in WSNs.The rest of paper is organized as follows. In secfion II,
These protocols typically assign different channels to-twave explain related work. In section |ll, we present empir-
hop neighbors to avoid potential interferences, and als@de ical results from experiments that investigate multi-afeln
sophisticated MAC schemes to coordinate channel switchirgplities found in WSNs. The design of TMCP is presented
and transmissions among nodes. For example, MMSNI2j, section IV. In section V, we describe the related channel
TMMAC[3] and MCMACI4] are such protocols designed forassignment problem and present a greedy algorithm with
WSNSs. Simulation results show that they can significantiys evaluation. In section VI, we evaluate the performance
improve network throughput over MAC protocols using af TMCP with simulation and real experiments. Finally, in
single channel. section VII, we present conclusions and future work.
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Il. RELATED WORK [9] which assigns channels to connected components in wire-

less ad hoc networks, and in [10], nodes dynamically select

In the state-of-the-art research, a significant number ghannels based on a control theory approach to achieve load

multi-channel protocols have been proposed for WSNs Hajance among channels. While these solutions have a similar

general, such as multi-channel MAC protocols [5] [6] [7}avor in channel assignment to ours, our scheme focuses on
[8]. These protocols either require multiple radio tramsees npow to use multi-channels to construct the optimal topology

at each node, or need certain kinds of control messages \jih low interferences and optimize throughputs in pragtic
channel negotiation. However, they are not suitable for WSNgNs.

applications. First, each sensor device is usually eqdippth
a single radio transceiver, which cannot function on déffer [Il. EXPERIMENTS ONMULTI-CHANNEL REALITIES
frequencies simultaneously. Second, the network bantiviidt | order to design good protocols, we need to better under-
WSNs is very limited and the data packet size is very smadand multi-channel realities in WSNSs. In this section, wst fir
Therefore, channel negotiation packets can not be ignasedcanduct a set of empirical experiments to investigate multi
small overhead. channel interference properties of Micaz hardware, iriolyid
Recently, MMSN [2], TMMAC [3] and MCMAC [4] are adjacent channel interferences and interferences with1802
three new multi-channel MAC protocols designed especialietworks. These properties are well studied in wirelessoad h
for WSNs. They all try to assign different channels to nodesetworks [11] [12][13], but there is a lack of empirical skesl
in a two-hop neighborhood to avoid potential interferencef WSNs. Then we measure the performance of node-based
We call these node-based multi-channel protocols. Simulaulti-channel schemes on a single path and investigate the
tion results show that they improve performance in WSNgpact of time synchronization errors. With these experitake
compared with single channel protocols. However, with Rodgesults, our analysis shows that current node-based ssheme
based channel assignment schemes, a node typically hagrea not suitable for dense and large WSNs, as well as for
different channel from its downstream and upstream nodegplications with high data rates.
Within a multi-hop flow, nodes have to switch channels to )
receive and forward packets which can cause very frequéht Number of Available Orthogonal Channels
channel switching and potential packet losses. In ordevd@a  An important parameter for multi-channel designs is the
such packet losses, node-based protocols use some negatimber of channels which can actually be used in WSNs.
tion or scheduling schemes to coordinate channel switchige CC2420 radio chip [14] used in Micaz motes provides 16
and transmissions among nodes with different channels. Fmn-overlapping channels, with 5MHz spacing. However, not
instance, all three protocols mentioned above use time slail channels can be used in a single sensor network to provide
to coordinate transmissions. They face practical issuesdah parallel transmissions because of close channel inteddese
WSNSs, including: 1) a large number of orthogonal channedhd interferences caused by 802.11 networks.
are needed for channel assignment in dense networks; 2]) Non-orthogonal Channel Interferencelsion-orthogonal
they require precise time synchronization at nodes, 3)mélanchannel interferences are well studied in general wireless
switching delay and scheduling overhead cannot be ignorneétworks [13]. For WSNs hardware, the CC2420 chip spec-
because of frequent channel switching, especially for higfication [14] indicates that the adjacent channel rejectio
data rate traffic, and 4) these protocols are typically cempl is 45/30 dB, but few works study its real impact on the
which require more resources at motes. Our paper studigsformance of multi-channel WSNs. In the following we
these practical issues through empirical experiments witesent experiments to study this phenomenon.
Micaz motes and shows that node-based protocols may nofn the first experiment, we place three Micaz motes in a
be suitable for WSNs in practice. line, with one transmitter, one receiver and one jammer. The
More recently, two different channel assignment methogsmmer’s transmission is synchronized with the transmitte
are proposed. A component-based protocol is presentedgenerate interferences. Both the transmitter and the vecei
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use channel 11. While the transmitter changes its trangmisshetworks impact channels in WSNs. We put 8 pairs of Micaz
power, we measure packet reception ratios of the receivernades closely together in a department office, where meltipl
three cases: without the jammer interfering, with the jamm®&02.11 networks exist. Each pair uses one unique channel to
interfering at channel 12 (the adjacent channel), and atredla transmit packets within the pair. All 8 channels are orthwdo

13 (2 channels away). The results of this experiment anéth each other. We run the experiment several times and
illustrated in Figuré 1. We can see that without interfeesc measure the average packet reception ratios. Results@s@ sh
the receiver can maintain an above 90% packet receptiam rati Figure[4, with the standard deviation of each data. We
until the transmitter uses power levels lower than 3. Howevean see only 3 channels (11,19,25) have good link qualities
with adjacent channel interferences, the packet recepéibtm (reception ratios above 90%), and link qualities of the othe
decreases to 50% when the transmission power level is belévchannels are poor (reception ratios around 60%) and un-
7, which clearly shows that adjacent channel interferencstable (large standard deviations). This experiment shbats
greatly impact radio reception and they are not negligi@le. multi-channel protocols must have capabilities to workIwel
the other hand, the curve of the two channel away interfegnavith a small number of available channels. Otherwise their
is very close to the one without interferences, which ingligoerformance may greatly degrade in such indoor scenarios.
that the impact of two channel away interferences is small.

We run the same experiments with other channels, and t ylmpact of Time Synchronization Errors
show the similar results. Another crucial factor which can greatly impact the perfor-

mance of current node-based protocolgiise synchroniza-

In order to further investigate the impact of adjacent chnnt. .
. ' . ion error. As mentioned before, current node-based schemes
interferences, another set of experiments is conducted 10

determine the relation of Received Signal Strength Initicat need precise time synchronization at each node to cooedinat

(RSSI) threshold and different channel interferenceshésé transmissions and_channel §W|t<_:h|ng. But, low-power 'V"C?‘Z
. . " . . motes cannot provide very high time accuracy. The clock drif
experiments, we fix the positions of the receiver and the jam: ) ) - .
of a Micaz is known to be 4&m (part-per-million), which

mer, which are 2 feet apart, and the transmitter moves alorrﬁ%ans that the clock drift can be M0after 1 second. In order

the line in different places. Experiments are run in two 535% investigate the impact of time errors, we conduct a set of

with and without adjacent channel interferences. Results a : . .
%>t<ger|ments on Micaz motes. We put 5 Micaz motes on a

ShOV.V” in Figure 2 and Figure 3, vyhere gach data point PrESEtR2. The first node transmits packets to the final node one-
a pair of RSSI and packet reception ratios. We can see that })y?one hop. Each node is assigned a unique channel. At the
RSSI threshold for above 90% packet reception ratio is aiouB : '

-87dB without interferences, while that threshold incesas eg;?sqlr\]gé ﬂggds?rsn ﬁftﬁg.csr}grggga scheme as a prototype
to -77dB with adjacent channel interferences. Transmissig ' P P yp

f node-based protocols. In this scheme, a time period ofs10

links with RSSI between -77dB and -87dB become unrellabl?se divided into two time slots. In the first time slot, nodes in

when adjacent channel interference occurs. The existehce 9 o ) . .
. : . odd positions switch their channel and send packets to their
adjacent channel interference can cause unexpectedamdlis

: .~ next nodes, while nodes in even positions stay at their own
and packet losses, and the safe way is to only use non-atljacen . . .
channels in multi-channel protocols. C anne_ls ar_1d receive packets, and vice versa in the second
slot. With different data rates at the source, we measure the
2) Interferences with 802.11 network&nother factor that end-to-end performance in terms of packet reception ratios
affects the number of available channels is the interferen8fter these experiments, we wait for 10 minutes, do the same
with 802.11 networks. 802.15.4 specification shows that oegperiment again without re-synchronization and measwge t
802.11 channel can potentially collide with four 802.15.4econd set of results, which present the performance of the
channels. This problem is also studied in [[11] [12]. Heraiode-based protocol with time errors. Finally, we modifly al

we also present a simple experiment to show how 802.hbdes to use a single channel, and employ the standard CSMA



protocol to transmit packets. These results are illusiratehannels to each subtree, and then forward each flow only
in Figure 5. It can be seen that without time errors, thalong its corresponding subtree, shown in Figure 6. The
node-based scheme always has higher packet reception ragigperiority of TMCP is two-fold. First, for practical coros,
than the single channel scheme. The saturated packet kain a coarse-grained channel assignment, it requires much
(packet reception ratio is above 90%) of the two schemes deaver channels than node-based protocols. Also since every
around 90msg/sec and 50msg/sec, respectively. On the offew is forwarded in one subtree with one channel, we do
hand, with time errors, the node-based protocol has very lowt need a sophisticated channel coordination schemehwhic
packet reception ratios. The saturated packet rate is droumplies that TMCP can work without the need for time
10msg/sec, which means that the protocol can only suppsyhchronization. Secondly, for performance concernsase
a low data rate for end-to-end traffic (around 3kb/s) withouit assigns different channels among subtrees, it can iserea
synchronization. This experiment confirms that node-basedtwork throughput and reduce packet losses by eliminating
protocols can improve communication performance, but hairger-tree interferences and exploiting spatial reusgzacéllel
large performance degradation with time errors. Furtheemotransmissions among subtrees.
this degradation can be amplified in large and dense networksTMCP has three components, Channel Detection (CD),
with longer paths and more complex coordination schemesQhannel Assignment (CA), and Data Communication (DC).
also shows that node-based protocols can not provide kelialbhe CD module finds available orthogonal channels which can
and stable communication services for high data rate trafflee used in the current environment. To do this, two motes are
One possible solution is to perform the time synchroniratiaised to sample the link quality of each channel by transmgitti
operation periodically. For the above experiments, nodesin packets to each other, and then among all channels with good
to be synchronized more frequently than every 10 minutésk qualities, non-adjacent channels are selected. Atpibint
to guarantee the performance. However, time synchropizative havek channels.
protocols in WSNs can be costly, consuming extra bandwidthGiven k£ orthogonal channels, the CA module partitions the
and power, which makes frequently re-synchronizing imprawhole network intok subtrees and assigns one unique channel
tical, especially for high data rate applications or for skento each subtree. This is the key part of TMCP. The goal
and larger networks. of partitioning is to decrease potential interference ashmu
as possible. We can see that after partitioning, interfazgn
in the original network can be divided into two categories,

Every multi-channel protocol for WSNs has two mairone is the interference among different trees, called -inter
componentschannel assignmerdnd transmission coordina- tree interference, which is eliminated by assigning déffer
tion. As shown in section Ill, the multi-channel realities obrthogonal channels to each subtree, and the other is the
WSNs affect current node-based multi-channel protocols potential interference among nodes within a tree, called th
both components. The small number of available orthogoriatra-tree interference. Because we assign the same dhanne
channels cannot satisfy the requirement of node-basedehano all nodes of one subtree, the intra-tree interferencencan
assignment, especially for dense networks. Unavoidabie tibe avoided in our scheme and becomes the main performance
errors impact transmission coordination among nodes witlttleneck. So, the goal of partitioning is to divide nethsor
different channels, especially for applications with higgita into subtrees, each of which has lower intra-tree interfegs.
rates. In order to overcome these two problems in practidal next section, we will further study this problem.
networks, we believe that new multi-channel schemes shouldAfter assigning channels, the DC component manages the
first use a coarse-grained channel assignment strate¢gadhsdata collection through each subtree. When a node wants to
of node-level assignment, and secondly, it should try tddavosend information to the base station, it just uploads packet
complex coordination schemes by reducing channel switchialong the subtree it belongs to. Here, we assume that the
and communication among nodes with different channels. base station is equipped with multiple radio transceiveash

On the other side, we also notice that sensor networ&s which works on one different channel. We can see that
have a dominant traffic pattern, treata collectiontraffic, because of the tree-based channel assignment strategys DC i
where multiple information flows generated at sensor nodesry simple without the need of time synchronization. Also,
converge to the base-station. Currently, most data calectthe base station can use this network structure to perform
schemes build some tree structure connecting the baserstatiata dissemination. When the base station wants to send
and nodes, and then forward packets along the tree. Howewsmmands or update the code, it can send out packets through
with a single channel, transmission collisions within theet all transceivers, and then packets will go through everyrseb
and flow congestion at nodes greatly decrease the netwarid reach all nodes in networks.
performance.

Based on above observations, we propose a Tree-baset MINIMUM INTERFERENCECHANNEL ASSIGNMENT
Multi-Channel Protocol (TMCP) for data collection appli- PROBLEM
cations in WSNs. The idea of using multi-channel is to TMCP uses a new tree-based channel assignment scheme.
firstly partition the whole network into multiple vertexsjibint As mentioned earlier, the goal of this assignment scheme
subtrees all rooted at the base station and allocate differes to minimize intra-tree interferences. In this sectiore w

IV. A TREEBASED MULTI-CHANNEL PROTOCOL



formally define this problem, study its complexity, and jerms
a greedy algorithm, and evaluate its performance by sitaalat s
experiments.

A. Model and Problem Definition TN

We assume that a sensor network is a static gr@pk:
(V, E), whereV is the set of all nodes in the network, and :
E is the set of edges between two nodes which can talk
to each other in one hop. Here, we only consider the data
collection traffic in networks. Next, we define the interfaze Fig. 7. A tree with 7 nodes. Each node is labeled with the fatence value.

. . .. _..The intra-tree interference value of the tree is 4
value of a node in a tree. Reference|[15] introduces an ekplic

definition of the interference value, based on the number €t it as a leaf and then it is not needed to receive packets
other nodes potentially disturbed by transmission of tiden  from other nodes in the data collection traffic. By doing this
In other words, interference is considered to be an issugeat {ve can indeed reduce the interference in the tree.
sender instead of at the receiver. Because of the fact teat thNow, we can define the partition and channel assignment
interference is actually a problem occurring at the regeive  problem. Givenk available orthogonal channels, the problem
use a receiver-centric interference definition. The ieterice is to Partition a sensor network intb vertex-disjoint trees
value of a node A is the number of other nodes by which thgith Minimizing the maximum intra-tree Interference value
reception at A can be disturbed. of all Trees, called the PMIT problem. Next, we study its
Definition 1: The interference set of a node u is definedomplexity.
as INT(u) = {v|v € D(v,I,)}, where D(v,1,) is the  Theorem 1:The PMIT problem is NP-Complete.
interference disk with node in its center and radiug,, and We prove that the PMIT problem is NP-hard by reducing
the interference value of a nodeis defined asint(u) = the k-coloring problem to it. Readers can see the proof i [18
[INT (u)]. In the light of NP-completeness, there is no polynomial time
Here, we assume that when a node is transmitting, all nodggct algorithm which can always find the optimal partititn.

within the transmitter’s interference disk will be disteth next subsection, we introduce a greedy heuristic for theTPMI
We note that this assumption may not always be true problem.

real networks because the interference region is not sgeri )

as observed in [16], and interference sets of nodes mBy The PMIT Algorithm

change during time. But we can use a larger interferenceln this algorithm, we assume that the interference sets of

disk to cover the actual interference region, and compudél nodes are already known. For a nodglet ¢, denoteu’s

a conservative interference set for each node. We use thannel, ang, denoteu’s parent.

interference rangé, instead of the communication randg, This algorithm first applies a Breadth-First search algonit

to describe the interference region. By the observatiofis6)f to compute a fat tree rooted at the base station [18]. There ar

they are different in real networks. Furthermore, we use tio important properties of the fat tree. First, nodes kéwirt

assumption from the protocol interference model [17], wheheight and have multiple parents on the fat tree. Secondathe

I, = (1+a) x R,, anda > 0 implies that all ofu’s neighbors tree is actually a shortest path tree, where branches frem th

belongs tol NT'(u). base station to each node are paths with the least hop count,
Next, we define the intra-tree interference value of a treleecause we use a BFS strategy to build the tree.

There are two concerns. First, we should use the maximumNext, we execute the channel allocation one-by-one level

interference valud,,,,, as the interference value of the treefrom top to bottom on the fat tree. At each level, we always

Given the bandwidthB at each node, it can be proved thaprocess nodes with fewer parents first, because they are less

the theoretical lower bound of the single-flow capacity ifree to choose channels. For each node, we choose an optimal

this tree isB/ 1,4 Thus, I,,,.. decides the lowest data ratechannel, in other words select an optimal tree to add the node

of a single flow through the tree, which is important foin. The criteria is that the tree must connect to the node, and

applications. Second, since our interference model isveice adding the node brings the least interference to this tifee. |

centric and leaf nodes are not receivers for data collectiomultiple trees tie, the tree with fewer nodes is chosen. rAfte

traffic, the interference of a tree is the maximum interfeeena node joins a tree, it selects a parent which has the least

value among alhon-leaf nodes. interference value among all possible parents within the tr
Definition 2: The intra-tree interference value of a trée selected. It is clear that the algorithm covers all nodes of

is defined agnt(T) = max{int(u) : v is a non-leaf of'} graphs, and when a node gets a channel, the algorithm ensures
As an example, the intra-tree interference value of the tréeconnects to one tree rooted at which demonstrates the

in Figure[7 is 4, in spite of the fact that there is a leaf nodeorrectness of the algorithm. The following theorem stétes

with the interference value of 5. Here, we want to emphasitiene complexity of the algorithm.

that dealing with the non-leaf condition is not trivial. lact, Theorem 2:The time complexity of the Greedy PMIT

it implies that if a node has a large interference value, we calgorithm isO(d x k x n?), whered is the diameter of the




Algorithm 1 Greedy PMIT s _
Input: % channels, a grapléy = (V, E), a rootr and the 40 ig%%sdmppmg ' -
interference set of every node. 3| o Lowerbound b

Output: For each nodey, ¢, andp,
Use BFS-Fat-tree algorithm to construct a fat-tree with

rooted at r.

# of Interferences

for each channel do .

T, =, 0ol— : : ‘ ‘ : :
end for T e
for each node: do (a) Interference vs. Node density

cuy = 0; p, = null,;
end for 50
level = 1; e s SR
repeat

30 N Prim

o
Eavesdropping =~ %
PMIT

node_list = {u|height(u) == level; ¢, == 0}
sort node_list in ascending order by the number of
node’s parents.

for each node: in node_list do

200 0 N s

# of Interferences

Lower bound

10} G R

find T; which keep connected and has the least inter- O
ference after adding. # of Channels
T; = T; U{u}; ¢, = 4; p, = v, which connects ta: (b) Interference vs. Channels
and has the least interference among all nodes; in Fig. 8. Performance Evaluation of the PMIT algorithm
update the interference value 6f.
end for greedy algorithm. We develop a graph simulator in JAVA,
level + +; which can randomly generate a graph, and apply different
until level > the maximum height of the fat tree schemes to do the channel allocation. In all experiments, we

simulate a200m x 200m field, 250 nodes are uniformly dis-

graph, n is the number of nodes, and is the number of tributed in the field, and the communication range is-38m
channels. and interference range is always 1.5 times the communitatio

Proof: The time complexity of constructing a FAT tree ig@nge. Since we are the first to study the PMIT problem,
O(dx Axn), whereA is the maximum degree in the graph. ifhere are no other PMIT algorithms we can compare against.
the PMIT algorithm, Step 12 take3(k x n) in the worst case, We use three alternative schemes as comparisons. One is to
and the loop beginning at Step 11 may run at modtme. apply Prim’s algorithm to construct a minimum spanning tree
Thus, the procedure within the repeat loop takg x n2), @s the data collection tree. This scheme is referred to as a
and the repeat loop iterates at mdstimes, because the treePase scheme with a single channel. Second, we implement
height never exceeds the diameter of the graphs. The tithe Eavesdropping channel assignment method proposed in
complexity isO(d x k x n2) in the worst case. m [2]. We refer to it as a typical method used by node-based

A good property of this algorithm is that every node keergrot(_)c_ols. Note that thls_ scheme does not ensure t_he con-
the shortest path to the base-station. This property corogs f Nectivity among nodes in each channel. Next, we find the

the fact that the algorithm processes nodes one-by-on¢ lef@ximum interference valug among all nodes, and ugg'k
from top to bottom of this particular fat tree. Thereforeisth @s the lower bound of the interference value after allogatin

partitioning algorithm does not require extra transmissiand channels. Finally, we run the greedy algorithm and measere t
does not increase energy consumption during data colfectih@ximum interference value among all trees after pariitign
This algorithm can be easily modified to a distributed all experiments, each data point comes from the average
algorithm because it only needs a local search at each nd@sult of 50 repeated experiments. For each data point, we
First, nodes can construct a fat tree by broadcasting messag!so give its 90% confidence interval.
During channel allocation, nodes make their own decision!n the first set of experiments, we use 3 channels and
based on message from their parents, and notify their erildrvary the number of neighbors by adjusting the communication
Also, since the network is static, we can run the centralizé@nge. The result is shown in Figure 8(a). We can see that

algorithm once at the beginning, or very infrequently, whicthe greedy algorithm always gets around 1/3 the interferenc
is still practical even for large WSNSs. of the Prim’s algorithm with a single channel, which shows

) . that our algorithm efficiently utilizes 3 channels to deceea

C. Evaluation of the Greedy Algorithm interferences. Comparing with the Eavesdropping algerith
As mentioned earlier, the network partition and channele see that when the density is low, the Eavesdropping has

assignment are very crucial to network performance improviess interferences than ours, mainly because it does noteens

ment. In this subsection, we evaluate the performance of dhe connectivity, but when the density becomes larger, the
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Fig. 9. Performance with different node density

greedy algorithm outperforms the Eavesdropping schenme, tmmmunication model is typically used to simulate the RF
example when the density is 18, it gets 17% less interfegenerodel of the CC2420 radio. Also, in the MAC layer, we
than the Eavesdropping scheme. The reason is two-fold, Fitsse CSMA with the ACK-retransmission mechanism, which
when the density is large, there are not enough channelssures that most packets can be received.

for nodes within two hop neighbors, so Eavesdropping hasye conduct three sets of experiments. In the first two

to randomly choose channels among nodes, which makgseriments, we compare TMCP with 2 and 4 channels and
the maximum interference relatively large. But our aldurit 5 spanning tree routing protocol with a single channel.tFirs
always tries to find the local optimal, which can achieve mofge measure network performance with different node density
stable performance. Second, when the density is large, @4rinis experiment, there are 50 Many-to-one CBR streams
greedy algorithm has more chances to set nodes with laigeihe network, and the rate of each CBR is 40 packets
interferences as leaves, which can further reduce interées per second. Results are shown in Figure 9, with the 90%
of subtrees. Finally, when comparing with the lower boun¢gnfigence interval of each data point. According to theltesu
the result of our algorithm is close to the lower bound ofycp outperforms the original protocol in the following
the interference value, and more importantly, the gap dogspects. 1) By using the sophisticated network partitiot an
not scale up with the density increasing, which suggests tha,yency assignment algorithm, TMCP with 2 and 4 channels
our greedy algorithm has a good scalability with differentan gecrease potential transmission collisions, whictisida
densities. _ _ _ an average 1.6 and 2.7 times higher aggregate throughput
In the second experiment, the radio range is 35m agghn the spanning tree algorithm. 2) By splitting trafficoint
we change the number of available channels. Results gerent subtrees, TMCP decreases radio collisions akasel
illustrated in Figure 8(b). It is clear that with the smallmiber ¢ congestion, which leads to higher packet delivetjosa
of channels, our PMIT algorithm computes less interferencgnq |ower latency. 3) When the node density is increasing,
than the Eavesdropping scheme, especially, when onlytgicp shows good scalability. For example, in Figire 9(a)
channels can be used, our algorithm has 24% less intersengyicp with 4 channels results in an increasing throughput as
than the Eavesdropping scheme, and 51% less than a sifgle nymper of neighbors increases, because with more nodes,
channel. With more channels, performance of the two schenmcp more evenly partitions and channel allocation, which
become closer. When there are 8 channels, the Eavesdropings to better spatial reuse of concurrent transmissimeP
scheme has 18% less interference than our greedy algorithyit, 2 channels also shows this trend, but stops increasiag t
Comparing with the lower bound, we see that with a smajyoghput when nodes have more than 20 neighbors, because

number of channels, our algorithm computes almost the SagAg number of interferences exceeds the capacity of 2 channe
number of interferences as the lower bound. L
Second, we measure the performance with different network

VI. PERFORMANCEEVALUATION OF TMCP workloads. In Figureé 10, we see that TMCP always exhibits
TMCP uses the greedy algorithm for the channel assignmé@ter performance than the spanning tree protocol, esfeci
component. In this section, we evaluate the communicati$hheavy workloads. For example, with 50 CBR streams TMCP
performance of TMCP, by simulation and by experiments ifyith 4 channels achieves 2.8 times aggregated throughput an

a real testbed. 42% lower delivery latency than the spanning tree. Also, the
) ) ) spanning tree protocol has a decreased packet delivery rati
A. Simulation Evaluation from 95.2% to 92.1% in Figure 10(b), while TMCP has a

First, we evaluate the performance of TMCP through sinmuch smaller decrease. This is because TMCP splits heavy
ulation experiments. We implement TMCP in GloMoSim. Wavorkloads into different trees and is more tolerant to syste
use the same setting as simulations in section V-C, whdoad variation than the spanning tree algorithm. However, w
the communication range is 4@0m and the interference also find the performance of TMCP is unstable. For example,
range is always 1.5 times as the communication range. ThisFigure/ 10(b), when the workload increases, the variation
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delivery ratios of TMCP becomes larger. This is becausesthesn TMCP. Considering multi-channel realities, TMCP is more
CBR streams are not evenly distributed among subtrees, auitable for practical WSNs than node-based multi-channel
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streams cluster.

0.55
045 | ‘ % |
04} _.ﬂw‘”

0ss | B %

03 & %’

0.25 [y

ing.tree O
TMCP with 2 channels ke
o1s L TMCP with 4 channels 5

15 20 25 30 35 40 45 50
# of CBR streams

02}

(c) Delivery latency vs. Node density

05

-~ TMCP
048 | K MMSN (no time error)
- —&— MMSN (time error = 0.5ms)
-—x--- MMSN (time error = 1ms)
0.46 ; T i
0.44 +
0.42
0.8 forerer B,
0.38
0.36 :
2 3 4 5 6 7 8

# of Channels

(c) Energy Consumption

B. Evaluation in a Real Test Bed

Lastly, we compare TMCP with MMSN [2], a typical node-

based multi-channel protocol. In this group of experimehts

CBR streams are used and the node density is set to 38, by con-

figuring the radio range to 40m. As mentioned in sectioh I, o _ .
time synchronization errors may impact the performance of g os % i
multi-channel protocols. Here with the number of channels 2 o4
changing, we compare TMCP and MMSN with different °

time errors. All results are presented in Figure 11. Here, we e THCP Wi shannels
compare throughput, delivery ratio and energy consumption o [T TMCTMILACAMES :

Overall, the performance of TMCP and MMSN is very close.

More precisely, when the number of channels is small, TMCP

has a little better performance than MMSN. For example, in

# of Sources

(a) Delivery ratio vs. Number of Sources

Figure[ 11(a), TMCP achieves a 10% higher throughput on

average than MMSN with less than 5 channels. But when

the number of channels increases, MMSN outperforms TMCP. e L .
This agrees with the evaluation results in section V-C, wher ; e &, .
our channel assignment algorithm works better than other g o4r h
channel assignment schemes with a small number of channels. 02| o Soamine vee b
Also Figurg 11(c) shows that the power consumption of TMCP =% ¥:“ﬂ€5¥3?§ﬂi§'ﬁiﬂﬁ§l§

and MMSN are close. However, here we only consider the %0 20 30 p 50
power consumption of data communication. As discussed in Packets/second

section V-B, the channel assignment is executed infredyyent (b) Delivery ratio vs. Data rate
and that power consumption can be amortized during the time. Fig. 12. Evaluation in a test bed

On the other hand, time synchronization errors cause a great

performance degradation for MMSN, but without any impact Besides simulation evaluations, we also implement TMCP



in a real testbed with Micaz motes. The testbed consiste@® of 2 In the future, we plan to extend TMCP in two directions.
Micaz motes, and four motes are laid closely together to @ctfirst, we want to design a new channel assignment algorithm
a base station with four transceivers. Before the expettimewhich not only considers interference conditions, but &lat

we first use the channel detection technique described fio distributions in networks; second, currently TMCP canno
section 1V to find available orthogonal channels, and then radapt to dynamic conditions such as interference changes an
the channel aSSignment algorithm on a PC. After Computimﬁ)des dy|ng We want to deve|0p mechanisms to dynami_
the assignment, the results are sent out to all motes. Dthiéng cally maintain the optimal network topology without glolyal
experiments, some nodes are selected as sources to trangitinning the whole algorithm. These extension can make

packets to the base station. We conduct two sets of expelimgmvCP more valuable for large and dense WSNs in practice.

and compare a normal spanning tree protocol with a single

channel and TMCP with 2 and 4 channels. All experiments VIII. A CKNOWLEDGEMENTS
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of sources, we measure the packet reception ratios. Here, al

sources send packets with the data rate of 20 packets per _

second. The results are shown in Figure 12(a). We see that J.zhang, G. Zhou, S. Son, and J. A. Stankovic, “Ears onGheund:
h the number of sources is above 4. the spanning tree An Acoustic Streaming Service in Wireless Sensor Networkst

when ' ' , pe g IEEE/ACM IPSN Demo AbstracR006.

protocol has low reception ratios below 60%, while TMCP[2] G. Zhou, C. Huang, T.Yan, T. He, and J. A. Stankovic, “MMMulti-

with 2 channels can get high reception ratio until there are Frequency Media Access Control for Wireless Sensor Netsyorkn

. . . IEEE Infocom 2006.
8 sources and TMCP with 4 channels always maintains @] J. Zhang, G. Zhou, C. Huang, S. Son, and J. A. StankovidAMRAC:

high reception ratio. Performance gains of TMCP come from An Energy Efficient Multi-Channel MAC Protocol for Ad Hoc Net
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