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Abstract which the physical events may exhibit unpredictatpatiotem-
poral properties. These properties are hard to characterize with
Target tracking systems, consisting of thousands of last-cathe traditional methods. Second, although the real-tinttope
sensor nodes, have been used in many application domaihs sneance is a key concern, it should be performance compatible
as battlefield surveillance, wildlife monitoring and bordse- with many other critical issues such as energy efficiency and
curity. These applications need to meet certain real-time-c system robustness. For example, it is not efficient to aetiva
straints in response to transient events, such as fastigdei- the sensors all the time only for the benefit of a fast response
gets. While the real-time performance is a major concern iifhis naive approach severely reduces the system lifetir2k [1
these applications, it should be compatible with other impo Third, the resource constraints restrict the design spacsowld
tant system properties such as energy consumption and acétde off. For example, the limited computation power in-sen
racy. Hence, it is desirable to have the ability to exploi¢ th sor nodes makes the Fast Fourier Transformation not guiite su
tradeoffs among them. This work presents the real-timegdesiable for real-time detection. All these issues challengeitts
and analysis of VigilNet, a large-scale sensor networkesyst two questions.How to make the design of a large-scale real-
which tracks, detects and classifies targets in a timely and etime sensor network system managealAef® how to trade off
ergy efficient manner. Based on a deadline partition methogimong system metrics while maintaining the real-time goara
and theoretical derivations of each sub-deadline, we are abtee?Our answer to these questions, presented in this paper, is a
to make guided engineering decisions to meet the end-to-eegse study of the VigilNet system, a real-time outdoor tiragk
tracking deadline. To confirm our design and obtain an empirisystem using a large-scale wireless sensor network.
cal understanding of these tradeoffs, we invest signifiefotts
to perform large-scale simulations with 10,000 nodes a$ agl
a field test with 200 XSM motes, running VigilNet. The resul
from both analysis and evaluation can serve as general
guidelines to build similar real-time systems.

Our contribution lies in the following aspects: 1) This work
addresses a real-world application with a running reaétiys-
.tem, designed and implemented over last few years. 2) We in-
des'Q/estigate multi-dimensional tradeoffs between the rigad-per-

formance and other system properties. Such investigation p
vides the guidance for the future development of similar sys
tems. 3) The real-time design and tradeoffs are validated by
1 Introduction a large-scale field evaluation with 200 XSM motes and an ex-
tensive simulation with 10,000 nodes. These evaluatioveate

Recent developments in sensor techniqgues make Wirele%%ite a few- practical design suggestions that can be apfied
sensor networks (WSNs) available to many application doQt er real-time sensor systems.
mains [6, 12, 17, 26, 32]. Most of these applications, such as The remainder of the paper is organized as follows: Section 2
battlefield surveillance, disaster and emergency respafes# introduces the tracking process in VigilNet. Section 3 tden
with various kinds of real-time constraints in responseh® t fies the real-time requirements. Section 4 provides a new-t
physical world. For example, surveillance may require @asen analysis of VigilNet’s tracking performance and its trafigeoln
node to detect and classify a fast moving target within 1 séco Section 5, we evaluate the real-time performance of VigilNe
before it moves out of the sensing range. Compared with the an outdoor field test. In Section 6, we conduct a largeescal
traditional distributed systems, the real-time guarafdeesen- simulation to further validate and analyze the real-tinseés in
sor networks is more challenging due to the following reasonVigilNet. Section 7 discusses the related work. Sectionr8 co
First, sensor networks directly interact with the real woih  cludes the paper.
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Figure 1: The Delay Breakdown in Tracking Operation

2 Overview of Vigilnet Tracking Operations

VigilNet is an energy-efficient surveillance and trackirygs
tem, designed for spontaneous military operations in rerapt
eas. In these areas, the events of interest happen at aelgiati
low rate, i.e. the duration of significant events (e.g.,udtr
ers) is very short, compared with the overall system lifetim
(e.g., 5-minute tracking per day). According to our empgiric
results [13], nearly 99% of energy is consumed during the-idl
waiting period for potential targets. Therefore to coneegn-
ergy, the most effective approach is to selectively turntzssti

of nodes off, and wake them up on demand in the presence of
significant events. This power management technique funda-

mentally shapes the VigilNet tracking process. It intreekia
set of new delays that traditional tracking systems do npeex
rience.

In this section, we give a brief overview of the VigilNet tkac

ing operation, serving as a background for the real-time def,
sign and analysis in the following sections. As shown in Fig-

ure 1, after a target enters the area, it activates the finstose

node that can confirm the detection, then other nodes neegby a
waken up to form a group to deliver the aggregated reports to

the base. More specifically, the VigilNet tracking operatias
six phases:

A. Initial Activation: VigilNet stays in the power manage-

F

ment state when there are no targets. The power manage-

ment protocol puts nodes into either one of two stades:-

sonable size, non-sentry nodes need to be waken up after
the initial target detection by a sentry node in Phase B. We
define the wake-up deldl,, 4., as the time required for

a sentry node to wake up other sleeping non-sentry nodes.
This delay is determined by the time to broadcast the wake-
up messages.

D. Group Aggregation: Once awaken, all nodes that detect

the same target join the same logic group to establish a
unique one-to-one mapping between this logic group and
the detected target. Each group is represented by a leader
to maintain the identity of the group as the target moves
through the area. Group members (who by definition can
sense the target) periodically report to the group leader. A
leader starts to report detection to the base after the numbe
of member reports exceeds a certain threshold, defined as
the degree of aggregation (DOA). We UBg,gcgation 1O
denote the group aggregation delay, which is the time re-
quired to collect and process the detection reports from the
member nodes.

End-to-End Report: After the group aggregation, the
leader node reports the event to the nearest base. Multiple
bases are used to partition a network into several sections,
in order to bound the end-to-end delivery delay...

Base Processing (Tyqsc): A base is in charge of process-
ing the reports from the leaders of different logic groups.
Since the reports from the same logic group are spatiotem-
poral correlated, a string of consecutive reports can be fur
ther analyzed and summarized for end users. For example,
taking the time stamps and the locations of targets as the

try andnon-sentry In brief, a node becomes a sentry node
if it is a part of the routing infrastructure or it needs to pro
vide the sensing coverage. Otherwise, it becomes an inac-
tive non-sentry node. The details of sentry selection can t§
found in [12]. If the sentry nodes are awake 100% of time
(i.e. the deployed area is always covered), any incoming ) ) .
target is covered by at least one sentry node immediatevlg To ensure the effectiveness of the target tracking, VidilNe

inputs, a base uses the least-square estimation to obgain th
velocity of each target.

Real-Time Requirement in VigilNet

On the other hand, if the sentry nodes have a certain du ust meet a certain real-time constraint. Specifically,lMigt

cycle (i.e. they go to sleep and wake up periodically to sa ould _detect, classify and_analyze the incoming targetsinvi
denoasd 2 certain end-to-end deadline (e.g.,5 seconds from Phase A t

). As shown in Section 2, this deadline involves complex-ana
ysis of the whole tracking process. It is not scalable for us
to identify a system-wide feasible region within such a high
B. Initial Target Detection: After the initial activation, it dimensional design space. Therefore, we adopt the deadline

takes a certain delay, definedBgc.tion, fOr the first sen-  partition method to divide the end-to-end deadline intotipld

try node toconfirmthe detection. This delay consists ofsub-deadlines. The sub-deadline partition varies withsise

the hardware response delay, the discrete sampling dek®yn configurations. As a concrete example, supposing attarge

energy), there will be an initial activation delay,
Tinitial, before the first sentry node starts to sense the i
coming target.
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Figure 3: Initial Delay vs. SDC

enters the field with a speed up to 20 mph, to guarantee tlsat tihhe P(x, y) over the area. We note that wheny is in the circle
target can be detected by the first sentry node with a prababil (area A) as shown in Figure 2(B)z, y) = /SR2 — y2+L—ux.
higher than 90% , we need to design a detgction algorithm Willyhen(z, ) is in area BJ(z, y) = 2/SR2 — y2.
a sub-deadline less than 1 second, assuming the deteatige ra
is 10 meters. f(SDC"Fi\W)dS'FI (SDC+27\W)dS
By confining the real-time decisions within each phase, P. =2 L

we make the end-to-end analysis manageable in a lower-
dimensional design space. As long as the individual sub- =SDC + —— TSRL ____

. . (2L+~=-SR/2)- TSP
deadlines are met, we have a certain guarantee on the eraito-
delay. To achieve this, we present a set of real-time designsWe note thatP, calculated by Equation 1 is valid only when

(2SR-L+7SR?/2) (1)

next section. the target speed is faster tha6R/(P — P - SDC'). We have
also derived a slower-target case, which is of less intéoebte
4 VigilNet Real-Time Tracking Analysis real-time tracking. Therefore, we omit it here due to thecspa

constraint, please refer [3] for more details.

Now we are ready to provide a statistical real-time guaente
or the initial activation process, i.e. we need to ensusr@et is
éietected before the sub-deadlibg,;;;. Equivalently, a target

hould be detected before it entersfo= T'S - D;,,;¢ia1 Meters.

bviously, P(Tinitiat < Dinitiar) €QUaISP(Tinitiar - TS <
L), whereP(Tnitiar - T'S < L) is the probability that at least
one of nodes in the area (A+B) detects the target. If there are
n nodes in the area, the probability that at least one of them
detects the target is— (1 — P.)™. Suppose the sentry density
In a duty-cycle-based power management scheme, the serlgr)bs andn conforms to a Poisson distribution with parameter

_n(_)(_jes go to_sleep and wake up periodically. In this case, ﬂ}\e:(2SR-L+7r - SR?/2)D,, therefore, the probability that the
initial activation delayTinii;; may not be zero, because thati,iia| activation finishes before sub-deadlibg,;;iq; iS:
sentry nodes near the target’s entry point may be asleeptliben

target enters the field. In this section, we identify a quatite  p(T; ,;.i < Dinitiat) = P(Tinitiar - TS < L) =1 — ¢~ A

The description of this section follows the natural order 0;
VigilNet's tracking operations presented in Section 2. fsde-
sign and analysis is validated later with a real system impl
mentation consisting of 200 XSM nodes as well as a largessc
simulation in Section 5 and Sections 6, respectively.

4.1 Initial Activation Delay and Its Tradeoffs

relationship between the energy savings andiihg;.;, which 2)
helps us make decisions to guarantee that the initial diiva  Equation 2 identifies a feasible region for us to decide the
finishes within a given sub-deadlit; ;- system parameters such as sentry duty cycle (SDC) and sens-

In our VigilNet design, all sentry nodes agree on a commojhg range (SR) to ensure the real-time property in Phase A.
sentry toggle period” and a common sentry duty cyctDC.  |n addition, we can obtain the expected valueltfizio; from
For each period, a sentry wakes up randomly and stays awakg formula E(Tinitial) = f0°°(1 — P(Tinitiat < t))dt =
for P - SDC, then goes to sleep. Assuming a target enters thFDo(l — P(SD < TS - t))dt. According to Equations 1 and 2,

tracking area from point O fok meters as shown in Figure 2(a), V\?e have the expected delay for a fast target:
we first deriveP,, the probability that a single sentry node de-

tects this target. Obviously, the nodes that may detectttyet e—SDC-mSR* Ds /2

must be in the _rectangle or the semi-circle shown in the Fig- E(Tinitiar) = (2SR -SDC - TS + nSR2/P)dg 3)

ure 2(a). The size of the aread$R - L + 7 - SR?/2, where

SR is the Sensing Range. For a single node locatéd at) in One caveat in the analysis needs some attention. Above we
this area, the probability that the node detects the tdPgety) derive the expected detection delay for a duty cycle based sy
is SDC + l(z,y)/(P - TS), wherel(z,y) is the overlapping tem with random deploymentHowever, sentry nodes are lo-
length of the node’s sensing range and the target's trade[’&n cated more evenly than totally randomly case [12]. Forigat

is the Target Speed. If we consider all possible locatiortki;n  we can prove that the random deployment case provides a theo-
area, we can gdt,. in Equation 1 by integrating and normalizing retical upper bound for the sentry-based deployment casanl




sons contribute to this delay. First, the sensor hardwage ha
a response delay for the physical signals that the targedrgen
ates. Second, the sensing circuitry requires special tpesa
with a further delay. For example, the magnetometer in MICA2
node [5] takes abowbms to stabilize after the potentiometer
adjustment. Third, the sampling is discrete and periodat, n
continuous, which leads to sampling delay. Finally, thgdar
signature itself may be time related (e.g., a certain fraqye
which can not be recognized by just one sample.

T T T
Detection confidence +

Detection confidence (percent)

%o o5 1 15 2 25 3 s Now we describe how to decide the sub-deadlihg;cction -
_  Detectondelay(second) _ Obviously, a detection algorithm must finish before a target
Figure 4: Detection Confidence vs. Detection Delay moves out of the sensing range of a node. Suppose that the

nominal sensing area is a circle with a fix sensing rafgg

the amount of time a target stays in a node’s sensing range
can be derived from the speed of the targes,, and the min-
imum distance from the target’s trajectory line to the senso
node. Since the target trajectory intersects with the sgrnsr-

Ele randomly, we assume this minimum distance is uniformly

right side if and only ifr is a constant. Given the sani&{n), igyinted within[0, R), therefore the probability of a target
the more scattered the distributionsofs, the smaller the value tays in one sensing circle for at led3f.recrion SECONdS can
etection

of E(1 — (1 — P.)") is. Since the sentry nodes are selecteae calculated as

more uniformly than the random casB(T;,itiar < Dinitial) 3 (TS Daoroction)? en

for the sentry based system is greater than a totally randoml P& > Dactection) = \/1 - 45 R2 Dactection < s
P . P(t > Dgetection) =0 Dactection > %55

distributed system, and therefore the expected delay ifesma 4)

The expected delay for the random case can be used as an UPPEKccording Equation 4, the sub-deadlif, e.tion can be de-

bpund for the expected detgctlon delay for a more evenly digiged by choosing a desird(t > Dyerection) Value.

tributed system. Later, we will see from the simulation time In addition, we desire to know how a detection algorithm per-

analytical result overestimates tiig, ;o by 15%. forms under a given sub-deadlifiB.;..tion. We define thde-

We can further take the detection del&y.;cciion INt0 &C-  tection ConfidencéDC), as the confidence on the target detec-
count, since a successful detection in Phase B activatell a fjon, i.e. 100% DC indicates this sensor has no doubt abeut th
tracking process. In this case, we establish an equivalede eyistence of the target. Normally, the 10Ng8fcscction IS, the
for Tinitiar- Specifically, in Equation 3, we substituie&)C' with  more information about target signature a sensing algaritan
the effective sentry duty cycl€DC. sy = SDC —Taerection/ P obtain, and therefore, it can achieve a higher detectiofiicon
and substitutes R with the effective sensing range€R.;r = denceDC. Such relationship depends on the type of sensors.
V/SR? — (Tyetection - T'S/2)?. Figure 3 gives a more concrete |n order to quantitatively analyze the relation betwd2@ and
view of the tradeoff betweeS DC' and expectedinitia;. W  Dyerecrion @s a case study, we performed experiments on XSM
take parameters from the real VigilNet implementatid’s = motes with the magnetic sensing algorithm detecting a ngpvin
0.0lnode/m?, P = 10s, SR = 10m, TS = 10m/s and vehicle in an outdoor environment. We approximate the sens-
Taetection = 1000ms. This result is consistent with what we ing range as 7 meters around the sensor node, according to em-
obtained from the real experiments and simulations. pirical data. Figure 4 plots the relation between the ditect

confidence and the detection delay, based on the experiments
4.2 Sentry Detection Delay and Its Tradeoffs As we can see from the figuré&)C' does not have a linear re-
lation t0 Dgetection. Based on experimental measurements, we
use a polynomial to characteriZeC versusDgetection. Fig-
ure 4 shows a series of polynomials of different orders that fi
the points representing the relation between the detection
fidence and the detection delay. The plotting indicatesttieat
polynomials of an order higher than 5 are fairly close to each
other and fit the points well. Hence, we choose the polynomial
of order 5 to characterize the relation, as shown below.

be easily proved that if for all, P(T} < t) > P(T> < t), we
must havel(Ty) < E(T3). For0 < P. < 1,1—(1—-P,)"isa
strictly concave function of.. Therefore E(1 — (1 — P.)") <
1 — (1 — P,)E(™), and the left side of the equation equals th

fay]

5 9

After the initial delay in Phase A, a target approaches th
vicinity of a sensor which begins to observe a different aign
pattern than that without a target. With the current senalng
gorithms, the signal pattern can be amplitude, frequencg o
combination of the two. We call the signal pattern corresppon
ing to a targeta target signature The recognition of a target
signature indicates a sensor-level detection, and preddat

for higher-level detection and classification algorithms. 5 ,

As defined before s icetion i the time for a detection al- DC = f(Daetection) = Z @i Dgetection (5)
gorithm to recognize a target signature. This delay must be =0
smaller than a certain sub-deadlif.;..;0,,- Multiple rea- The coefficients of the polynomial calculated from the curve
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fitting areas = 1.0999,a4 = —13.1138,a3 = 51.3443,a5 = not fast enough for the real-time target tracking. Theefare
—73.2343,a; = 54.6671,a9 = 0.2402. The polynomial propose a software-based wake-up strategy, which has & shor
f(Dgaetection) Characterizes the relation of the detection confiaverage delay and a predictable worse-case delay. The uypake-
dence and the imposed sub-deadling;...;o» When the vehicle operation goes as shown in Figure 5. A non-sentry actuakygdo
is moving at a relatively low speed. In the scenarios wheee tmot sleep all the time. It periodically wakes itself up, ddyc
vehicles move faster, the detection delay tends to be steoite  senses the radio activity at a particular frequency. If rdiaa
detection confidence will be higher because the targetssmpo activity is detected, this node goes back to sleep, otheritis
faster change to the sensor readings. Heli€Byetection) FEP-  remains active and starts to sample the environment. Weatont
resents a conservative estimation of the detection cordejenthe non-sentry operation through two paramet@ogigle Period
given a certain amount of time available to the sensor node (@ P) and Channel Clear Access duratiod@'(C' A). The toggle
capture and process the target signals. period is defined as the time interval between two consezutiv
We note that in the analysis of the time-related propertfes evake-up instances. Th@C A is defined as the minimal time
the sensing algorithms, we choose such a conservativeapase for a radio module to detect the existence of the radio signal
proach instead of a worst-case approach. In many cases, fa example, the CC1000 radio transceiver takes at f2ast(8
worst-case scenario is a rare event that the system is not dgmbol periods, as specified by 802.15.4 [16]) to accessathe r
signed to handle well. For example, with the magnetic sensirdio activity. Based o’ P andC'C A, we can get the Non-Sentry
algorithm, the worst case of detection delay is infinity —ifea  Duty Cycle (VSDC) as%. At the sentry side, once a sentry
hicle moves extremely slowly, it provides a low-frequenays detects a target, it broadcasts a radio message with a leagipr
nal just as the back-ground noise, resulting in a non-detect ble. This long preamble is guaranteed to be sensed by naighbo
for that target. We note that an analysis with such a worsgé-caing non-sentry nodes as long as this preamble has a lengéh equ
scenario provides little insight into the system. To représa  or longer than the toggle period of non-sentry nodes. Thetvor
reasonably practical scenario, we study a conservative icas case wake-up delay/ Cpe;q, €quals’P. In another word, the
which a target can be detected. sub-deadlineD,qkcup €an be ensured trivially in our design by
In conclusion, according to Equation 4 and 5, running a desetting?’ P = Dyqkeup. L€t the power consumption for an ac-
tection algorithm with a sub-deadlin@y.;c.t;0n, ONE Node can tive node during a unit of time b&, the energy consumption
detectP(t > Dgetection) PeErcent of targets witthC' percent of  for a non-sentry node ig%. Since the amount of time to
the confidence in detection. This analysis justifies the fitsne check the radio activity@C A) is constant for a specific radio
of fast detection algorithms and the need for group aggi@myat hardware, the length of the toggle period determines theggne

to improve the detection confidence. consumption rate in non-sentry nodes. In general, a long tog
gle periodI’ P leads to a low energy consumption, however also
4.3 Wake-up Delay and Its Tradeoff leads to a long delay in waking up the non-sentry nodes. Fig-

ure 6 shows such a tradeoff, using the CC1000 radio trareceiv

Once a target is detected in Phase B, we need more node$apnMICA2/XSM motes as an example. As shown in Figure 6,
joinin order to increase the confidence in detection. Wegthessi  a sub-deadline of 200ms lead to a 99% energy saving for the
wake-up service to activate the non-sentry nodes aftedtfigys non-sentry nodes.
nodes detect the incoming targets. Different target speeds
pose different sub-deadling$,, k.., to the wake-up services. 4.4 Aggregation Delay and Its Tradeoffs

Normally the wake-up service can be supported either
through hardware or software. Several hardware solutiame h  Once all nodes near the target are awaken in Phase C, the
been proposed in [6, 9]. Since the wake-up circuits accut@ulagroup-based tracking begins. To avoid an excessive power co
the ambient energy slowly, the current hardware solutiors asumption, instead of relaying every detection message,back



VigilNet sends only aggregates to the base stations fohdurt sensing rangeqR) are fixed, we can exploit a feasible solution,

processing. Such online aggregation process is subjeat¢o-a using differentDO A values under different target speeds. Fig-

tain sub-deadline,q,r4q4tion determined by the target speedure 8 gives a more concrete design space by depicting th@ grou

and the node density. aggregation delay for varied DOA values and target speedsawh
Specifically, we organize nodes in the vicinity of a targébin the sensing range is 10m, the node density is 1 pem1fi0we

one group. We use semi-dynamic leader election [21] to miniote that this result is consistent with the results obtaiioem

mize the delay. Nodes that detect the target become the grdapge-scale simulation shown in Section 6.

members, which, upon detection, immediately report thein o

SPEED=5 —+—

locations and sensing data to a leader. The leader thengagera [

SPEED=15 -
SPEED=20 8-
SPEED=25 ---#--

the locations of members as the estimates of the targetqusit
and sends such estimates to a base station. To filter outdhe sp
radic false alarms of individual nodes, we introduce a cenfig
urable parameter)O A (Degree of Aggregation), which forces :
the leader to withhold reports to a base station until thelyem s P s . s . r s
H H H Degree of Aggregation
of re_celved .member repor.ts reache®)A. To achieve a high Figure 8: Minimal Group Aggregation Delay for Varying DOA and
confidence in target detection, one should set a high4 value T
. X . arget Speed

(e.g., 4). On the other hand, a highPO A value inevitably

introduces a longer group aggregation delay since the feade

waits longer to expect more member reports. This tradeoff
lows us to choose approprialeO A to meet the sub-deadline

Delays(ms)

a4|1.5 Communication Delay and Its Tradeoff

Daggregation: After group aggregation in Phase D, the leader delivers the
aggregated tracking reports to a nearby base. Supposedhe en
to-end communication sub-deadlinelis,. and one-hop worst
case communication delay By c_rac, We need to ensure
that the number of hops is smaller thans. /Twc_prac. For
——————————— , a given node density, the hop length,,, can be estimated
through Kleinrock-Silvester formula [19], which gives tber-
relation between the hop lengih,,,, the communication range
CR and the number of neighboré as:

Target Speed * T

1 N 5

The relation betweeO A and the group aggregation delay Lo = CRx (14~ — / ) R I )
is complicated by various factors, e.g., the sensing ratige, N
target speed, and the node density. Therefore, we makeasever 1herefore, to guarantee a sub-deadling,., when we de-
assumptions to simplify the analysis, including a circens-  PloY the_: n_etwork,_we should ensure that every node can reach a
ing range, a straight target trajectory and randomly distsd Pase within a radius af.co.:
nodes. Based on these assumptions, Figure 7 depicts the move Dese - Ly
ment of a target with a speellS for a time periodI’. Again, Lege = =2 %P
the sensing range of the targetds:. The white circle and the o ) X )
grey circle denote the detection area of the target befode an N VigilNet, the sub-deadlineD.,. is guaranteed by parti-
after movement, respectively. Nodes located in the dialgonat'on'”g the whole network into multiple sections based oa th
lined area are the new detectors of the target, which canerib Voronoi diagram [24]. Specifically, a network with bases is
to DOA by sending reports to the leader. To guarantee a Oerté;a}rt|t|oned inton Voronoi sections such .that each section con-
sub-deadlineD,, grcgation, the nUMber of new detectors musttains exag:tly one base and every node in thgt \Voronoi seistion
exceed or equaDO A before the sub-deadling, yg..cgation: closer to its base than to any other base inside the network.

(8)

Twe.mac

DOA 4.6 Base Processing Delay and Its Tradeoffs

Daggregation Z Taggregation = = s = (6)
2-SR-TS-D After a base receives the reports delivered in phase E,-t per

where D represents the node density. Note that after the wakérms the high-level processing such as the velocity estima

up process, not only the sentry nodes but also the non-sentnyorder to do so, a base node needs to accumulate several re-
nodes participate in the tracking. Equation 6 quantittive ports from the network. The delay to accumulate the reports
reveals a feasible region for us to guarantee the sub-aeadlil;,,. is subject to its sub-deadling,,,.. We defined the min-
Dgggregation. FOr example, if the network density)] and the imal number of reports needed by the basesas This value



can be one, if the in-networking processing is sufficient.e Thwell as slow personnel at a smaller budget. So itis desifabke
frequency of reports depends on the speed of the target and Hystem designer to have the ability to trade off the systearpa
aggregation of locations from nodes at different locatidhrom  eters to satisfy certain real-time constraints. In thidisacwe
the analysis in the section 4, we know that after the target ense the deadline partition method to guarantee the sullidead
ters the system for time, the expected number of nodes carof each phase, consequently guarantee the end-to-endriead|
sense the target (s - SR?/2 + 2SR - T'S - t)D. Obviously, if This approach makes the real-time design for a complex senso
the target goes further fakt, the expected number is increasechetwork manageable. Since VigilNet aims at various tragkin
by 2SR - TS - At. Considering the detection del@¥%.ction, SCeNarios, for a given end-to-end deadline, the actuathytipa
only nodes that art;g/SR2 — (Taetection - T'S/2)? meters away among the phases would vary significantly. Our analysisde-4n
from the target trajectory can recognize the target. Tloeeef pendent of how the sub-deadlines are assigned, which give th
we can estimate the number of report (NR) generated befere ttlesigner more flexibility to exploit the feasible regiongilutie
sub-deadlinéd)y, ;. as: end-to-end real-time requirement is met.

We note that this analysis can be generally applied to other
tracking systems with or without certain features. For exiam
NR = (2TS- D \/SR? — (Tuetection - T'S/2)%) - Dyase (9)  the tracking system presented in [2] does not consider thepo

) management, which makes the analytical results;gf;;.; and
Alteratively, to guarante® .., we need to select th, the Topakeup trivially zero, while other analytical results are still-ap

minimal number of reports needed by the base, a value smalj§caple. We also note due to the unpredictable and stlsta-

thanN R. _ _ _ ture of environmental inputs (e.g., a target could move iirefiy
Now we consider how the selection of K impacts the acCugioyly), VigilNet is not quite amenable to the traditionadst-

racy in velocity estimation. Since each location reportfisip- 556 real-time analysis. Nevertheless, the analyticaltsewe
proximation of the target location, there is an error in thsuft provide can assist the designer to provide soft real-tinezau

of velocity estimated using the least square method. Withoyse ang make guided decisions on the system configurations. |
loss of generality, we first consider the velocity along theds.  ihe next section, we validate our real-time design and aigly

Statistics has established the variance of the estimabee &h through a physical test-bed with 200 XSM motes as well as a
a two-variable least square linear regression as large-scale simulator with 10,000 nodes.

0.2

S (- 72)

whereo is the standard deviation of the disturbance, which in In the evaluation, we validate the analytical results as asl
our case is the detection error of a single repeyrin our case is  Provide more insights on the timing issues from the realesyst
a timestamp. Itis hard to get the distribution)f. , (z; — )2, ~and simulation perspectives.

but a rough estimation can be obtained by a simplification so

that the values of; are evenly distributed and; = i/(2D - 5.1 System Configurations

SR -TS - Pr). Thus we can get an estimation of the standard

5 Evaluation on Real System Perfor mance

deviation of the velocity: A large portion of code of VigilNet is written in NesC [7], an
modulized extension to the C programming language. Siree th
40-D-SR-TS - Pg (10) concept of traditional OS kernels does not exist in TinyO&,[1
VBK(K +1)(K — 1) a NesC programmer can directly access the hardware devices

including the sensors and flash memory, which facilitates th
whereo is the standard deviation of the location error of a sintime analysis within a single node [23]. The network infrast
gle report. Equation 10 reveals the tradeoff between the-acqure in VigilNet is a multi-path diffusion tree rooted at leas
racy in tracking and the delay in base processing. Inbfigh.  The contention-based B-MAC protocol [25] is the default me-
increases linearly with the number of reports required 4ued t dia access control protocol, which has certain uncertaintiye
standard deviation of the velocity estimation reduces @ipr communication delay. Three detection algorithms are desig
mately linearly withK —3/2. separately for acoustic, magnetic and motion sensors. They

identify the target signatures through a lightweight dfecss
4.7 Summary of the Analysis and Tradeoffs tion scheme as described in [8]. VigilNet consists 40,068di

of code, supporting multiple existing mote platforms irdihg

Dealing with the physical world, many sensor-based systemMICA2, MICA2dot and XSM. The compiled image occupies

must respond to external stimuli within certain time coaistts. 83,963 bytes of code memory and 3,586 bytes of data memory.
Such constraints could change overtime with the changes of As areal-time online tracking system, VigilNet is desigited
the application objectives. For example, a surveillanctesy complete detection, classification and velocity estinratigthin
should be able to track fast vehicles at a high energy budget 4 seconds. The field test was done on a T-shape dirt road in



the amount of complexity within the VigilNet (30 protocoigé-
grated). On the other hand, we acknowledge that due to v&ariou
physical constraints, field experiments can only exploiesyv
limited design space and obtain a limited amount of dataré-he
fore, to understand the real-time properties in VigilNesedle
with a much large context, we provide a large-scale simati
in the next section.

6 Large-Scale Simulation

Our simulator emulates the tracking operations as shown in
; A ' Figure 1. We distribute 10,000 nodes randomly within a 100,0
Figure 9: Deployment Site m? rectangle area. We run each experiment 30 times with dif-
ferent random numbers. The figures are plotted with the geera

) o o value as well as the 95% confidence interval.
Florida as shown in Figure 9 from the aerial view. We deployed

200 XSM motes which are equipped with CC1000 radio, mag. 1 Experiment Setup

netic, acoustic, photo, temperature and passive infrarasoss

(PIR). Along the road, nodes were randomly placed roughly We note that our evaluation does not choose deadline/ sub-
10 meters apart, covering one 300-meter road and one 2@adline miss ratios as the major metrics, because such-an ap
meter road. Through localization [28, 10], nodes were awajsroach reveals less information about the tradeoff betvesen

of their positions. In order to measure various kinds ofgledi  tual delays and other system performance parameters. ®ice
nodes within VigilNet synchronized with the base withinl0  mean value and 95% confidence intervals of the delays are plot
milliseconds using the techniques described in [22]. Theeti ted in the figures, one can determine the appropriate sysiem s
stamps of various actions such as initial detection werelsk  tings for a given deadline requirement.

to the base, so that we can calculate the delay. We used a Fordn our experiments, we study several system-wide paraseter

Explorer that weighted about 4000 Ibs. as the target. that directly affect the real-time properties of VigiINeThese
parameters are: 1) the target speed (TS), 2) the physicay del
5.2 Delay Measurements in detection Cyetection), 3) the sentry duty cycle (SDC), 4) the

non-sentry duty cycle (NSDC), 5) the required degree of aggr

When a car enters the surveillance area at about 10 metgation (DOA), 6) the sensing range (SR) and 7) the required
per second (22 mph), a detection report is issued firstvieltb number of reports for base processing (K). We match the simu-
by classification reports. Finally, after sufficient infation is  lations with the analysis to see how well they fit with eacteoth
gathered, velocity reports are issued. Figure 10 illustrahe We use the settings from the VigilNet system as the default
cumulative distribution of different delays. The communic values for these system parameters, which are listed ireTabl
tion delay (leftmost curve) is much smaller compared witlkeot Unless mentioned otherwise, the default values in Tableel ar
delays. About 80% of detections are done within 2 secondased in all experiments. The metrics used to measure the sys-
Over 80% of the classification and velocity estimations aaden tem performance are mainly the six types of delays discussed
within 4 seconds. The empirical results from most runs are coSection 2, the end-to-end delay and the energy consumpgion p
sistent with our analysis in Section 4 and the simulationltes day per node.

in Section 6.

Table 1: Key System Parameters
< 100% Parameter| Definition Default Value
S g% TS Target Speed 10 m/s
2., SDC Sentry Duty Cycle 50%

@ & 60% —&—T_initial - NSDC Non-Sentry Duty Cycle 1%
g 3z —%—T_initial+T_decetion+T_agg+T_e2e DOA Degree of Aggregation 1%
£ 0% —&-T_total [ SR Sensing Range 10
R T.eze K Reports required by the basg 1
a Delay (ms) D Node Density 0.01m?
0% . . . . . . . . .
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Figure 10: Various Delays Measurements from Field Test

6.2 Performance vs. Target Speed
We emphasize here that field experiments indicate that
VigilNet meet its real-time requirement and our real-timels- The target speed determines the spatiotemporal distibuti
sis can approach the reality with a reasonable precisispide of events over a certain time period. It is crucial to underdt
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its impacts on the tracking performance.

Sentry Duty Cycle
Figure 16: Energy Consumption vs. Sentry Duty Cycle

In this experimenof 10m/s, the detection delay has a small impact on the Initia

we incrementally increase the target speed (TS) form 5m/s tielay, however it contributes most significantly to the a¥ler
15m/s in steps of 1 meter. As expected from our analysis in Seiacrease of the total tracking delay. Again, since the ditec
tion 4, Tpitiar aNA T, ggregation decrease with the target speedtime is relative small, this system parameter does not eakity
as shown in Figure 11. One interesting observation is theat taffect the overall energy consumption as shown in Figure 14.
descend rate of,,;;;,; diminishes wheril’S becomes larger.
This is because that a node needs a sufficient sensing timeﬁto4
ensure detection. It is possible that a quick target passes o
sensor without detection, which negatively affects Thg;q;-
Since VigilNet deals with a rare event model, the energy con- From the analytical results in Section 4, we obtain an analyt
sumed during the tracking is not perceptibly affected bytéine ical delay curve betweem;,;1;.; andSDC' in Figure 3. In this
get speeds as shown in Figure 12. experiment, we obtain another curves (Figure 15) through th
simulation. By comparing these two results, we concludé tha
they are consistent with each other. For example, at a defaul
50% duty cyclel;,,;1:q; Obtained from the analysis in Figure 3 is
Different tracking systems use different sensing devices600ms, whilél;,,;:;,; obtained form the simulation (Figure 15)
and detection algorithms, which have various detectioaydel is 1360ms (Note that our analysis is relatively consereatiin
Taetection- 1N this experiment, we increase the delay in the deaddition, Figure 16 reveals that the energy consumptioa-esc
tection algorithml e ecri0n from 500 ms to 1000 ms in steps of lates linearly with the SDC, which indicates an efficienttsgn
50 ms. It is interesting to observe in Figure 13 that at a spesgheduling algorithm is beneficial.

Performance vs. Sentry Duty Cycle

6.3 Performance vs. Detection Delay
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6.5 Performance vs. Non-sentry Duty cycle confidence in target detection. However to accumulate émoug
H | he i  th K . report, it inevitably introduces a certain delay. This expent
ere, we evaluate the impact of the wake-up operation ofy, jies the effects of data aggregation. We gradually asae

the gelayhandhenergy consu&nptior&. ::irs_t, the Simulatiﬂuljl‘fslf the DOA threshold for a leader to report to base. Since the DOA
confirm that the average wake-up delay is approximatelydialt | . ¢ only affects the tracking phase, which has a smaliggner

. . . . . Vi
the toggle period as predicted in Section 4.3. Since the Wak@onsumption DOA's impact on the energy consumption is not
up delayTi,qkeup IS @an order of magnitude smaller than othe X

. . foticeable. On the other hand, with a larger DOA value, ietak
delays such a%;..:iq;, @ slight decrease in the wake-up delay,

- . ; more time for a leader to collect the member reports. For ex-
shown in Figure 17 does not noticeably impact the overafiyel

H . inal liaht i £ the Non-S ample as shown in Figure 19, it takes as long as 2.39 seconds
OWever, mterestlr.lg y asigt tincrease of the Non- emﬂw to achieve DOA value of 5. We note that this simulation result
Cycle leads to a significant increase of energy consumptson

f again consistent with the analytical results shown iufe
shown in Figure 18. This is because that the non-sentry noq%igh has an estimated delay 013/2 5 seconds @,
are by far the majority, so an duty-cycle increase of the non- ) '

sentry nodes leads to a quick increase in the total energg. T% 7  Performance vs
result indicates that it is beneficial to increase the wakelalay,
when possible, in exchange of the energy saving.

Sensing Range

To accommodate various requirements in detection and clas-
sification, different tracking systems use sensors witfedif
6.6 Performance vs. DOA ent ranges. Figure 21 and Figure 22 investigate the impact of

sensing range to the tracking performance and energy cgrsum

In-network processing through data aggregation can redutien. With a large sensing range, a smaller number of sentry
the amount of data transmit over the network and increase tigerequired. Therefore, the total energy consumption deas

10
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quickly. For example in Figure 21, the energy reduces by 75%arley [4] designs a periodic message scheduler to provide a
when the sensing range increases from 10m to 28m. It is intezentention-free predicable medium access control. Somasu
esting to see that the initial deldy.,;;;o; actually slightly in- dara [27] proposes a mobile agent scheduling algorithm ko co
creases. This is because the number of sentry nodes redulees the buffered sensor data, before the buffer overfloviimcc
while the coverage per sensor increases, the total covénageat the sensor nodes.

all sentry nodes remains the same. We can derive from Equa-Besides the real-time protocol design, several research fo
tion 3 that expected’,+; iS higher when the sensing rangecuses on the time analysis for sensor networks. In [23], Mo-
is smaller, given the same coverage in both cases. This arn et al. provides a cycle-accurate WCET analysis tool fr th
lytic result is confirmed by the simulation results shownha t applications running on the Atmega Processor Family. Atmiel
Figure 21. Due to the space constraint, we omit the detaildwer [1] derives a real-time capacity bound for multi-hopeléiss

derivation here. sensor networks. It is a sufficient schedulability conditior a
class of fixed priority packet scheduling algorithms. Usinig
6.8 Performance vs. Number of Reports bound, one can determine whether a certain traffic pattemn ca

meet its real-time requirement before hand.

To improve the estimation of target velocity and to classify With advances in the sensor techniques, several large-scal
targets with a high confidence, a base node normally needss@nsor systems have been built recently. The GDI Proje¢t [29
accumulate a certain number of spatiotemporal relatedrtepoprovides an environmental monitoring system to record ahim
from the same logic tracking group. This experiment investibehaviors for a long period of time. The shooter localizatio
gates the impact of the number of reports required by a basgstem [26] collects the time-stamps of the acoustic detect
to the tracking delays. Obviously, this only affedts,... Fig- from different nodes within the network to localize the piosis
ure 23 shows thal}... approximately increases linearly with of the snipers. These systems mention some timing issues, ho
the number of reports, which is expected by our analytical r&ver they do not treat real-time as a major concern. Our previ
sults in Section 4.6. Since the operation is done at the basis publications on VigilNet [12, 11] focus on the architeet

there is no energy impact to the sensor network as shown in Figspects. To the best of our knowledge, this work is the firatto
ure 24. alyze the real-time performance and its tradeoffs in awnesld

large-scale wireless sensor system.

7 Reated Work
8 Conclusion

Real-time protocols play an important role to guarantee the
effectiveness of the interactions between wireless sensbr In this paper, we demonstrate the feasibility to design a
works and the physical world. RAP [20] uses a novel veloceomplex real-time sensor network, using the deadline tjanti
ity monotonic scheduling to prioritize the real-time trafind method, which guarantees an end-to-end tracking deadjine b
enforce such prioritization through a differentiated MA@yler.  satisfying a set of sub-deadlines. We also analyticallytifye
Woo and Culler [31] propose an adaptive rate control schentke tradeoffs among system properties while meeting thie rea
to achieve fairness among the nodes with different disttae time requirements. We validate our design and analysisigro
a base station. Huang [15] et al. propose the Mobicast protbeth a large-scale simulation with 10,000 nodes as well addh fi
col to provide just-in-time information dissemination todes test with 200 XSM nodes. We contribute a set of tradeoffs that
in a mobile delivery zone. Given the complete knowledge adire useful for the future development of real-time senser sy
traffic pattern, Li [18] proposes a SLF message scheduling aems. Given real-time constraints, a system designer cée ma
gorithm to exploit spatial channel reuse, so that deadliss@s guided engineering judgements on the system parametdrs suc
can be reduced. The Lightning protocol [30] localizes ttmuge as the network density, the appropriate detection algordhd
tic source with a bounded delay regardless of the node gensithe duty-cycle settings for the sensor nodes.
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Finally we acknowledge that although it is amenable to prd413] T. He, P. Vicaire, T. Yan, Q. Cao, G. Zhou, L. Gu, L. Luo,
vide the worst-case real-time analysis for a certain paltegch

as the wake-up protocol in Section 4.3. However, due to t
dynamic and unpredictable nature of the sensor networks, it

a long-term research goal for us to achieve precise woss-ca
real-time analysis across the whole system.
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