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Abstract—This paper presents a TDMA based multi-channel
MAC protocol called TMMAC for Ad Hoc Networks. TMMAC
requires only a single half-duplex radio transceiver on each node.
In addition to explicit frequency negotiation which is adopted
by conventional multi-channel MAC protocols, TMMAC intro-
duces lightweight explicit time negotiation. This two-dimensional
negotiation enables TMMAC to exploit the advantage of both
multiple channels and TDMA, and achieve aggressive power
savings by allowing nodes that are not involved in communication
to go into doze mode. Moreover, TMMAC dynamically adjusts
its negotiation window size based on different traffic patterns,
which further improves communication throughput and energy
savings. In this paper, the performance of TMMAC is analyzed
and evaluated. The evaluations show that TMMAC achieves up to
113% higher communication throughput while consuming 74%
less per packet energy over the state-of-the-art multi-channe
MAC protocols for single-transceiver wireless devices.

I. INTRODUCTION

¥ University of lllinois
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ATIM window size is dynamically adjusted based on different
traffic patterns to achieve higher throughput and lower gyner
consumption. The communication window is time slottedheac
of which is called a time slot. The duration of each time slot
is the time needed for a single data packet transmission or
reception. During the ATIM window, each node decides not
only which channels to use, but also which time slots to use
for data communication. Then each node adopts the negbtiate
frequency for each time slot to transmit or receive data etck
From the TDMA's point of view, TMMAC is a traffic-adaptive
and energy-efficient TDMA scheduling algorithm.

This two-dimensional negotiation enables TMMAC to take
full advantage of both multiple channels and TDMA. The main
contributions of this work can be summarized as follows:

We present a TDMA based multi-channel MAC protocol
called TMMAC. TMMAC not only utilizes the bandwidth

Media access control is an essential part of the wireless

more efficiently, but also achieves more aggressive power

communication stack and it has obtained intensive research
attention. More recently, to achieve higher communication ,
throughput, multi-channel MAC has been studied.

This paper focuses on how to incorporate both the advan-
tages of multiple channels and TDMA into the MAC design
with low overhead, when each node in the network is only
equipped with a single half-duplex radio transceiver. Such
hardware can not transmit and receive at the same time, but
it can switch its frequency dynamically. Many of the presou

muilti-channel MAC designs [L][2][3] require multiple raxi related work in Section Il. Then we present the details of

transceivers. Multiple radios not only result in higher gwot o ion | ion-

prices, but also consume more power from energy-constiainﬂéIe a?gll;/ltﬁ:zl %:%tgglo Io?ﬁ\l/lgl\;l] AI?: ie;trlesnerlwltlédma:gc\?alir:j;:g q

devices. Plus, t t IEEE 802.11 devi [ . : . ) o
evices. FILS, most curren evices are eqilip e describe the design of the dynamic ATIM window adjust-

with a single half-duplex radio transceiver. Thereforejsit . . . .
important to devise an energy efficient multi-channel MA@ent spheme n SeCt'dE.V' Secu@.VI contains a gomp!ete
evaluation of TMMAC. Finally, we give the conclusions in

protocol based on a single half-duplex transceiver. :

In this single transceiver context, conventional multi—SeCt'Om‘
channel MAC designs adopt explicit frequency negotiation
[41[5][6][71[8], through certain kinds of control messagerhis
one-dimensional negotiation enables these MAC protocolsA large number of multi-channel MAC protocols and
to take advantage of multiple channels and achieve betlddPMA scheduling algorithms have been proposed in the
performance than IEEE 802.11. literature. Many multi-channel protocols are based on igpec

In this paper, we propose an energy efficient multi-channiehrdware assumptions. [9][10] assume the use of frequency
MAC protocol called TMMAC. In addition to conventional hopping spread spectrum (FHSS) wireless cards, and in [11]
frequency negotiation, TMMAC introduces lightweight exthe busy-tone ability is required for the radio hardware. In
plicit time negotiation. In TMMAC, time is divided into fixed [1][2][3][12][13], either multiple radio transceivers @rsingle
periods, which consists of an ATIM (Ad Hoc Traffic Indicationsophisticated transceiver is required to be capable @hlist
Messages) window followed by a communication window. Thi® multiple frequencies at the same time. For example, [1]

savings. Further, TMMAC supports broadcast efficiently.
We provide an analytical model for TMMAC. The model
accurately characterizes the performance of TMMAC and
is validated through simulation.

« We propose a novel scheme to dynamically adjust the
ATIM window size efficiently based on different traffic
patterns, which improves both the network throughput
and energy efficiency of TMMAC.

The rest of this paper is organized as follows. We review

Il. STATE OF THEART



During the ATIM window, all the nodes listen to

[ [ [

: e : i m — i : > the same default channel for negotiation. Four types
:<_____,:<_ ____________ ,: of packets are used for negotiation: ATIM, ATIM-ACK

| ATIM Window | Communication Window | (ATIM-Acknowledgement), ATIM-RES (ATIM-Reservation)
- —————————— > and ATIM-BRD (ATIM-Broadcast). They are called ATIM

! Bescon leral ! control packets. In TMMAC, the communication during the

Fig. 1. Overall architecture of TMMAC. . R .
9 ATIM window is contention based and uses the same scheme

requires two radio transceivers. One listens to the contrah- @S the one used in 802.11 DCF [14]. During the negotiation,
nel and the other listens to the data channel simultanedaslyth€ sender and receiver decide not only which channels to use

TMMAC, we do not have such special hardware requirement/t @lso which time slots to use for a set of data packets, the
TMMAC only requires a single half duplex radio transceiveffumber of which is specified by the sender. Then in each time
Multi-channel MAC protocols that are closely related t§'°t €ach node adopts the negotiated frequency to tramsmit

TMMAC are the ones that extend IEEE 802.11 Distribute@ceive data packets. The duration of each time slot is long

Coordination Function (DCF) protocol [14] and use certaifn®ugh to accommodate a data packet transmission, ingludin
kinds of control messages for frequency negotiation. Ty he time needed to switch the channel, transmit the datagpack

cal protocols in this group are [4][5][6][7][8]. Among thes and the acknowledgement.

protocols, MMAC [_4L] is the mos_t re;lategl one to TMMAC. 5 Dpata Sructures

MMAC assumes time synchronization in the network and . ) )

time is divided into fixed-length beacon intervals. Eachcoea _ VW€ first describe two data structures used in TMMAC.
interval consists of a fixed-length ATIM window, followed by TheY are the Channel Usage Bitmap (CUB), and the Channel
a communication window. During the ATIM window, every”\llocation Bitmap (CAB). _

node listens to the same default channel and negotiatediwhic | '€ CUB is maintained at each node and transmitted along
channel to use for data communication. After the ATINVIth ATIM packets. Each CUB represents the current usage
window, nodes that have successfully negotiated chanrits winformation of one channel. So if the radio transceiver has
their destinations send out data packets using 802.11 DEydllable channels, there afd CUBS in each node. These
[14] for congestion avoidance. Nodes that do not achiefe)BS are used to keep track of the allocationsadf the
successful negotiations or do not have packets to sendPgfvious negotiations in the current ATIM window.

receive go into doze mode to save power. From simulation

studies, MMAC successfully exploits multiple channels to Slot1) Slot2 | Slot3 | Slot4 ] ... | Slot ¥
achieve higher throughput than 802.11. CUB; 1 1 0 0 0
Besides the explicit frequency negotiation, pseudo random Fig. 2. An example of a CUB.

number generators are also used in [15] to help frequen igure(2 shows an example of a CUB. CUBepresents

allocations and switches. Nodes have different random nuffic YSad¢ information of channein different time slots for

bers at different times, and communication is allowed whefl® curent beacon interval. A single bit is used to represen
neighboring nodes she;re the same random numbers whether a time slot is occupied or not. Therefore, if the baac

There are also many TDMA scheduling algorithmi%nterval hasV time slots, each CUB contain$ bits in it. We

‘ ‘ g . UseCUB, ; to denote thej*" bit in CUB;. If CUB, ; equals
[16][17][18][19] proposed for ad hoc networks in the Ilteral it means that channélin time slotj is already allocated

wre. Thgse TDMA scheduling glgonthms are mainly deS|'gpeDd its neighbors or itself in previous negotiations. If itdsit
for sharing a single channel in the network and prowdlnrt#

collision-free channel access scheduling in that singéangl. ?I_T]ls g::‘é Cr?;‘:r:ﬁgnstg:; S(';;; ';?Jstt?zlz;oéﬂ:gcaDt:ggéem
In these protocols, frequency diversity is not exploited. '

from the CUB, a CAB describes which time slots in that
channel are allocated by theurrent negotiation. We use
CAB; to represent the allocation information of chaniel

In this section, we present the TMMAC protocol. Figur&’AB; ; is used to denote thg'" bit in CAB;. The CABs
[1 shows the overall architecture of TMMAC. Like the IEEEare not maintained at the node and are only transmitted along
802.11 Power Saving Mechanism (PSM) [14] and MMAC [4)with ATIM-ACK, ATIM-RES or ATIM-BRD packets, telling
TMMAC requires time synchronization [14][20]. In TMMAC, the neighboring nodes which channels and which time slets ar
time is divided into fixed-length beacon intervals and eadilocated by the current negotiation.dfAB; ; = 1, it means
beacon interval is comprised of an ATIM window and a conthat channel in time slotj is allocated by this negotiation.
munication window. Different from 802.11 PSM and MMAC,Otherwise, it is not allocated.
in TMMAC, the ATIM window size is dynamically adjusted The rules to change the values of the CUBs are described as
and the communication window is further divided into timdollows: 1) The value of each bit in all the CUBs is reset to 0
slots. For ease of description, in this section, we assuiae tivhen the node is powered up or it is at the start of each beacon
the ATIM window size is fixed. The dynamic ATIM window interval. 2) For both unicast and broadcast, if the senddr an
scheme will be discussed in Section V. the receiver(s) are negotiating to use channiel time slot j

I11. TMMAC D ESIGN



for data transmission, the bits in time slpof all the CUBs After node S decides which channels and which time slots
in both the sender and the receiver(s) are set to 1. 3) If a nddeuse for the broadcast packets, node S updates its CUBSs,
overhears an ATIM-ACK, or ATIM-RES packet/UB; ; is and generates the corresponding CABs. If chariniel time

set to 1 ifCAB; ; contained in the packet is 1. slot j is selected(CAB,; ; is set to 1. Otherwise, it is set to
0. Then node S broadcasts the ATIM-BRD packet with the
B. Unicast Negotiation CABs in it. By overhearing the ATIM-BRD packet, the nodes

in the vicinity of node S learn in which time slots they will

For unicast packets, the ATIM, ATIM-ACK and ATIM-RES ) :
f unicastp S an I (%ewe the broadcast packets and which channels to use, and
]

packets are used for negotiation. If node S wants to send a te their CUB
of packets to node R, node S first sends an ATIM packet ate their S:

node R containing all its CUBs and the number of packetssmce in broadcast negotiation, the time slot to be allatate
it wants to send. After receiving the ATIM packet, node |:gequires that no channel in that time slot has been used, it is
) ' re difficult to allocate time slots for broadcast packets.

decides which channels and which time slots to use ba ﬁ . h bl d he followi hails:
on the information of its own CUBs and the CUBs fron@_ev'"’“et at problem, we adopt the following two methais:

the sender S. The selection procedures used by node R rlg“n a single node, if we havc_e .b.Oth unicast packets .a'?d
described as follows: broadcast packets to send, we initiate broadcast negutiati

Node R perorms an OR aprston on o s CUs a0 MISSLIES0lalcn 2 Anong mulpe todes ve e
its own CUBs to generaté/ combined CUBs. IfCUB; ; in 9 ’

the combined CUB equals 1, channel in time slot j can makes accessing the medium easier for broadcast negotiatio
not be allocated for this transmission. Otherwise, charneb pata Packet Transmission

in time slotj can be allocated for this transmission. If there . .
. : . After the ATIM window, nodes can send packets, receive
are multiple available channels at one time slot, at most one . .
e ackets or go into doze mode based on their schedules. If a
channel can be chosen for data transmission, because a no

has a single half-duplex radio transceiver in TMMAC. The fode has negotlategl to s_end or receive a packet mﬁfh_e
. |me slot, the node first switches its channel to the negatiat
following the rule above, node R randomly selects channe

. ) . thannel when it enters thé" time slot and then transmits
and time slots, among available ones from thecombined . . . .
o waits for the data packet. If a receiver receives a unicast

CUBs for this transmission. If node R can not allocate enou . - .
) e s cket, the receiver sends back an ACK in the same time slot.
time slots as the number of packets specified in the ATI . .

If a sender does not hear an ACK after it sends out a unicast

pa;l:tztr, :33: S ggcc)icd?ats(?iviiscrr? 222;:;; iggsvszic?r? \:‘i?ﬂes',lo acket, t_hat .packet i; retran;mitted in the next _schedimm t

to use for this transmission, node R updates its CUBS ?t, which is negotiated with the same receiver. Note .that

generates the correspondiné CAB:s. If chanhéi time slo{ X MAC does not g_uar.antee. 100% (.:OHISIOn free communica-
' tion in the communication window, since packet collisionyma

%’HS seledCteS’CAlBi’jb'S Ijet'ttr? 1.A9I':rl\l/|er;\NCI:SKe It Is set to h(.)'ﬂccur in the ATIM window which may cause the information
€h node < replies back with an k message, WhiCl,req in the CUBS to be incorrect. If a node has not negotiate

contains the generated CABs. The nodes in the vicinity 0‘9”0@0 send or receive a data packet, including broadcasts.ein th

R update their CUBs by overhearing the ATIM-ACK messagey, . .
based on the rules described in Secfion I1I-A and know the time slot, the node switches to doze mode to save power.

current channel usage information. After receiving the M| IV. ANALYTICAL MODEL
ACK packet from node R, node S updates its CUBs based on .o <oction we present an analytical model to compute

tcr:)entgﬁliiz f:ﬁz sne(l)rii Fé:gg fgnr?; dZUtRangTcl)\'\,A(;rF:E;iEZC?ﬁ%e throughput of TMMAQ in Wireless Local Area Networks
ATIM-RES packet, the nodes near nodé S update their CU%SVLAN,S)' Although muilti-hop n_etworks are more compli
to obtain the currént channel usage information Bted than WLANSS, the analysis based on WLAN's helps
' better understand the performance of TMMAC.

The throughput of TMMAC is mainly determined by the
number of packets that can be scheduled during the ATIM

For broadcast packets, the ATIM-BRD packets are used fwindow and the maximum number of packets that can be
negotiation. If node S has some packets to broadcast duran@ommodated during the communication window. We first
this beacon interval, node S first selects the channels and tompute the number of packets that can be scheduled during
time slots it wants to use based on its own CUBs. The selectithie ATIM window, which mainly depends on the number of
procedures are described as follows: successful negotiations during the ATIM window. So we com-

Node S randomly selects the time slots, in which all thgute the number of successful negotiations that can be accom
channels are not used by any of its neighbors yet. If noden®dated during the ATIM window in the first place. Since in
can not allocate enough time slots for the broadcast messag@MAC, the communication of ATIM control packets follows
node S allocates as many time slots as possible. After nod8®.11 DCF [14], we use the analytical model for 802.11
selects the time slots, node S randomly selects a channel B&F to characterize the communication performance of ATIM
each chosen time slot for the broadcast messages. control packets. In [21], Bianchi gives an accurate model fo

C. Broadcast Negotiation



the system throughput in 802.11 DCF for WLAN’s, when Let I,; be the length of the time slot,,,; depends on
the network is saturated is “defined as the fraction of time the network bandwidth, the data packet length, and the time
the channel is used to successfully transmit a payload bisynchronization error. Suppose that the bandwidtiBjsthe
Readers are referred to [21] for details. For simplicity,wee length of the data packet header 5, the channel switch

the following equation to express: delay ist.s, and the maximum time synchronization error
5 Pyycc E[P] @ IS tmaz- FOr simplicity, we assume that the maximum data
Piatet + PsueeTs + PeouTe packet payload size equals the average data packet payload

Here, P,,.. is the probability for a contention sfotto Size, which is denoted aB(P;). We get that if data packets
have a successful transmissiaf,,;; is the probability for a are transmitted,,.. after the beginning of each time slot, data
contention slot to have a collisiot®, 4. is the probability of transmissions in different time slots do not overlap as lasg
having an empty contention slat,is the contention slot size, H+ E(P;) + ACK
T, is the average time the channel is sensed busy due to a betor = =@ ———
successful transmission (i.e., the time needed to comgiete

RTS-CTS-DATA-ACK handshake in 802.11 DCF, if RTS/CTS, >1PPOSClicacon 1S the length of the beacon interval. The
: . : . maximum number of data packets which can be accommo-
is enabled) . is the average time the channel is sensed bu

during a collision, andz[P] is the average packet payload Sizea%ted during a single communication window is as follows:

+ 26 + tes + 2tmax (4)

P.ueer Pigie and P,,;; depend on the number of contending Naccommodate = | (beacon = latim) | p ®)
nodes, given that the sizes of backoff windows and the number betor
of backoff stages are fixed. Because the actual number of packets scheduled during the

Equation [(1) shows that the number of successful RT&TIM window must be smaller than or equal to the maximum
CTS-DATA-ACK handshakes per time unit in 802.11 DChumber of packets that can be accommodated during the com-
is % = s, If We assume that RTS/CTS munication window, the actual number of packets transthitte
is enabled. This presents a way to compute the numberdfring the communication window is the smaller value of
successful negotiations during the ATIM window. L&t rep- 5,01 aNd naccommodate, Which is denoted as follows:
resent the number of successful negotiations per time lurst.

easy to see thaV, = P@-dzet+1>m;§55f"+PcouTg“m’ in which

Tatim andT 2t denote the average time the channel is sensedsg the throughput of TMMAC i$E/(Py) X nactuat)/lveacon-
busy due to a successful negotiation and a collision of th§g presents a convenient way to com‘pute the satura-
ATIM packets, respectivelyZ¢™ and T¢"*™ are computed tion throughput of TMMAC with certain parameter settings.

Nactual = MIN{Nschedule, Naccommodate } (6)

as follows when we only consider unicast negotiation: We usel,,; to denote the optimal ATIM window size,
T:tim = ATIM + SIFS +6§ + ATIMACK + SIFS which makes Nschedule = MNaccommodate- It can be eas-
+6 + ATIMRES + DIFS +§ ily proven that the maximum throughput is achieved when
Tgtim = ATIM + DIFS + ¢ (@  Nschedule = Maccommodate by ShOWing that eithenschadule

Here, § is the propagation delay, and SIFS and DIFgrr] n“c"é”?w”rlﬁe d?/(\:/rheases when_the ATIM window S'Zf IS
represent short interframe space and distributed intagra“"2n9Ee TOMopt- YWNENTachedute = Naccommodate, WE GEL
space used in 802.11 DCF, respectively. Equation (2) also lopt = fj‘;ingl @
shows that to achieve highéY,, we need to keep the sizes T = grstet
of ATIM control packets as small as possible. To reduce the Combining Equation (3) and Equation] (7), the maximum
overhead of ATIM control packets, we include only 3 CUBghroughput of TMMAC is computed as follows:
which have the least utilizations up to now in the ATIM
packet when the number of channels is larger than 3. Then Tma= =
the receiver allocates from the 3 channels whose CUBs are
contained in the ATIM packet and generates the correspgndin Equation (8) shows how to determine the maximum
3 CAB:s for the ATIM-ACK packet. throughput of TMMAC based on different parameter settings.

Assume that each successful negotiation scheduldata It also presents a theoretical way to analyze the impact of
packets on average and the length of the ATIM windowifferent parameters on the performance of TMMAC, such as
is l.im. The average number of data packets that can e impact of time synchronization errors, the impact of MTI
scheduled during a single ATIM window is as follows: window size, etc. Due to the page limit, we only show the
impact of time synchronization errors in Section IV-B. Ineby
Equation (8) presents that the maximum throughput inceease

Now we compute the maximum number of packets thak A7, N, n, or E[P,] increases, but decreases @g,.
can be accommodated during the communication windolicreases. Therefore, to improve the maximum throughpat, t

. _ o , , _corresponding methods used to change the valud piV, 7,

The contention slot is different from the time slot used in doenmuni-

cation window of TMMAC. The contention slot size is the timeituof the E[Pd] and lmaz Ca.n be a_pplied. For example, we can enlarge
discrete-time backoff algorithm employed by 802.11 DCF. the data packet size to increase the maximum throughput.

1

1 + H+ACK + 1 +25+2tmam+tcs
NsnE[Pg] BME[P,] BM ME[Pg]

®)

Nschedule = Ns X latim X 1N (3)
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’ Number of Contending Nodes 8 Fig. 4. Maximum throughputs. time synchronization error.

Fig. 3. ion throughput: analysis. simulation. .
'g. 3. Saturation throughput: analysis. simulation on TMMAC based on the analytical model. We set the number

o of contending nodes to 20 in this analysis.
A. Model \alidation Figurel 4 shows that TMMAC is robust to the time synchro-

We have implemented TMMAC in GloMoSim [22], anhization error. With reasonable time synchronization s&cy
scalable discrete event simulator developed by UCLA. WaIch ast,.. < 50us, the maximum throughput is barely
compare the results from the simulation and model to vadidadffected by the time synchronization error. For example, th
the analytical model. maximum throughput shown in Line 1 is only reduced by 2%

Unless otherwise specified, il our following simulations, WheNntnq. is 50us. Even when the time synchronization error
including the figures shown in Section VI, the simulatiots €xtremely high, such asris, the performance of TMMAC
settings are as follows: 3 channels are used to conform '@inains acceptable. For example, the maximum throughput
the IEEE 802.11b which has 3 non-overlapping channels; tA&€N tmaz = lms shown in Line 1 still achieves 69% of its
bit rate is 2Mbps for each channel; the data packet size9Btimal maximum throughput when there is no clock skew.
512 bytes; the channel switch delay is set ta:8Q15]; the Further, we can make TMMAC more robust to large time
maximum time synchronization error is @%; the beacon synchronization errors by either increasing the payloae si
interval is set to 10@s; all the simulation results in our OF the number of channels as shown in Line 2 and Line 3.
performance figures are computed from 20 trials, each o@r example, line 2 shows that if we increase the payload size
which lasts for 50 seconds, and 90% confidence intervals f#m 512B to 1024B, we achieve 82% of its optimal maximum
the results are also shown in each figure. throughput even whety,q, = 1ms.

Figure 3 shows that our analytical model characterizes the
throughput of TMMAC very accurately. When the ATIM win- . . . .
dow size is 2hs, the throughput from the analysis has up to The max'm!im thfoughpl,“ In TMMA,C is achieved 'only
6% error compared to that from the simulation. For exampi@hen the optimal ATIM window size is used. Him is
the throughput from the simulation WheATTM = 20ms d|fferent_ from l(,pt,_lt results in ban_dW|_dth W_aste either in the
andn = 1 is 0.5% to 6% less than that from the analysis with! 'M Window or in the communication window. However,
different number of contending nodes. The main reason foiere is no fixedo,, which is able to achieve the maximum
this noticeable error is that when a node is near the end of ltltgéoughput under all S|tuqt|ons. As shown in Equation (7),
ATIM window, it gives up transmitting its ATIM packet if it lopt depends onV; andn, given thathl, lyeacon @ndlso are
can not be finished within the ATIM window. This changes thfx€d- Since the number of contending nodes gnaary over
number of nodes which are competing for the bandwidth whd'e: the ATIM window size should be changed dynamically
it is approaching the end of the ATIM window. The impact ido achieve the maximum throughput. Further, itis desirtble
reduced when the ATIM window is enlarged. When the ATIM'SE @ small ATIM window, when the network is not saturated
window size is 4@hs, the maximum throughput error betweerf© S&Ve more energy.
the analysis and simulation is reduced to 2%. Also note that'Und et al. [23] propose a scheme to change the ATIM
when ATIM = 40ms and = 4, the throughput from window size dynamically in 802.11 PSM for Wl_reless LANS.
the simulation is almost the same as that from the analy5{9Wever, the same approach can not be applied to TMMAC
and remains constant as the number of contending nod&sause TMMAC introduces channel diversity and TDMA in
changes. This is because whef.... becomes larger than the .communlcatlo.n wmdoyv. I_n this section, _we pres_ent the
Naccommodate, the throughput is determined by the maximurﬁies'gn for dynamically adjusting the ATIM window size for

bandwidth Supported by the communication window. TMMAC, which hE|pS improve both the network thl’oughput
and energy efficiency.

In TMMAC, each node adjusts its ATIM window size
dynamically, allowing different nodes to have different
Equation (8) shows that the maximum throughput of TMATIM window sizes. We use a finite set of ATIM win-
MAC is affected by the time synchronization error. In thislow sizes{ATIMy, ..., ATIM; ATIM;1,..., ATIM,,}, in
section, we quantify the impact of time synchronizatioroest which AT M, is the minimal ATIM window size AT'I M, is

V. DYNAMIC ATIM W INDOW ADJUSTMENT

B. Impact of Time Synchronization Errors
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the maximal ATIM window size, anle_[Mi+1 7AT]MZ. = | pelse | Dpesi | Speesss ) Wpsliss Spddses | Npulsie | gt | Wpudesos
lsiot. TO avoid collisions between ATIM control packets and ° ’ " T ¥ * @
data packets in the default channel, the default channel is

never used for data communication in the time slots before

ATIM,,. However, other channels can be used for dati ™ . N
communication in these time slots as long as they are nc |, | R R e Nosber of Packets
within a node’s current ATIM window. When a node is £x| ’ '

sending an ATIM control packet, it piggybacks its ATIM i® |
window size for the next beacon interval. Thus, the neigh;ng:
boring nodes know its ATIM window size. There are two =, |
possibilities when noded wants to send a packet to node x| .
B. If node A knows nodeB’s ATIM window size, node " ‘ ‘
A decides whether the negotiation can be finished withit o 5 1 5
min{A'sATI Mwindow, B'sATI Mwindow}. If yes, node
A sends the ATIM packet to nodB. Else, nodeA waits for
the next beacon interval. If nodé does not know nodé3’s

ATIM window size, nodeA decides whether the negotiationyower. There is a special case in which a node does not adopt

can be finished withipd 7M. If yes, noded sends the ATIM  the ATIM window size computed based on the above rules.

packet. Else, nodel waits for the next beacon interval. If a node does not get the opportunity to broadcast its ctirren

A. Rules for Dynamic ATIM Window Adjustment ATIM window size in the I'ast beapon inter\_/al, i.e., no node

In this section, we present the rules used for dynam'i(nOWS Its current AT'.M w!ndow siz€, and it dogs not have
; N . . a%y packets to send in this beacon interval, this node resets

ATIM window adjustment in TMMAC. Our rules utilize the its current ATIM window size taATTM,

properties of TDMA and channel diversity in TMMAC. '

We apply different rules based on whether the network is VI. PERFORMANCEEVALUATION

saturated. When the network is saturated, we adjust the ATIM,, i1is section. we compare our scheme with 802.11 DCF

window size to achieve the maximum throughput. When thgnio, ses a single channel, and MMAC [4] which is a typical
network is not saturated, our objective is to achieve MO[g i channel MAC protocol using a single radio transceive
power savings. In our scheme, each node maintains a varigQiiac is also implemented in GloMoSim [22]. Unless oth-
¢, which means the number of successful negotiations per tige, ;s specified, beside the simulation settings specified i
unit. The moving average is applied to compuyte eliminate  gotior 1V-A, we use the following settings: the networkaare
stochastic anomalies, which is shown as follows: size is1000m x 1000m; constant-bit rate (CBR) traffic is used
(@ in the application layer; the source and destination of each
flow are randomly chosen; Geographic Forwarding Routing

Here, p;11 is the computed average number of successfgtotocol [24] is used in the routing layer; 200 nodes are
negotiations per time unit in this beacon interval, is the randomly deployed into this area; the communication range
value in last beacon interval; . ; is the number of successfulis 250n; the carrier sense range is 500the minimal ATIM
negotiations in this beacon interval, arg;,(i+1) is the window size in TMMAC is 8.57ws and the maximum is
current ATIM window size. To decide whether the networ1.43ns; the length of the ATIM window in MMAC is 2.
is saturated, we compare to N,. If ¢ is not smaller, the We use the following two metrics to evaluate the per-
network is considered to be saturated. Otherwise, it is n@fmance of TMMAC: 1) Aggregate throughput. Aggregate
saturated. Howevery; changes as the number of contendinghroughput is the total throughput of all the nodes in the
nodes changes and we do not assume that TMMAC has #@work. 2) Per packet energy. Per packet energy is the value
knowledge of the number of contending nodes. As a resulf;, total energy consumed by the whole network divided by
we use a conservative value faf;, which serves as the lowerthe total number of data packets successfully transmitted.
bound for a saturated network. ) ] i

After deciding whether the network is saturated, the coft Evaluation of Dynamic ATIM Window Adjustment
responding rules are applied. If the network is saturatesl, w We first evaluate the efficacy of dynamic ATIM window
use the information whether all the available bandwidthhim t adjustment. We vary both the number of flows and Packet
communication window is scheduled for data communicatioArrival Rate (PAR) per flow to observe the ATIM window
If yes, i.e., Picheduie >= Paccommodate: W€ decrease the changes. The traffic pattern is shown in Figure 5(a).
ATIM window size by one level to leave more bandwidth for We first choose the results of a typical source node in a
data communication. If not, i.ePschedquie < Paccommodates  SinGle run to show the performance, which is plotted in Fégur
we increase the ATIM window size by one level to leave morg(b). The number of data packets transmitted during a beacon
bandwidth for negotiation. If the network is not saturated, interval, which happens in the vicinity of that node is also
decrease the ATIM window size by one level to save momdotted in that figure. Note that these two curves shown in

(a) The system loads over time

25 30 35 40

20
Time %second)

(b) Number of packets transmittecs. ATIM window size

Fig. 5. Performance evaluation of dynamic ATIM window adjustine
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o Mt g (per packet Bnerey: 0. 0080 mhe) packet/sec, because it is close to the optimal ATIM window
o r S s Gher packet thers: 00128 i) size with that PAR. However, it becomes the second worst
: when the PAR is below 50 packet/sec, because it does not
leave enough bandwidth for negotiation. Different from the
fixed ATIM window schemes, whose performance depends on
the specific traffic patterns, the performance of the dynamic
ATIM window scheme is always comparable to the best
performance a fixed ATIM window scheme can achieve, if it
123456789 101112131415161718l_l‘:)i%l%ﬂ(szgcz&ﬁli)zi262728293031323334353637383940 dOeS not achleve the beSt, under d|fferent tl’affIC pattd?ﬂs
Fig. 6. Aggregated throughput over time. example, the dynamic ATIM window scheme always achieves
the second best when the PAR is between 20 packet/sec and
Figure[5(b) have different units. Because the performarice 2o packet/sec and it even achieves the best when the PAR is 5
TMMAC can be significantly improved by using a larger packet/sec sometimes. Moreover, the dynamic ATIM window
which can be achieved by accumulating data packets befegheme consumes much less per packet energy. Its per packet
negotiation at the expense of transmission delay, we fdh®d energy consumption is 66% and 49% of that with the ATIM
nodes to accumulate data packets in this set of simulationsyindow size of 2@ws and 31.48:s, respectively. This shows
Figure/5(b) shows that while the number of packets tranthat the dynamic ATIM window scheme adjusts the ATIM
mitted increases as the PAR increases, the ATIM windowindow size successfully based on different traffic patieim
size changes in a different way based on different traffigchieve higher throughput and lower energy consumption.
patterns. We first explain the ATIM window changes when
the number of flows is 10. As we can see from the figure, tie Performance vs. System Loads
ATIM window size increases when the PAR is boosted from 5 In this section, we vary the PAR of the CBR flows to show
packet/sec to 20 packet/sec. The reason why the ATIM windahe performance of TMMAC, MMAC and 802.11 DCF at
is enlarged is that the increase of the PAR causes each nditterent network loads. The number of flows used in this set
to compete for the channel more frequently and the ATIMf simulations is 40. Figure|7(a)-(b) and Figure 7(c) show 3
window needs to accommodate more negotiations. After taed 6 channel results, respectively.
PAR reaches 20 packet/sec, the ATIM window size remainsFigure[7(a) shows that when the PAR is low, such as 1 or
constant since it has reached the maximum ATIM window sizg.packet/sec, the 3 MAC protocols achieve similar aggregate
However, when the PAR increases to 200 packet/sec, the ATtNtoughput. However, as the network load increases, TM-
window size decreases. This is because a high PAR result$yiAC starts to outperform MMAC and 802.11 DCF. TMMAC
a highn, in which case a small number of negotiations utilizachieves 113% more aggregate throughput than MMAC when
all the available bandwidth in the communication windowthe network is overloaded, which is 4.5 times that of 802.11
Therefore, by using a smaller ATIM window, we can reservBCF. TMMAC avoids contention based communication during
more bandwidth for data communication. The similar trenghe communication window. Contention based communication
also happens when the number of flows is increased to 20. Tdipted by MMAC and 802.11 DCF wastes some bandwidth
only difference is that when the PAR is 5 packet/sec, the ATIM backoff, and sending RTS and CTS control packets. Besides
window size reaches the maximum value when the numbEXIMAC is able to dynamically adjust the ATIM window size,
of flows is 20. With the same PAR per flow, the increase afhich further improves throughput.
the number of flows causes more nodes to compete for therigure[7(b) shows that TMMAC consumes much less per
channel, which results in a larger ATIM window. packet energy compared to MMAC and 802.11 DCF. When
Figure[6 plots the aggregate throughput of TMMAC ovethe PAR is 1 packet/sec, per packet energy consumption in
time with different ATIM window schemes. The per packeTMMAC is 48% of that in MMAC. The energy savings in
energy consumption of each scheme is also depicted within fiMMAC becomes more significant as the PAR increases.
parenthesis. We first investigate the performance of TMMARer packet energy consumption in TMMAC is only 26%
when the ATIM window size is fixed. TMMAC with the ATIM of that in MMAC when the network is overloaded. We
window size of 8.57s always achieves the lowest throughputgonclude the following 3 reasons for the low per packet
since its inability to accommodate enough negotiationsillg f energy consumption in TMMAC. First, TMMAC allows a
utilize its communication window. TMMAC with the ATIM node to switch to doze mode in a time slot whenever it is
window size of 31.48:s achieves the highest throughput whemot scheduled to transmit or receive a packet. In MMAC,
the PAR is below 50 packet/sec, because a larger ATINMue to the lack of time negotiation, a node needs to stay
window size allows more negotiations, which utilizes thawake during the whole communication window when it has
bandwidth in the communication window more efficientlynegotiated to transmit or receive packets. Second, TMMAC
However, its throughput becomes the second worst when tiygamically adjusts the ATIM window size based on different
PAR is 200 packet/sec, because it causes bandwidth wastéraffic patterns to save power. Third, TMMAC achieves much
the ATIM window. TMMAC with the ATIM window size of higher aggregate throughput, which further reduces its per
20ms achieves the highest throughput when the PAR is 2@@cket energy consumption.
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Fig. 7.

Figure 7(c) shows that both the throughput of TMMAC and[2] A. Raniwala and T. Chiueh,
the throughput of MMAC are improved significantly when the
number of channels is increased from 3 to 6. The throughpuyf,
of TMMAC is 7.07 times that of 802.11 DCF when 6 channels
are adopted. However, the performance gain of TMMAC over
MMAC is reduced. When the network is overloaded, TMMAC 4
achieves 84% more aggregate throughput than MMAC, lower
than 113%. The main reason for the reduced performand@ F. Fitzek, D. Angelini, G. Mazzini, and M. Zorzi,
gain is that in MMAC when the channel number increases,
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Performance evaluation with different system loads.
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Unification Protocol for IEEE 802.11 Wireless Networks,”

Broadnets, 2004.

] J. So and N. Vaidya,
Handling Multi-Channel Hidden Terminals Using A Single Tsaaiver,”
in ACM MobiHoc, 2004.

IBEEE

“Multi-Channel MAC for Ad Hoc Netwark
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Performance of an Enhanced |IEEE 802.11 MAC Protocol for Matii
Coverage Extension,JEEE Wreless Communications, 2003.

the contention in each channel becomes smaller because {BeJ. Li, z. J. Haas, M. Sheng, and Y. Chen, “Performance Eatin
of Modified IEEE 802.11 MAC for Multi-Channel Multi-Hop Ad Hp

traffic is distributed to different channels. With less @ntton

in each channel, we obtain smaller performance gain of t
TDMA scheduling adopted by TMMAC over the contention
based communication adopted by MMAC. However, as Ion?j3
as the contention exists, TMMAC always achieves highe 1

throughput than MMAC.

VIl. CONCLUSIONS

In this paper, we present the TMMAC protocol, whicH®!
is an energy efficient multi-channel MAC protocol using 1)
single half duplex radio transceiver. TMMAC requires time
synchronization in the network and divides time into fixeﬁz]
beacon intervals. Nodes that have packets to transmit ia¢got
which channels and which time slots to use for data coriis]
munication with their destinations during the ATIM window.
This two-dimensional negotiation enables TMMAC to exploify 4]
the advantage of both multiple channels and TDMA in an
efficient way. Further, TMMAC is able to support broadcast il
an effective way and is highly power-efficient. In this paper
we also propose an accurate analytical model for TMMAQ6]
and present a novel scheme to dynamically adjust the ATI
window size based on different traffic patterns. From our
performance evaluation, TMMAC achieves up to 113% higher
communication throughput while consuming 74% less péf]
packet energy over the state-of-the-art multi-channel MAGq;

protocols using a single half-duplex radio transceiver.
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