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Abstract—With the emergence of high data rate sensor net- unique in that it takes advantage of the common properties of
work applications, there is an increasing demand for high- WSN query services to construct a conflict-free transmission
performance query services in such networks. To meet this schedule dynamically.

challenge, we propose Dynamic Conflict-free Query Scheduling e - . .
(DCQS), a novel scheduling technique for queries in wireless sen- Specifically, DCQS has the following salient features: (1)

sor networks. In contrast to earlier TDMA protocols designed for By tailoring the transmission schedule to the common com-
general-purpose networks and workloads, DCQS is specifically munication patterns introduced by periodic queries and in-

designed for query services supporting in-network data aggre- network aggregation, DCQS can achieve the high throughput
gation. DCQS has several important features. First, it optimizes and low latency required by high data rate applications. (2)

the query performance and energy efficiency by exploiting the - L .
temporal properties and precedence constraints introduced by DCQS candynamically adapt the transmission schedule in

data aggregation. Second, it can efficiently adapt to dynamic response to workload changes. As a result, queries may be
workloads and rate changes without explicitly reconstructing added, removed, or their rates may be changed without the

the transmission schedule. In addition, we provide an analytical need to recompute the transmission schedule. This property
capacity bound for DCQS in terms of query completion rate. This -\, axes DCQS particularly suitable for applications with vari-

bound enables DCQS to handle overload through rate control. . -
NS2 simulation results demonstrate that DCQS significantly able workloads. (3) DCQS provides predictable performance

outperforms a representative TDMA protocol (DRAND) and the in terms of both the maximum achievable query rate and
802.11 protocol in terms of query latency, throughput, and energy power consumption. The predictability of DCQS enables it to

efficiency. effectively handle overload through simple rate control tech-
nigues and provide predictable network lifetime. (4) DCQS is
designed to work on resource constrained devices with limited
Early research on wireless sensor networks (WSNSs) has foemory and processing power.
cused on low data rate applications such as habitat monitoringrhe remainder of the paper is organized as follows. Sec-
[1][2]. In contrast, recent years have seen the emergencetioh |l compares our approach to existing work. Section I
high data rate applications such as real-time structural headiéscribes the query and network models we adopt. Section 1V
monitoring [3] and preventive equipment maintenance [4]. Fdetails the design and analysis of DCQS. Section V describes
instance, a structural health monitoring system may needHow DCQS handles dynamic networks and workloads. Sec-
sample the acceleration of each sensor at a rate as high asti}d VI provides simulation results using NS2. Section VI
Hz, resulting in high network load when a large number afoncludes the paper.
sensors are deployed for fine-grained monitoring. Moreover,
the system may have highly variable workload in response
to environmental changes. For example, an earthquake mayDMA scheduling is attractive for high data rate sensor
trigger a large number of new queries in order to assess amtworks because it is energy efficient and may provide higher
potential damage to the structure. Therefore, a key challeng¢hiroughput than CSMA/CA protocols under heavy load. Two
to provide a high-throughput query service that can collect daiges of TDMA scheduling problems have been investigated
from large networks and adapt to dynamic workload changés.the literature: node scheduling and link scheduling. In node
To meet this challenge we presebynamic Conflict-free scheduling, the scheduler assigns slots to nodes whereas, in
Query SchedulingDCQS), a novel query scheduling protocolink scheduling, the scheduler assigns slots to links through
designed to meet the communication needs of high data rateich pairs of nodes communicate. In contrast to earlier work,
applications. DCQS can be integrated with query servicE®CQS adopts a novel approach which we cplery schedul-
(e.g., TinyDB [5]) for WSNs. A query service allows aning. Instead of assigning slots to each node or link, we assign
application or user to submit queries that periodically collestots to transmissionsbased on the specific communication
data from a number of sources through a WSN. To improyatterns and temporal properties of queries in WSNs. This
performance and conserve energy, the query service usualbproach allows DCQS to achieve high throughput and low
performs in-network aggregation [5] as data is routed towalatency.
a base station. In contrast to earlier TDMA scheduling tech- Early TDMA scheduling protocols were designed for static
nigues designed for general workloads and networks, DCQSisuniform workloads [6][7][8][9]. Such approaches are not
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suitable for dynamic applications with variable and non- Query services designed for WSNs usually support a wide
uniform workloads. Several recent TDMA protocols can adapinge of aggregation functions (e.g., min, sum, average, and
to changes in workload. A common method to handle valtiistogram) to improve the energy efficiency and performance
able workloads is to have nodes periodically exchange traf€ queries. In spite of the diversity of queries that may be
statistics and then adjust the TDMA schedule based on tissued, it is often the case that the communication workload
observed workload [6][10][11]. However, exchanging traffiinduced by different queries may be similar due to in-network
statistics frequently may introduce non-negligible communaggregation. For example, in TinyDB [5] queries for the
cation overhead. In contrast, DCQS can efficiently adapt teaximum temperature and the average humidity in a building
changes in workloads by exploiting explicit query informatiomduce the same workload in the network: each node receives a
provided by the query service. Furthermore, it features a logacket from every child, and then sends a packet to its parent.
scheduling algorithm that can accommodate changes in quéor the max query, the outgoing packet includes the maximum
rates and completions without explicitly reconstructing thealue of the data reports from itself and its children. For the
schedule. average query, the packet includes the sums of the values and
TinyDB [5] is a representative query service that allows the number data sources that contributed to the sum. Therefore,
user to collect aggregated data from a sensor network througith respect to the communication requirements, these queries
a routing tree. It employs a coarse-grained scheduling scheate indistinguishable. Each aggregation function has an upper-
that evenly divides the period of a query into communicatidmound on the number of packets a node transmits. gt
slots for nodes at different levels in a routing tree. TinyDBe the number of packets node must transmit to satisfy
does not address scheduling for multiple queries with differetiite workload demand of a quety We introduce the concept
timing properties. Moreover, the schedule of each node is fixetl query classto denote those queries that induce the same
and does not adapt to the workload. DCQS can be integratedrkload demand.
with TinyDB to enhance its performance and flexibility in the
face of heavy and variable workloads. B. Network Model

. SYSTEM MODELS DCQS works by _constructing._ a conflict—fret_a sched-
A. Query Model ule for query execution. To facilitate this we introduce

| the Interference-Communication (IC) graph. The IC graph,

DCQS assumes a common query model in which SOUrgg(gv), has all nodes as vertices and has two types of
nodes produce data reports periodically. This model fits magiected edgescommunicationand interference edges. A
applications that gather data from the environment at USmmunication edgeb indicates that the packets transmitted
specified rates. Such applications generally rely on existipg |, may be received by. A subset of the communication
query services such as TinyDB [12]. A query is CharaCte”Z%‘%ges forms the routing tree that is used for data aggrega-
by the following parameters: a set of sources that respondglQ, - interference edgeb indicates that's transmission
a query, a function for in—.network aggregation [5], the qUeterferes with any transmission intended faven thoughu’'s
period F,, and th.e start time of the que'%' Based on the y,nsmission may not be correctly receivedibirhe IC graph
temporal properties of a querguery instancesire released isseq to determine if two transmissions may be scheduled
periodically to gather data from the WSN. We use the nOtati%%ncurrently. We say that two transmission—é, and cd are

— —

th ; H
Iok FO refer to thek . instance of query. The_query Instance conflict-free (ab || ¢d) and may be scheduled concurrently
I, is released at timé, ;, = ¢, + k - P, which we call the . - — —
' ’ if (1) a, b, ¢, andd are distinct and (2nxd and c¢b are not

release time of, . icat interf doesiin
A query service usually works as follows: a user issug@mmunication or interlerence edgesAn

a query to a sensor network through a base station, which! "€ 1€ graph accounts for link asymmetry and for the
disseminates the query description to all nodes. The qudfF9ular communication and interference ranges observed in
description includes all query parameters. To facilitate da SN [13]. The IC graph may be s_tor(.ed In a d'Str'bl_Jted
aggregation, the query service constructsiting treerooted ashion: each nodenly needs to know its incoming/outgoing

at the base station as the query is disseminated. The execuﬁBWmun'qat'o_n and mterferenc.e e(jges. It IS feasible for a node
of a query instance entails in-network data aggregation. Ao determine its own communication and interference edges.

cordingly, each non-leaf node waits to receive the data repd_?@ractical solution for constructing the IC graph is presented

from its children, produces a new data report by aggregatiHb 1
its data with the children’s data reports, and then sends it to

its parent. We assume that there is a single routing tree that
spans all nodes and it is used to execute all queries. ThiDCQS has two core componentgplannerand ascheduler
assumption is consistent with the approach adopted by existfigst, for each query class, the planner construdisiasmis-
query services [5]. During the lifetime of the application theion plan according to which query instances of that class
user may issue new queries, remove queries from executionaoe executed. A transmission plan is an ordered sequence of
change the parameters of existing queries. DCQS is desigségps, each comprised of a set of conflict-free transmissions.
to support dynamic queries efficiently. To reduce the query latency, the planner minimizes the length
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of the transmission plan while enforcing the precedence con-The pseudo-code of the centralized planner is shown in
straints required by data aggregation. Second, the sched®igy. 1. The centralized planner works in two stages. In the
dynamically determines in what time slot each step in tHest stage the planner constructseaersedtransmission plan
transmission plan should be executed. The scheduler execifeg in which a node’s transmission is assigned toeanlier
a step by executing the set of transmissions it contairgep than its children. In the second stage it constructs the
To maximize the query completion rate, the scheduler magtual plan T.) by reversing the order of the steps to enforce
overlap the execution of multiple query instances (of ortbe precedence constraints. The planner maintains two sets
or multiple queries) by executing a step in each of theaf nodes:completedand eligible. Node n is a member of
transmission plans in the same slot. The scheduler ensutes completedset if the planner already assigned sufficient
that the transmissions executed in a slot are conflict-free bigps to meet’s workload demand. The setigible contains
enforcing a minimum inter-release time between the time®des whose parents are in thempletedset. Initially, the
when a node starts the execution of two consecutive querympletedset contains the root and tleégible set the children
instances. This is a key feature of DCQS. of the root. The planner considers the eligible nodes in order
In presenting DCQS, we assume that clocks are synchmi-their priority and assigns steps in which they transmit to
nized and the slot size is sufficiently large to transmit #eir parents. The priority of a node depends on its depth,
single packet. Clock synchronization is a fundamental serviogmber of children, and ID. Nodes with smaller depth have a
in WSN as many applications must time-stamp their sendoigher priority. Among the nodes with the same depth the ones
readings to infer meaningful information about the observedth more children have higher priority. Node IDs are used to
events. Several time synchronization protocols for WSNs halbeeak ties. After the planner assigns stepsifdo transmit to
been proposed [14][15]. We also assume that the routiiig parent, it moves: from the eligible set to the completed
tree and the IC graph are constructed in a bootstrappiggt, and adds.’s children to theeligible set. The first stage
phase. In the rest of this paper, we first present a centralizeédcompleted when theompletedset contains all the nodes
planner, which serves as a starting point for the design of thiethe network. In the second stage, the planner reverses the
distributed protocol. We then describe the local scheduler apler of the steps in the reversed transmission plan to obtain

the distributed planner. the actual plan (see line 7).
Let us consider how the scheduler assigisstransmissions
A. The Centralized Planner to its parentp in the reversed transmission plan. The planner

In this section we present a centralized version of thaessouates with eac'h nodg two pieces informationin.S te.p
r'ﬁethe step number in which the planner attempts to assign

planner. In presenting the centralized planner we assutansmissiont In the field onedSt the planner
the node executing the planner knows the entire IC graph o @ n.assigned.steps e p
intains the number of steps in which is assigned to

The decentralized planner (see Section IV-C) removes thig NS | . : o
assumption 1zed p ( ! ) v t}ansmn. Since nodes with smaller depth have a higher priority,

. o . ’s transmissions to its parent has already been assigned to
Definitions. A transmission planis an ordered sequencep P y g

of stepsthat executes a query instance. Instances of uerlensOugh steps. Let be the last step in the reversed pl&n
P query ' qUETIRS\hich p transmits to its parent. In the reversed plan the

belonging to the same query class have the same transmisagﬂiest step in whichm may transmit its own data report
plan. This property allows DCQS to amortize the cost 9k p is Ro[n.minStep], where n.minStep — s + 1. This

constructmg a query plan over many queries and hence I%ans that, in the actual plammust transmit its data report
effectively reduces its overhead. A transmission plan has the

: i . i I f h [
following properties: (1) In each step a set of conflict-fre O"its parent at least one step before the parent transmits

i ta report. T termine if the transmi m
transmissions are assigned. (2) The transmission plan respgétga a report. To dete © e transmissigh may be

the precedence constraints introduced by data aggregati slgned tofi. [n.minStep] without conflict, n must verify
prec . e y ggreg f?]%‘t all transmission pairs that involvg and any transmission
a node is assigned to transmit in a later step than any

) ) . : : L cfready assigned tdR.[n.minStep] are conflict free. The
Irtfeg?Iiltir(\:;\?().rlgfgaia;:mgor%e \'/?/eajgg[g]e& 'Qeilé?éc'tigt ssette%? Eanner assigns node t'o transmit in multiple steps until its
- . ) LY o workload demand¥/, ,, is met.
transmissions assigned to stepn the transmission plan of ©
query class:. L. is the length of the transmission plan. Fig. 2 shows an example topology and the transmission plan
Since the execution of a query instance entails a nogenerated by the central planner. All nodes have a workload
performing a data aggregation operation, a node must waitd@mand of one packet. Initially, the children of the racare
receive the reports from all its children before it may transndigible. The planner starts by schedulidgsince it has the
the aggregated data report to its parent. Therefore, to minimf¥ghest-priority among the eligible nodes (i.e., a's children).
the query latency, the planner assigns the transmissions ofh¢ planner assigda to step 1 sinceR.[1] = 0. Next, b
node with a larger depth in the routing tree to an earlier st§gcomes the highest-priority eligible node. The first step in
in the transmission plan. This strategy reduces query latenthich ba may be assigned is step 1. However, sihaef da,
because it reduces the time a node waits to receive the datacannot be assigned to that step. We asdigrto step 2
reports from all its children. since R.[2] = (. Similarly, ca and ed are assigned to steps



centralized-planner: gueries belong to a single query class. Consequently, all query

5 Svogﬁlgl(i;i;eggﬁ}{ghgwle:cmldren(mm); instances are executed according to the same transmission
3:  Letn be the highest-priority node ialigible plan. Next, we extend our solution to handle multiple query
4:  invoke assign-steps) classes.
5. completed = completed U {n} " . .
6. eligible — eligible U childrer(n) _ Definitions and notation. Each query instance executes an
7. reverse planTe[s] = Rc[L — s instanceof the transmission plan. We udg, .[s] to denote
SSSiEn{St%p&)f + and assianed the set of transmissions assigned to stef I, ;’s instance of

. Letp ben’s parent and assigned. L .
10: Let R.[s] be the last step in which a transmissigp is assigned a transmission plan. V\_/e say that two steps O/f query 'n§tances
11: n.minStep = s + 1; n.assignedSteps = 0 Iq’k and Iq/’k/ are conflict freeEq’k[s] || Eq/;;@/ [S } if all pairs
12: while (v.assignedSteps < We,n) of transmissions irl,.[s] U T./[s'] are conflict free. We also

135 if np does not conflict wit_h any traniniesimﬁ € R¢[n.minStep] | yse the notatiorE%k.[s] H jo [s’] to denote that the two
14 RenminStep = Re[n.minStep.) {rp}: steps conflict with each other. The schedule should have the

15: n.assignedSteps = n.assignedSteps + 1; ) ] ]
16: else n.minStep = n.minStep + 1 following properties: (1) All steps scheduled in a slot are
conflict-free. (2) The relative order of the steps of the same
Fig. 1. The centralized planner. query instance is preserved: if sté} ;[s] is scheduled in time

slot i, step E, |s'] is scheduled in slot’ ands > s’ then
1 > i’. This ensures that the precedence constraints required
by aggregation are enforced.

Reversed Actual

7 Plan_|a|d|blcle|m|j|a|h|o]|pian The Brute Force Approach. Let us consider a brute-
’ > f,’ = . force way to dynamically determining what steps should be
slelilol 1wl 1 3 scheduled in the same slot. We say stBp,[s] is ready
5 ARRE SNE if E,x[s — 1] has been executed. The first st& [1] is
j 3 b ready when the query instandg, is released at time?, .

Intuitively, the brute force approach schedules in each slot
multiple conflict-free and ready steps. Priority is given to
executing steps in the transmissions plans of query instances
Fig. 2. Example transmission plan. The edges without arrows are hiith earlier release times. To determine what steps may be
directional. The solid lines denote communication edges and the dotted "%‘“t?neduled in a slot, we need to know if any two steps in the
interference edges.

smission plan conflict. To facilitate this we construct a

3 and 4, respectively. When the planner completes as&gnfﬁgﬂhct table of sizel, x L, that stores the conflicts between

t to it b the highest-

€'s transmission o its parenﬁx{) m becomes the highes any pairs of steps in the transm|SS|on plan of the query class.
priority ellglble node. Sincela is assigned to step 1, the flrst g. 3(a) shows the conflict table of the transmission plan

Step to whichmd may be assigned 'S—2> Since (2] only presented in Fig. 2. Fig. 3(b) shows the transmission schedule

ba is assigned andhd || ba, we assignnd to step 2. A more constructed using the brute force approach under saturation
interesting case occurs whehbecomes the highest-priority ., gitions when a query instance is released after the first

eligible node. The earliest step to whlgﬂb may be aSS|gned step in the previous query instance was executed.

is 3, since the transmission of its parent's transmlssﬂ)@ms The brute force approach constructs the schedule as follows.
assigned to step 2. The planner first attempts to asfgio nitially, £, (1] is the only step ready and it is scheduled
steps 3 and 4, but failsfb cannot be assigned to step 3 dugn slot 1. In slot 2, the stepsE, 1[2] and E, »[1] are ready.

to gb fb cannot be aSS|gned to step 4 becausdf fb due However, the earliest slot wheEq 2[1] may be scheduled is

to the interference edgﬂ) Since no transmission is currentlyslot 4 since according to the conflict tablg, »[1] }f Eq1[1..3].
assigned taR.[5], b is assigned to it. The first stage of theSo, in slot 4 we scheduleE,;[4] and E,.[1]. A more
planner continues to produce the transmission plan shownifiteresting case occurs when scheduling the steps ir6slat

the table. In the second stage, the planner reverses the oflle¥6, £, 1[6] is scheduled since it has the earliest release time.
in which the steps are executed. Accordingly, the last stéfy,2[3] cannot be executed in slétsince £, (3] } Eq,1[6].

in the reversed transmission plaR(7]) is the first step in However, £, 3[1] is ready and its execution does not conflict
the transmission planT{[1]), the second to last step in thewith E,[6]. Therefore, it is also scheduled in slét The
reversed transmission plai{[6]) is the second step in theprocess continues to construct the schedule presented in Fig.
transmission planT(.[2]), and so on. The rightmost column of3(C).

the table shows the step assignment in the actual transmissiok/nfortunately, the brute force approach is impractical due to

planT.,. its high computation and storage costs. The computation time
for determining what steps to schedule in a slot is quadratic
B. The Scheduler in the number of ready steps in all query instances that

In this subsection, we first describe how to construct leave been released. The memory cost for storing the conflict
global conflict-free schedule. We then present an efficient lodable is quadratic in the length of the transmission plan. As
scheduling algorithm. For clarity, we initially assume that alh result, the brute force approach cannot scale effectively
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(a) Conflict table. (b) Brute force approach. (c) DCQS approach.

Fig. 3. Scheduling approaches.

in large networks with multiple concurrent queries runningannot be preempted: the stép ,[s] is executed in the next
on resource constrained devices. To alleviate these problestet after £, ,[s — 1] was executed until the query instance is
we may trade some of the throughput in favor of reducembmpleted.
computational and storage costs. To this end, we impose th&@he scheduler executes the current step as follows: (i) If
additional constraint that the execution of a query instantieere exists a transmission in the step in which the local node
cannot bepreemptedThe execution of a query instance is noits the sender, the scheduler submits the packet of the query
preempted if, once its first step is executed, the subsequirstance to the MAC layer for transmission. (ii) If there exists a
steps of its transmission plan are executeithout gapsin transmission in the step for which the local node is the receiver,
the following slots. For example, in Fig. 3(b), the schedulié keeps the radio active to receive the incoming packet. If
constructed by the brute force approach does not meet ttiie local node is neither a sender nor a receiver in any of the
constraint because the executionlgf, is preempted in slot transmissions in the current step, it turns the radio off until the
6. next slot in which the local node is a receiver or sender. As a
Minimum inter-release time. We define theminimum inter- result, the radio is active only when it is needed for sending
release timeA, as the minimum number of slots the executiopr receiving packets resulting in maximum energy savings.
of I, must be delayed after another query instatge, The scheduler is simple and efficient making it feasible to
starts executing such that the execution Igf, and I, run it on resource-constrained devices. The time to determine
are conflict-free. In other words, any two query instances anhat steps are scheduled in a slotd$1). Consequently, a
conflict free as long as their inter-release time is no lower thawode may construct the transmission schedule dynamically.
A. Second, the memory cost of the algorithm is also significantly
Consider the execution of two consecutive query instancesver than the brute force approach. The scheduler maintains
I, and I, (from one or two queries). If the inter-releasenly the minimum inter-release time and a queue of query
time betweenl, , and I,/ i/ is 6 and the execution of query instances.
instances cannot be preempted, then the s#ps[l] and Fig. 3(c) presents the schedule constructed when the mini-
Ey 1[0+1] are scheduled in the same slot of the transmissionum inter-release tima is 4 slots. The constructed schedule
schedule. Hencej must be selected to ensure thaf (1] || has slightly lower throughput than the one constructed using
Ey 1[0 +1]. However, the execution df, , may start in any the brute force approach. This illustrates our decision to trade-
slot afterd steps in the transmission plan bf ;. are executed. off throughput to reduce the memory and processing costs.
Therefore, we must guarantee thaj ;1] does not conflict However, our simulation results show that DCQS still achieves
with E, /[6 + 1] and any of the subsequent slot executionsignificantly higher throughput than existing solutions. (see
i.e., Eg k(1] || Eg w[0+i+1] foralli e [0, L.—d—1], where Section VI).
L, if the length of the transmission plan of query clasa\ is Analysis. In the following we prove three properties of
the smallest number such that the execution of any Bigfs] the DCQS scheduler. First, we prove that the scheduler never
does not conflict withE, ;/[s 4+ J 47+ 1] wheres < L. and schedules conflicting transmissions in the same slot. Second,
i €[0,L. —s— 0 — 1]. Thus, the minimum inter-release timewe analyze the network capacity in terms of query completion
is: rate under DCQS. This result is important because it enables us
o : to prevent drastic performance degradation using rate control
A= mm‘fe[l’L“](Eq’k[s] | By e[+ 0 +i41]) (as described in Section V-B). Finally, we characterize the
Vie[0,Le—s—0—1],s < L, @) energy consumption of a node.
The Scheduler. Each node employs docal scheduler  Theorem 1:The scheduler executes conflict-free transmis-
that schedules the transmissions of all query instances. ®ens in all slots.
scheduler maintains a queue of all query instances that have Proof: Consider the scheduler constructing a
been released and not completed. The query instances suieedule for the following sequence of query instances
ordered by their release times. The scheduler starts executipQs, , 1g, ks> L.k, -~ -- We will prove that the scheduler
the first step of the first query instangg,, in the queue if the does not execute in a slot conflicting steps in the execution
minimum inter-release time constraint is satisfiedif;, is of query instanced,, », and I, x,. Consider the case when
the last query instance executed and its first step was schedulgd;,, and I,, », overlap. Lets; and s; be the steps in
in slot ¢/, then the scheduler executes the first stegof, the plans ofI, ,, and I, ;, that the scheduler assigns in
E, x[1], in slot i + A. The execution of a query instancehe same slot. Since the scheduler enforces a minimum



inter-release time ofA between consecutive query instanceseighbors may lie outside the node’s communication range. A
thens; —s; > (i —1)- A > A becausei > 2 Thus, the routing algorithm or limited flooding may be used to commu-
scheduler executes conflict-free transmission in any slot. nicate with these nodes over multiple hops. Alternatively, the

Theorem 2:The maximum query rate of DCQS istransmission power of the sender may be increased to reach
where slotSize is the size of a slot in seconds.the one-hop neighbors in a single hop. Like RID [13], our

implementation in the simulations adopted the latter approach.

Proof: A query instance can be released evéryslots. A node n constructs a transmission plan in three stages:

Therefore the maximum query completion rate that can Ipdan formulation, plan dissemination, and plan reversal. The
achieved ism. formulation stage starts when a nodebecomes the highest-

A network running DCQS has predictable power consumpy¥iority eligible node in its one-hop neighborhood. When
tion. DCQS keeps a node awake only when it or one of its this occurs,n broadcasts &lan Requesipacket to gather
children are scheduled to transmit a data report. Otherwigeformation about transmissions which have already been
noden is scheduled to sleep. Therefore, the power consumassigned steps. To construct a conflict-free ptamust know

1
A-slotSize

by n to execute a query is: the steps in which its two-hop neighbors with higher priorities
were assigned. Upon receiving tRéan Requesfrom n, each

1 one-hop neighbor checks if there is a node in its own one-
Puwry(q) = o (Pwryecy: Z W, lc)+Pwrsena-We[n])  hop neighborhood that has a higher priority tharif no such
1 c€child(n) node exists, the receiver responds withlan Feedbaclpacket

@) containing its local plan. Otherwise, the node does not reply.

The rate of query; is 5-. W] is the maximum number of atter a time-out, node: will retransmit thePlan Requesto get
packets a child transm|ts ton to satisfy the workload demand any missingPlan Feedbackrom its one-hop neighbors. Since
of g. Wg[n] is the maximum number of packets transmitted by|| pjan Feedbaclare destined fon, to reduce the probability
n 10 its parentPwryec, and Pwrsenq is the power consumed of packet collisions, nodes randomize their transmissions in
in receiving and transmitting a packet, respectively. Based gnsmall window. Oncer receives thePlan Feedbackit has
Equation 2 the network lifetime may be computed. sufficient information to assign its transmissions to its parent

Handling Multiple Query Classes. We now extend our ysing the same method as the centralized planner. In the
scheduler to the case when there are multiple query classgsond stagep disseminates its local plan to its one-hop
To this end, we must refine the definition of minimum imerneighbors via aPlan Sendpacket. Upon receiving #lan
release time to accommodate the case when query instansgfg a node updates its plan accordingly and acknowledges
have different transmission plans. We defi\éc, ¢’) as the its action via aPlan Commitmessage.
minimum number of slots a query instance of clasmust  To ensure that DCQS constructs a conflict-free schedule,
wait after a query instance of classstarted its execution suchnpeighboring nodes must have consistent transmission plans.
that there are no conflicts. Note thatis not commutative. \we note that the distributed planner achieves this objective

Given the minimum inter-release times between any ordergffough retransmission when needed. IfPéan Feedback
pairs of query classes, the scheduler needs to control the infiessage from some neighbors are lost, ne@ssumes that a
release times of two consecutive query instances based on th@jher priority node has not yet been scheduled and retransmits
query classes. We note that the storage cost of multiple clgggpPlan Requestintil it has received Plan Feedback from each
scheduler is quadratic in the number of quelgssessince neighbor or reached the maximum number of re-transmissions.
we must store the minimum inter-release time of each ordergghilarly, during the plan dissemination stage, nedetrans-
pair of query classes. However, as discussed in Section Wits the plan until all its neighbors acknowledge the correct
A, usually only a small number of query classes are used fgception of itsPlan Sendvia the Plan Commitmessage.
practice. Finally, the planner reverses the transmission plan. To do
this, a node must know the length of the global transmis-
sion plan. We take advantage of the routing tree and data

In this subsection we present a distributed planner whielygregation to compute the length of the transmission plan as
uses only neighborhood information in constructing trangellows. A node computes the length of its local transmission
mission plans. Specifically, a node knows only its adjaceptan length based on the maximum step number in which
communication and interference edges (e.g., by executing théransmission/reception is assigned. The node aggregates its
RID protocol [13]). We say that a node is ims one-hop local length of the transmission plan with that of its children
neighborhoodf there is a communication or interference edgby taking the maximum of the two. The result is sent to its
between it andn. n’s two hop neighborhood includes’s parent. At the base-station, the plan length may be computed.
one-hop neighbors and their one-hop neighbors. After runnifie root then uses the routing tree to disseminate this value
the decentralized planner a node knowsldtsal plan which to each node. Upon receiving the plan length a node reverses
contains the step assignments for its two-hop neighbors. its transmission plans.

To construct a local transmission plan, a node communi-Distributed computation of minimum inter-release
cates only with its one-hop neighbors. However, some of thienes. An important feature of DCQS scheduler is that they

C. Distributed Planner



are localized. Node will independently construct the sanmgiery, DCQS computes the total query r@% Piq (including
transmission schedule as long as they have a consistér query to be issued). If the total query rate is smaller than
view of the query parameters, local transmission plans atite network capacity, then the query can be admitted to the
the minimum inter-release time. The query descriptions ametwork. Otherwise, we consider the following two options.
disseminated to all nodes in the network so that they céirst, the user may be notified that the query will not be
determine whether they should respond to a query. We newecuted because the network capacity would be exceeded.
enhance the distributed planner to compute the minimum int&econd, DCQS may reduce the rates of existing queries to
release times. allow the new query to be executed. For example, a simple
The key to compute the minimum inter-release time in i@te control policy is to reduce the rates of all queries propor-
distributed manner lies in the observation that a node m@ygnally by multiplying their rates byy = (%)_ This

compute its local value for the minimum inter-release timgte control policy is used in our simulations. As discussed in
based on the its local transmission plan and its local knowledgf previous section, DCQS may modify the period of a query
of the IC graph according to (1). The minimum inter-releasgithout recomputing the transmission plan or minimum inter-
time of the global plan is the maximum of the minimum interrelease times. Therefore, the only overhead is to disseminate

release times of the local plans. This suggests that, similart new rates of the existing queries to the network.
the length of the transmission plan, the global minimum inter-

release time can be computed using in-network aggregati&‘l. Handling Topology Changes

In fact, the two may be computed concurrently. Once the We now describe how DCQS handle topology changes due
aggregation process is complete, the root can compute #adode or link failures. For DCQS to detect topology changes,
length, and minimum inter-release time of the transmissid¥e increase the slot size to allow a parent to acknowledge the

plan and then disseminate them to all nodes in the networkcorrect reception of a data report from its child. A child can
detect the failure of its parent or their link if it does not receive

V. HANDLING DYNAMICS ACKs from its parent for several consecutive transmissions. A
A. Dynamic Workload parent detects a child failure if it does not receive any data

DCQS can efficiently adapt to changes in the worklod@POrts from that child for a number of query periods.
including arrival, deletion, and rate change of queries. Con-FOr all nodes to maintain a consistent schedule, DCQS
sider the case where a user issues a new query. The qUaHpt ensure the following: (1) thevo-hop neighborsf a
service disseminates the query type and parameters to n(.gf_je ha_ve a consistent view of its Ioc_al transm|55|_on plan,
nodes in the network. Next, DCQS checks if a transmissiglich dictates when the node transmits and receives data
plan for the issued query was previously constructed. If f§POtS; (2)all nodeshave consistent information about the
transmission plan was constructed, DCQS uses the dec&fdth of the transmission plans and the minimum inter-
tralized planner to compute a new transmission plan and ff€@se times. In response to topology changes, the routing
minimum inter-release times. DCQS isolates the execution §€ Must be adjusted. Consider the case when a mode
current queries from the setup of new queries by periodicaffftects that 'tf parent failed and, as a result, it must select
reserving slots for protocol maintenance. During the protoc®l"€W Parenp’. This entails the planner assigning a step in
maintenance slots, the planner computes the transmission g transmission plan fonp', while the step in which the
and minimum inter-release times. Once they are computed, thgnsmissiomp is scheduled must be reclaimednif’ can be
scheduler has sufficient information to construct a conflict-fréssigned to the step in whicfp was scheduled or a different
schedule which accounts for execution of the new query. Step without conflictsthen DCQS only needs to update the

If a query from the same class was previously issued,lecal transmission plan. This involves nodedisseminating
transmission plan for that class has already been construcitglupdated transmission plan to its two-hop neighbors. If this
As previously mentioned, queries from the same class shigenot possible, then DCQS must start recomputing a new
the same transmission plans and minimum inter-release tirff@nsmission plan. We note that the computation of the new
Since usually there are only a small number of query classgéan affects only nodes with lower priority than If during the
it is likely that DCQS already computed the transmission pl&@®@mputation of the plan either the minimum inter-release times
and minimum inter-release times of a class. In this case, DC@6the transmission plan lengths are modified, this information
can handle the new query without any additional overhea®ust be disseminated to all nodes in the network. Consider the
Similarly, DCQS can also handle query deletions and rag@ése when a child node of n failed. In this case, the step
changes of existing queries without any overhead. in which ¢ is assigned should be reclaimed. To reduce the
overhead, DCQS reclaims such slots only when other topology
changes occur.

A key advantage of DCQS is that it has a known capacity To reduce the cost of handling topology changes, we now
bound in terms of the maximum query completion rate, aescribe an approach to constructing robust transmission plans
shown in Theorem 2. This bound enables DCQS to eastlyat can tolerate some topology changes. To handle this we
detect overload conditions which obviates the need for comhange the mechanism used to adapt the routing tree in
plex congestion control mechanisms. When the user issuegegponse to link or node failure. We allow a node to change

B. Preventing Overload



its parent in the routing tree as long as the new parentdses not account for the interference relationships among
selected from a predefinezbt of potential parentOur goal nodes. Hence, the schedule it constructs may still result in
is to construct transmission plans that are insensitive tocallisions. To avoid this problem, we modified DRAND to
node changing its parent under the constraint that the newat the interference edges in the IC graph as communication
parent is in the set of potential parents. To this end, vwezlges. We augmented DRAND with a sleep-scheduling policy:
introduce the concept ofirtual transmissionsAlthough node a node is kept awake if DRAND schedules it or one of its
n actually transmits to a single potential parent, we construchildren to transmit; otherwise, the node is put to sleep to
the transmission plan and compute the minimum inter-releas@nserve energy.

times as ifn transmits toall potential parents. We trade-off We evaluated the performance of DCQS and the baselines
some of the throughput in favor of better tolerating topologstccording to four metrics: query completion rate, query fi-
changes. This trade-off is similar to other TDMA algorithmslelity, query latency, and energy efficiency. The query comple-
designed to handle topology changes [16][17]. To implemetibn rate is defined as the number of query instances completed
this strategy in DCQS, we refine the definition of conflict freper second during a run. A query instance is complete if
transmissions. We define wdrtual transmissionof noden, the base station received at least a data report from its
v(n), as the set of transmissions betweemnd its potential children. During the simulations data reports may be dropped
parents. We say that two virtual transmissiors) gnd v(m) preventing some sources from contributing to the query result.
are conflict free if there is no pair of transmissions,c v(n) We quantify the quality of a query result using the query

andcd € v(m), such thatab and cd conflict. fidelity metric. The query fidelity is the ratio of the number
of sources that contributed to the query result received by the
VI. EXPERIMENTS base station and the total number of sources. We measure the

We implemented the distributed version of DCQS in NSznergy efficiency by dividing the total energy consumed in a
Our simulation settings are similar to 802.11b radios. This isn by the total number of data reports that contributed to the
because we are interested in high data rate applications sqaery results.
as structural monitoring and preventive maintenance. Senso\Ve start by evaluating the performance of DCQS when there
nodes used for such applications often adopt high-bandwidsha single query executed in the network. This experiment
radios. For example, the DuraNode [4] designed for structuiial designed to validate the analytical results on network
health monitoring is equipped with an 802.11b WLAN cardtapacity and power efficiency presented Section V. The next
Some applications may adopt hierarchical network architeexperiment compares the performance of DCQS to that of the
tures that integrate high-bandwidth wireless networks with treaselines when multiple queries are executed in the network
ditional low-bandwidth sensor networks. For instance, Inteland the workload is varied by changing the period of the
sensor network deployed for preventive maintenance emplayseries. The last experiment shows the scalability of DCQS
an 802.11 ad hoc network with a lower-tier mote network [4tompared to that of DRAND when the number of nodes in

In our simulations, the network bandwidth is 2Mbps. Thehe network is varied.
communication range is 125m. The power consumed for trans-
mitting and receiving a packet is 1.6W and 1.4W, respectivefy: Single Query
The size of a packet is 2040 bytes, of which 20 bytes are usedrhe first experiment is designed to validate our capacity
for packet headers. Based on packet size and bandwidth iesult and to show the effectiveness of our rate control policy.
computed the slot size to be 8.16ms. The queue size is We ran DCQS with both the rate control policy and without
packets. Each experimental run takes 200s. it. DCQS-RC denotes DCQS running in conjunction the rate

In the beginning of the simulation we construct the IC graptontrol policy.
and the routing tree. The IC graph is constructed similarly to A single query is executed in the network. The results are
the method described in [13]. The routing tree is constructettained from a topology of size 6750875m. The topology
as follows. The node closest to the center of the topology i divided into grids of 75m75m. In each grid a node is
selected as the base-station and is the root of the routing tiglaced at random. Under these settings, DCQS constructed
The base station initiates the construction of the routing treetransmission plan witlh = 26 slots. According to Theo-
by flooding setup requests. A node may receive setup request® 2 the maximum query rate that DCQS may support is
from multiple nodes and selects the node with the latest de ~8_116m5 = 4.7Hz. The vertical lines in Fig. 4 indicates the
as its parent. Each node in the routing tree performs in-netwarktwork capacity. To validate the capacity bound the query
aggregation when executing a query. We assume that eaate is varied between 4.1Hz to 4.9Hz in increments of 0.1Hz.
aggregated data report fits in a single packet. The querkesch result obtained in this experiment is from a single run.
issued involve all nodes in the network. In all experimentd/e chose to present results from a single run, because for
the queries belong to the same query class. different topologies DCQS constructs transmission plans with

For performance comparison we ran two baselinegifferent A values.
802.11b[18] and DRANDJ[19]. 802.11b is representative Fig. 4(a) shows the query completion rate. We observe that
CSMAJ/CA-based protocol, while DRAND is a representativéhe increase in query rate is matched by an increase in the
node-scheduling TDMA protocol. Unlike DCQS, DRANDquery completion rate until the network capacity is reached.
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When workload exceeds the network capacity, the performancd-ig. 5(b) shows the query fidelity of the protocols. As
of DCQS degrades drastically. As discussed in Section ¥xpected, 802.11 has poor query fidelity, whereas the TDMA
B rate control may be used to avoid triggering the capaciprotocols perform much better. DRAND maintains its high
bottlenecks. As shown in the figure, DCQS-RC which useglery fidelity up to its maximum query completion rate of
rate control maintains its good performance even when tBel1Hz after which it plummets. The reason for this is that
offered load exceeds the network capacity. the transmission queues fill-up and packets are dropped. In
Fig. 4(b) shows the data fidelity. DCQS provides 100%ontrast, DCQS-RC maintains 100% fidelity for all tested
query fidelity up to the maximum query rate. This resuljuery rates.
shows that the schedule constructed by DCQS is conflict-Fig. 5(c) shows the query latency of the presented protocols.
free, validating the correctness of our algorithms. In additiokven when the query rate is low, DCQS has significantly better
DCQS-RC, which uses the rate control policy, avoids the drauery latency than DRAND. For example, when the query rate
in query fidelity under overload conditions. A similar patteris 2.39Hz, DRAND has a query latency of 1.31s. In contrast,
may be observed in terms of delay as shown in Fig. 4(c). BoEFCQS has a latency of 0.38s which is 70% lower than that of
DCQS and DCQS-RC have similar latencies up to the netwoBlRAND. DRAND has a long query latency because at each
capacity. If the capacity is exceeded and the rate control is fmmtp a node may need to wait for the duration of an entire frame
used, the query latency increases sharply. In contrast, DC@®fore it may transmit its packet to the parent. In contrast,
RC is unaffected by the overload conditions. DCQS accounts for the precedence constraints introduced by
Fig 4(d) shows the energy consumed per data packet. data aggregation when constructing the transmission plans.
predicted by Equation 2, when the data fidelity is 100%his results in a significant reduction in the query latency.
the energy consumed per data packet is constant. This resukig. 5(d) presents the energy consumed per data report. We
validates our analysis of the network lifetime. This figure alsobserve an improvement in the energy consumed by DRAND
indicates the advantage of rate control: DCQS-RC avoids théth the query rate up t8.19Hz. The performance drastically

decrease in energy efficiency in overload conditions. degrades after this point due to packet loses. Even under
i ) light loads, DCQS performs better than DRAND in terms of
B. Multiple Queries energy. The reason is that DRAND must remain awake when

This set of experiments is designed to compare the per-child is scheduled to transmit even if the child node has
formance of DCQS to that of the baselines under differenb packets to transmit. In contrast, DCQS takes advantage
workloads. The workload is generated by running four querie$ temporal properties of the workload to wake-up nodes
with different rates. The ratio of the rates of the four queriesnly when necessary. As observed in the previous set of
Q1 : Q2 : Q3 : Qqis 8:4:2:1. We refer ta);’s as the base- experiments, the energy consumption per packet of DCQS is
rate. We vary the workload by changing the base rate. The stashstant.
time of the queries is spread evenly in an intervaBbfoms. This set of experiments indicates that DCQS significantly
The topology setup is identical to the previous experimerdutperforms both 802.11 and DRAND in all the considered
Each data point is the average of five runs. We also plot theetrics. Two factors contribute DCQS’s high performance.
90% confidence interval for each point. First, the planner constructs transmission plans based on a

Fig. 5(a) shows the query completion rate when the totaéuristic that accounts for the precedence constraints intro-
query rate is varied. A common trend may be observed: tbaced by data aggregation. This is highly effective in reducing
protocols match the increase in the total query rate up meessage latency. Second, the scheduler overlaps the execution
their respective maximum capacity and then their performaneg&multiple query instances to increase the query completion
plummets. The lowest throughput is obtained by 802.11 prrate.
tocol. The reason for this outcome is that the capacity of -

802.11 is exceeded in all tested settings. This is becafse Scalability

contention based protocols perform poorly under heavy work-The last set of experiments is designed to evaluate the scal-
loads. DRAND outperforms 802.11. It achieves a maximuwbility of DCQS and DRAND. To this end we constructed five
query completion rate of 3.11Hz when the total query rate tspologies with an increasing humber of nodes by increasing
3.19Hz. DCQS and DCQS-RC clearly outperform DRANDthe deployment area and keeping the node density constant. All
DCQS-RC achieving maximum query rate of 4.7Hz which i®pologies are squares with edges of size 675m, 750m, 825m,
about 47% higher than DRAND. This result is attributed to thend 900m. Each area is divided into grids of size ¥5f&m.

fact that DRAND assigns slots to nodes fairly. Fair allocatiom each grid, a node is placed at random. Each data point is
is unsuitable for queries in WSNs because different nodes nthg average of five runs and plot the 90% confidence intervals.
have different communication load. For example, a node withFig. 6(a) shows the maximum completion rate that may
more children need to receive more messages per each qumEryachieved by DCQS and DRAND for each topology. The
instance. As in the previous experiment, DCQS-RC maintainsaximum query completion rate of DCQS was computed
its good performance even under overload conditions. Thigeoretically and then verified experimentally. To determine
shows that our rate control policy works not only in the singleghe maximum query completion of DRAND we increased, the
guery case, but also in the multi-query case. query rate until the query fidelity dropped below 90%. This is
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