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Abstract

While early research on real-time computing was
concerned with guaranteeing avoidance of undesirable
effects such as overload and deadline misses, adaptive
real-time systems are designed to handle such effects
dynamically. Various research efforts have addressed
the characterization and improvement of the dynamic
behavior of real-time systems. However, to the authors
knowledge, no unified framework exists for designing
adaptive, real-time software systems based on
specifications of desred dynamic behavior. We
propose such a framework based on control theory.
Using control theory a designer can (i) specify the
desired behavior in terms of a set of performance
metrics that can be mapped to a dynamic response of
the control system, (ii) establish an underlying control
model of the real-time systems, and (iii) design a
resource scheduler using feedback control design
methods to guarantee runtime satisfaction of the specs.
Thisisin contrast to more ad hoc techniques. We also
show that simply using long term average performance
metrics is not sufficient in designing controllers. We
then develop a new algorithm based on two PID
controllers that meet both the transient and steady
state performance requirements.

1. Introduction

loss of customers, financial damage, or liability
violations. Adaptive real-time systems [1-8, 12, 13-

19, 20, 23, 26] have been developed as a promising
approach to achieve performance guarantees in
unpredictable environments. While early research on
real-time computing was concerned with guaranteeing
complete avoidance of undesirable effects such as
overload and deadline misses, adaptive real-time
systems are designed to handle such effects
dynamically. Dynamic (transient and steady-state)
behavior of adaptive real-time systems upon load or
resource changes has received special attention in
recent years. Transient behavior of an adaptiveesys
describes the responsiveness and efficiency of QoS
adaptation in reacting to changes in run-time
conditions, and steady-state behavior describes a
system’s long-term performance after its transient
response settles. Several research efforts aedréss
characterization and improvement of dynamic betravio
of real-time systems. For example, Rosu et. al] [20
proposed a set of performance metrics to capture th
transient responsiveness and the steady-sate irnpact
adaptations. In [8], Brandt, et. al. evaluated aadhyic
QoS manager by measuring the transient performance
of applications in response to QoS adaptations.
However, to the authors’ knowledge, no unified
framework exists to date for designing an adaptive
system from performance specifications of desired
dynamic response. In this paper we propose such a

While traditional real-time systems such as processystem design framework that maps QoS control in
control systems typically work in closed and highly adaptive real-time systems to control theory. Our
predictable environments, a new category of saft-re framework works as follows.

time applications executing in open and unpredietab

environments is rapidly growing in recent years][24 1) The system designer specifies the desired dynamic
Examples include online trading, e-commerce, behavior with existing transient and steady-state
multimedia, and agile manufacturing. Performance performance metrics. This step requires a mapping
guarantees are required in these types of applitati from the existing metrics of adaptive real-time
Failure to meet performance guarantees may result i

" Supported in part by NSF grants CCR-9901706 anf El
9900895, and contract IJRP-9803-6 from the Ministfy
Information and Communication of Korea.



systems to the dynamic responses of controformthe system should be stressed. Second, traditional
systems in control theory. metrics such as the average miss-ratio cannot eaptu

2) The system designer establishes a mathematic#he transient behavior of the system in respondeatt
model of the system for the purposes of feedbackariations. Recently (e.g., [20]), a set of metneas
control. proposed to characterize both transient and stetadg-

3) Based on the performance specs and system modethavior of an adaptive system. In this section, we
from step 1) and 2), the system designer applieextend these metrics and show that the set of ¢setri
existing mathematical techniques in control theorycan be mapped to dynamic responses of control
[11][14] to design QoS adaptation algorithms with systems, which enable the use of control theory
analytic guarantees on the desired transient andechniques in QoS adaptation designs. The
steady-state behavior at run-time. This step iperformance specs consist of a set mifss-ratio
similar to the process that a control engineer useprofiles', in response to a set of representafivad
to design a controller for a feedback-control profiles adapted from control theory [11].
system to achieve desired dynamic responses.

2.1. Load Profile

In this paper, we define a category of performanc . . . .
metrics for transient response that can be readiﬁgor. real-time - systems operating in unprgdlgtable
nvironments, system load is not knownpriori.

mapped to dynamic response specifications of cbntr o
bp y b P owever, system performance can be specified uader

systems (section 2), which is the first step in the ; .
framework. In the second step, we use theset of representative load profiles borrowed from
) ' control theory; namely, thetep load and theramp

mathematical model we proposed in [17] for adaptlVﬁoad. Similar types of signals have been widely used to

real-time systems. This model allows designing a enerate canonical system responses in controtytheo
controller using any of several standard technique? y P

borrowed from control theory textbooks [11]. The n the context of real-fime systems, the step load
second and third steps have been described inquevi represents the worst-case load variation, an_da_thmr
literature and thus will not be elaborated in thégper. Ioaq represents a nominal form of load variatiore W
The challenge in applying these steps in practice tdefme the systenoad as the resource requirement in
computing systems lies in designing a schedulin ercentage of the system capacity (i.e., the load

: : ; : ; ding to the full system capacity is 10a%d
algorithm that is capable of faithfully implemergithe orrespondin S
feedback controller. This algorithm is the link Wween an overload is a system load that is higher thal%g)0

the abstract control-theoretical formulation anc th f Ioadlproﬂle It‘.(t) is the S}('S.te”; Ioald afs Ia fLénctmn gf
specifics of resource scheduling in a real-timetesys Ime. In practice, a certain level of load can be

In this paper, we show that designing the schegulintrans""‘;[eOI wgtgo(;ysterp-splemféc Ioa(g ptleran}e';egt Ft%
algorithm is not trivial. In particular, we show in examp'e, a o System 1oad can be transiatedeto

Section 3 that an existing control-theory based€duest rate of 8,000 request/sec in a specific web
scheduling algorithm, FC-EDF, is in fact incapabfe server .(assumlng a fixed requested file type/size
implementing the theoretical controller. Testingsth d'StEFUt:jor.])' For a gro?ess. c(:jqnt:ol kSystLeml ;vdhose
algorithm in the context of the proposed framework/Or«/0ad IS cOmposed of periodic tasks, the load ca

reveals that while it achieves the desired steddte s be dexprglssed az ?he cjrequ]fe.cl,lted CPU utilization. The
response, it cannot produce the desired transier#‘i)a profiles are defined as follows.

behavior. Instead, it leads to an unstable system. ] )
* Sep-load SL(t): a load profile that instantaneously

In section 4, we present a new scheduling algorithm ~ JUmps from a nominal loatlyon to load Ly and
FC-EDP that features two controllers that achieves the ~ Stays constant after the jump. In real systems] loa

performance specs of both the steady-sate anderans variations typically occur gradually over a finite
behavior. After the discussion of the related work amount of time. Gradual load changes are easier to
section 5, the paper concludes with a summary and Control and adapt to than sudden load changes.
future work in section 6. The step-load is represented with a tuBl€L nom,

L imax)-

2. Performance specs and metrics

It is difficult to characterize the performance of )

adaptive real-time systems for two main reasonst,Fi

it is often impossible to predict the exact rundim

workload of such systems. Therefore, the system The miss-ratio profile can be generalized to othetrics

developer needs to characterfemv much andin what ~ such as resource utilization, response time, thrpug and
value-cognizant metrics.

Ramp-load RL(t): a load profile that increases
linearly from the nominal load to a specific level




of overload during a time interval. Compared with represents a state when the system performance is
the step load, the ramp signal represents a lessatisfactory. A miss-ratio profile describes thesteyn
severe and more realistic load variation scenarioperformance in both transient state and steadg st
The ramp-loadRL(t) is described with a tuple follows.

RL(Lyoms Limaxs T), WhereL,on is the original load,
Lmax is the new load, and T is the time it takes thes
load to increase fromngm tO L.

In practice the load profiles are application-sfieci
based on the load characteristics and system
requirements. It is usually necessary to specify test
the system performance under a series of loadl@sofi
with different types/parameters. The load proffean
abstraction of the workload, and there can be many
possible instantiations of the same load profilbe T
instantiation of a load profile should incorporabe
knowledge of the workload, and therefore the load
profile should be viewed as an enhancement toiegist
benchmarks.

2.2. Miss-Ratio Profile

We now characterize the system performance in terms
of deadline miss-ratio in response to a specifidlo
profile. Themiss-ratio function MR(t) is defined as the
number of deadline misses divided by the number of
task submissions in a time windofi*MW, t), where
MW is an application specific parameter called the
miss-ratio window. Note that wheMW is small,MR(t)
approximates the instantaneous system performance a
time t. In contrast, theaverage missratio M, a
traditional metric for real-time systems, is definas

the total number of deadline misses divided bytohal  ©
number of task instances throughout the run-tinnén(o

a much larger time window thadW). M, represents
the average system performance over a long time
period. The average miss-ratio alone can be an
inadequate metric in characterizing the dynamiahef
system performance (as demonstrated in sectionsl 3 a
4). Based on the miss-ratio function, the system
performance can be characterized with the mise-rati
profile, a set of characteristics R(t) in response to a
load profileL(t). From the control theory point of view,

a real-time system transits from tkteady state to the
transient state when load variation causddR(t) to
deviate significantly from its current value. After
time interval in the transient state, the systermy ma
settle down to a new steady state. For real-time
systems, the steady-state can be defined as andtate
MR(t) is bounded by a constant callstbady-state
miss-ratio bound SMB, i.e., MR(f) < SMB. SVIB
depends on the tolerance of the application to the
deadline miss-ratio (e.gSVIB=0 for a system which

Sability: A system is said to b&able, in response

to a step or ramp load profile, if the system otitpu
converges to zero as time goes to infinity, ilee, t
system is said to be stable lim_,MR(t) = 0
under any step or ramp lo&dBractical stability is
defined as the system’s ability to return to a give
small miss-ratio after the system experiences a
step load or a ramp load profile, i.e., the system
said to be practically stable liim_ .MR(t) < SMB

for some small constant 0 SVIB < 1. Note that
the existence of the above limit excludes excessive
oscillatory behavior. We should also note that, by
definition, the practical stability of a system
depends on the choice of the settling miss-ratio
bound SVIB. A system may be practically stable
under oneSMB value, but may not be practically
stable under a different (smallegviB value. A
stable system can always recover from the
specified overload conditions and resume
satisfactory performance; while an unstable system
may fail to recover from an overload. Therefore,
stability is an important requirement for real-time
systems. For convenience of presentation, we will
use the term stability to refer to practical stapil

in the rest of this paper.

Transient-state response describes the
responsiveness and efficiency of QoS adaptation
in reacting to changes in run-time conditions.

— Overshoot M,: The highest miss-ratio in the
transient state. Overshoot represents the
worst-case transient performance of a system
in response to the load profile. Overshoot is
an important metric because a high transient
miss-ratio can cause system failure in many
systems such as robots and media streaming
(8].

— Settling time Tg: The time it takes the system
miss-ratio to enter a steady state after a load
profile occurs. The settling time represents
how fast the system can recover from
overload. This metric has also been called
reaction time or recovery time [20].

2 Usual stability concepts from control theory suab

requires no deadline misses in steady state). Thgyapunov stability and bounded-input and boundetpiat

transient state

represents a state with degradeglability [9], may not be applicable to real-timgsems,

performance upon overload, while the steady statbecause either the system states are not definetserratio
is always bounded in [0, 1].



»  Seady-state missratio Mg Average miss-ratio in  should maintain 0% miss-ratio in steady state
the steady stateMs characterizes how well the regardless of the actual execution times of th&stas
system recovers after adaptation. With a control-theoretical system model such ag tha

described in [17], one can design a controller that

+  Sensttivity S, Relative change of the steady-state achieves the above specs on transient and steatty st
miss-ratio with respect to the relative change of aresponse. A standard controller used in industdayo
system parametey. For example, sensitivity with is the PID controller. The PID controller design
respect to the task execution tirig represents problem is elaborated in standard control textbooks
how significantly the change in the task executionsuch as [11], and is therefore not described is thi
time affects the system miss-ratio. Sensitivity paper. Once the PID controller is designed, the
describes the robustness of the system with regarghallenge is to translate it into a feedback sctezdu
to workload or system variation. The only scheduler known to the authors, desigoed t

implement a PID controller, is FC-EDF. In this pape

With the load profile and miss-ratio profile, we we show the inadequacy of FC-EDF and propose an

establish a mapping from metrics of adaptive rieagt  improved scheduler design that allows satisfyinghbo

systems to dynamic response of control systems Thitransient and steady state response metrics such as
mapping enables system designers to apply estadlish those presented above. With the new scheduler in
control theory techniques to achieve stability, andplace, a wealth of existing control-theoretical iges

meet transient and steady-state specs. techniques can be leveraged to build dynamic resd-t
systems with guaranteed transient and steady-state
SL (0, 200%) RL (100%, 400%, 60 sec) response.
M, < 50% < 50%
Ts < 60sec < 90sec 3. FC-EDF revisited
Ms | =0% = 0% In this section, we study the performance of the FC
S = 0% = 0% EDF [17] in the above proposed framework. It was
MW | 2.4sec shown that FC-EDF rendered satisfactory performance
SMB | 0% in term of the classical (steady state) metricshsas
Table 1. Specs of a real-time system the average deadline miss-ratid,f [17]. However, a
FC-EDF may fail to meet the specs in Table 1, due t
2.3. Specs of areal-time system control saturation or system modeling errors, @ssh

As an example of the control-based design frameworkdy experiment results (see Section 3.3). This rat¢s
we first define the transient and steady-statespéa US to modify FC-EDF so that better system
real-time system. We then show that an existing?€rformance could be achieved in the proposed setri
scheduling algorithm FC-EDF cannot satisfy the spec(see Section 4).

due to problems with its controller design. In gat#,

we present a new scheduling algorithm with a3.1. Overview of the FC-EDF

improved controller that can satisfy the specs. FC-EDF is a scheduling algorithm that integrate® PI
Table 1 illustrates the specs for a real-time syste (proportional-integral-derivative) feedback control
to be designed. The miss-ratio window of interest i with an EDF scheduler [5]. The design and evalumatio
MW = 2.4 secSMB = 0 means thatR(t) stays at 0% based on traditional metrics were presented in.[17]
the system is in steady state. The transient @atlgt The FC-EDF scheduler (Figure 1) is composed of a
state performance require that, (1) The systemldhoupPID controller, a Service Level Controller (SLC) a
always recover from a step load of 200% of theesyist Admission Controller (AC) and a basic EDF scheduler
capacity (SL(0, 200%)) and from a ramp load thatThe EDF scheduler schedules the accepted tasks
grows from 100% to 400% of the system capacityaccording to the EDF policy. FC-EDF features a
within - a minute (RL(100%, 400%, 60 sec)); (2) feedback control loop as follows.
(Settling-time requirement) The system should resum.  The system deadline miss-ratidVIR(t) is
zero deadline miss-ratio within 60 sec after the periodically monitored (with a sampling period
occurrence of the step load and within 90 sec affier SP) and fed back to the PID controller. Note that
occurrence of the ramp load; (3) (Overshoot  monitoredMR(t) is defined in the time windoy-
requirement) The highest miss-ratio during the  gp t), where SP can be different from the miss-
transient state should be lower than 50%; (4) (Btea ratio windowMW in the specs (Table 1).
state miss-ratio requirement) The system should The PID controller compares the currévR(t)
maintain zero miss-ratio after it settles down from  \yith the miss-ratio set pOiYIR; to get an error

overload; (5) (Sensitivity requirement) The system E(t), and maps it to the required change in the total



requested CPU utilizatiodU(t) according to the arrive simultaneously at the beginning of each

PID control function, experiment, and each task’s actual execution time
equals the worst-case execution time (unknown ¢o th
AU(L) = KP « (E(t) + KleZWE(D) scheduler). The total system load (requested CPU
+ KD<(E(t)-E(t-DW))/DW) utilization) is close to 200%. The ramp-loRd(100%,

400%, 60 sec) is instantiated with a set of taskth(a
whereKIl, KP, andKD are controller parameters, total load close to 100%) arrives at time 0, antew
andDWi s the size of the derivative time window. task arrives every 0.64 sec afterwards until thetesy

e SLC and AC change the total requested CPUoad reaches 400% by 60 sec.
utilization of the system by estimateti(t) based

on the estimated task execution times. In Set Point 1%
particular, SLC changes the QoS levels of ‘2; g.gssec
admitted tasks to adjust the load in the system, an Ki 01
AC adapts admission/rejection decisions to affect KD 0
the load flowing into the system. Table 2. FC-EDF configuration
Controller design was based on a mathematical model
presented in [17]. During each run in the experiment, a miss-ratio
analyzer (note the miss-ratio analyzer is part tef t
Completed Tasks testing environment and different from the monitér
MR, MR, v s s r e the FC-EDF) measured the miss-rafidR(t) and
P derived the miss-ratio profile. The sampling perafd
EDF cPU the analyzer isMW=2.4 sec as required by the specs. A
P ED sampled trace of the CPU utilizatiod(t) is also
; V Scheduf~y. measured at the same frequency in the experiments f
@ referepce. AC was turned qff in the experiments and
Controller Adj?;:]em; SLC_ is the only actuator in the _experiments. The
asks configuration of the tested FC-EDF is listed in Teab.
Note thatMs = 1% # 0 to avoid CPU underutilization

[ — as explained in [17] and later in this section. d.oa
SL(0, 200%) was used to stress the system. The

FC-EDF experiment consisted of 20 repeated runs and each r
Suljmitted asks lasted 20 minutes.
Figure 1 FEEDF Scheduling Algorithm 3.3. Ingtability of FC-EDF

In the experiments, FC-EDF performed well on
) ) ) average miss-ratio, which equals (with 90% configen
3.2. Testing Configurations interval) 0.9802%£0.0128%). However, experiments
The workload generator generates a random set @fiso demonstrated that FC-EDF wasstable and
periodic tasks to a real-time system simulator [17]therefore cannot satisfy the specs. For examplg in
according to the specified load profiles. Eachquid  typical case, plotted in Figure 2, the system eutex
task is characterized by a peri®d(the deadline of transient state andR(t) overshot to 50.8% in response
each task instance equals its period), a starting,ta to the step load. FC-EDF then decreased task QoS
finishing time, a set of worst-case execution timedevels to reduce the system load. However, although

{WCET; | i = 0,1}, a set of best-case execution timesMR(t) = 0% most of the time after 16.8 sec, the system
{BCET; | i = 0,1}, and a set of estimated executionalso suffered from cyclic deadline misses with
times {EET; |i = 0,1}. WCET,, BCET;, andEET, are  MR(t)=4.5%. In control theory, this behavior is called a

the worst-case, best-case, and estimated executidimit cycle. It is caused by saturation of the controller.
times of QoS level i, respectively. Only tegtimated ~ The miss-ratio feedback control loop suffersoatrol
execution time of each task is known to the sctexdul saturation problem because the feedback is geared to
Theactual execution time of each task is unknown andmeasure overload only, but not underutilization.eth
can deviate significantly from the estimation. T&lsk the system is overloaded, the measuld®&(t) is
periods are harmonious with the least commorrepresentative of the degree of overload. Howevés,
multiple LCM,=2400 time-units. Regarding each time insensitive to the degree of underutilization wlke
unit as equivalent to one millisecond, we havesystem is underutilizedMR(t) becomes identically
LCMy=2.4 sec. For the step-lodd (0, 200%), tasks 0%). Thus, systems with 70% utilization and 5%
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difficulty in computing the schedulable utilization

"""""""""""""" bound. Although existing real-time scheduling theor
(such as periodic rate-monotonic/EDF analysis [16],
....... u() . . . . e .
_________________________________ MR(® and aperiodic analysis [6]) has derived utilization
bounds under different workload assumptions, stilb
‘ by n n n o difficult to decide the utilization bound in many
Time (sscond) 1000 complex systems with unpredictable workload. Below,
Figure 2. Miss-Ratio MR(t) and Utilization U(t) of FC-EDF we propose a scheme that combines the advantages of
(Miss-Ratio Control; Set Point: 19; (KP, KI)=(0.25, 0.1)) both miss ratio control and utilization control Vehi

avoiding their limitations.

4. FC-EDF? scheduling algorithm
___________________________________________________________________________ e Because a FC-EDF may not satisfy the desired specs
due to implementation constraint (control saturgtior
system modeling errors, we now propose a hew
jiff]e(mnd) 1000 scheduling algorithm FC-EDF2 which is able to meet
Figure 3. Miss-Ratio MR(t) and Utilization U(t) of FC-EDF desired specs such as Stabi"ty and transient
(Miss-Ratio Control; Set Point: 0%; (KP, KI)=(0.25, 0.1)) performance_

4.1. The FC-EDF?

""""""""""""""""""""""""" In this section, we present the design of FC-EDF
------- vo (Figure 5), which can achieve stability and theirdels
transient and steady-state specs. FC-E@ehieved
stability by integrating miss-ratio control and
500 1000 utilization control. The intuition behind this
‘ ‘ _ Time(second) combination lies in noting that the saturation
Figure 4. Miss-Ratio MR(t) and Utilization U(t) of FC-EDF o
(Utilization Control; Set Point: 90%; (KP, KI)=(0.25, 0.1)) conditions of the two control loops are mutually

utilization will appear the same to the controll&he exclusive. Since control saturation is the mairsosa

control saturation problem prevents a 0% set poinfor instability of FC-EDF, the hybrid control scherts
because it can underutilize CPU and reduce syste@xpected to fix this problem. In this hybrid cortro
throughput [17]. When the system has a 0% mise,rati Scheme, both the miss-ratiMR(t) and the CPU
but extremely low utilization, a feedback control utilization U(t) are monitored. At each sampling point,
scheduler with a zero set point will treat it ag th MR() and U(t) are fed back to two separate PID
correct state (as illustrated in Figure 3). Sreatipoint ~ controllers, the miss-ratio controller (with a getnt
values cause the controller to oscillate betweedRs) and the utilization controller (with a set pouy),
underutilized and overloaded system states. respectively. Each controller then computes itstrabn

It is therefore desired to apply a feedback controfignal independently. The control signal of the
of the CPU utilization in addition to the miss-matin  utilization control AU(t) is compared with the miss-
the utilization control scheme, the system monithes  ratio control signalAU(t), and the smaller control
CPU utilization and dynamically adjusts the taskSQo
levels. With a set point lower than the utilizatioound Completed Tasks
of the system, the system can achieve a 0% std¢atdy s A
miss-ratio. Utilization control has been applied
successfully to computing systems such as web serve uy - [MRO \

QoS [11] and multimedia player [8]. Interestingly,

utilization control suffers from the complementary — MRsj-|>PIDConrale) au, @
control saturation problem. It saturates when the ) e\ Contrdler
system becomes overloaded as the CPU utilization Us""’

becomes identically 100%. A consequence of the B
utilization-control saturation can be a longer lgegt FC-EDF
time when the server is heavily overloaded. For

example, the utilization control illustrated in Big 4

has a longer settling time than the miss-ratio rmnt
with the same control parameters as in Figuresd23an
Another problem with utilization control is the

Figure 5. FC-EDFscheduling algorithm
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Following our control-theory-based framework,
our next step is to establish an analytical modetlie
control system. For example, preliminary resultgtom
modeling of FC-EDF and a web server have been
—— MRO presented in [17] and [4], respectively. Based lom t

performance specs and a system model, we can use
existing control design methods [11][14] to caltela

o
o

0.4

0.2

o
o
.

0 500 1000 the values of the control parameters that canfgdtie
Time (seconc) based on the new metrics. The design process
Figure 6. Miss-Ratio MR(t) and Utilization U(t) of FC-EDF2 Specs . ’ gn p .
(Hybrid Control; (KP, KI)=(0.25, 0.1)) followed standard control design method [11] ard it

full presentation is out of scope of this papestdad
we present the experimental results that demomstrat
that FC-EDE can be tuned to satisfy the specs.

4.2. Control Gains

Experiments were run for different combinations of
control gains KP, Kl). Gain ranges were obtained first
by tuning a controller theoretically [11] using the

’ 'Is'?r?]e(ﬁoond) o system model described in [17] then by choosing a

Figure 7. Miss-Ratio MR(t) and Utilization U(t) of FC-EDF2 range around the computed gain value to demonstrate

(Hybrid control; (KP, K=(1.0, 0.9)) performance trends as the gain changes. The dedvat

signal AU(t)=min(4U,(t), AUx(t)) is sent to actuators control gainkKD=0 in all the experiments because it is
(AC and SLC). The rationale of the hybrid schem®is not suitable for systems with high noidédR; = 5%,
combine the advantages of the two controls. and Us = 90%. Both the step-load SL(0, 200%) and
First, FC-EDF can achieve stability by canceling ramp-load RL(100%, 400%, 60 sec) were used in these
control  saturation via dynamically  switching experiments; 20 runs were made for each combirgtion
controllers. When the system enters the saturatiosf (KP, KI, load-profile). Each run lasted for 20 min. A
range of utilization controll{()>100%), the miss-ratio  fixed sampling perio®=2.4 sec is used in all the runs
control will dominate and thus achieve faster aointr of experiments of this section. All the presentedad
(i.e., a shorter settling time). On the other hamben  (except for stability) is the average value (witbo®
the system enters the output saturation range ®f thconfidence interval) of 20 runs. Note that steaidyes
miss-ratio control Y(t) < UB), the utilization control mjss-ratio is relevant only wheS8VIB > 0. When
will take over and achieve zero deadline miss-ratioSMB=0% (as in our specs), the steady-state miss-ratio
Since UB < 100%, there is no overlap between theMs is always 0% when the system is stable; Bhyds
saturation ranges of the utilization control an@ th undefined when the system is unstable. Sensitwity
miss-ratio control. Consequently, the hybrid cohtro not measured in the experiments and will be pacunf
always keeps the control alive. In addition, weduse future work.
two techniques, thenin operator andntegrator anti-
windup technique [11] to avoid oscillation during mode 4.2.1. Stability
switching between the two controls. Thien operator  As defined in section 2.2, a real-time systemablst if
on the two control signals achieved smooth tramsiti it can always settle down to a steady state intefini
between the two controls. The integrator anti-wimdu time. According to the specs of Table 1, the sysiem
requires a (miss-ratio or utilization) controller turn  in steady-state MR(t)=0%. A system unstable if there
off the integration of errors once it loses in tmn  exists a run in which the system fails to enter siay
operation (i.e., its signal is larger than the otentrol  in the steady state. For example, an unstable ahse
signal). FC-EDF (with (KP, KI) = (1.0, 0.9)) is illustrated in
The second advantage of the hybrid control (withFigure 7. The system never settled to a steadg stat
the min operator) is that it does not requireaeturate  with MR(t)=0% after a step load SL(0, 200%) arrived.
utilization  bound to guarantee  satisfactory The system performance oscillated at a high frequen
performance. Suppose the system utilization boungvhich was an indication of frequent changes in task
UB(t) is approximate or varies at run time, the QoS levels. QoS oscillation at high frequency can b
utilization control is effective when the actual undesirable. For example, an unstable video player
utilization bound UB(t) = Us. However, when the may frequently change its frame size and nevetesett
UB(t)<U,, the miss-ratio control dominates (due to thedown to a fixed frame size and desired frame Hate.
large and/or reoccurred deadline misses) and bound®ntrast, Figure 6 illustrates that FC-ED&chieved
the performance of the scheduler.



stability in response to the same load when (KP,=I oscillations. The settling time eventually increhge
(0.25, 0.1). The system settled to 0% miss-ratid®yY  infinity when the control gains hit the stability
sec when the miss-ratio control dominated the cbntr boundary (Table 3) and the system became unstable.
in the beginning, and the system maintained a 0% he control gains had a significant impact on the
steady-state miss-ratio afterwards because thsettling time. For example, wherKF, KI)=(0.025,
utilization control took over. Table 3 shows the 0.5), the settling time in response to load RL(100%
stability region of control gains of FC-EBFThe  400%, 60 sec) is 133.56Q(N.6826) sec, while the
system became unstable when large control gainsettling time in response to the same load is only
caused the controller to overreact to performanceg8.8000£0.3011) sec wherk, KI)=(0.25, 0.5). Note
variations. All the unstable cases occurred in@asp  although the KP, KI1)=(0.75, 0.5) has a even shorter
to the step load SL(0, 200%), which indicated 8t@p  settling time of 10.4408@.1973) sec in response of

loads is more difficult to handle than ramp loads. RL(100%, 400%, 60 sec), the control gains caused
instability in response to SL(0, 200%). Similarthe

gKl"KP) g-025 %05 (:)3-1 0-525 0-S5 8-75 Lljo maximum settling time in response to load SL(O,

05 S S S S U U 0 200%) is 603.600&65_.3359) sec (wh_en KP,

09 S S S | U U U U K1)=(0.025, 0.9)), which is more than 50 times of the

Table 3. Stability of FC-EDHS: stable, U: unstable) minimum settling time of 12.000860.0000) sec in
response of the same load (wh&R(KI1)=(0.5, 0.1)).

4.2.2. Settling-Time (Ty)
The settling time describes the agility of the sgsin  4.2.3. Overshoot (M)
response to overload. The settling times of FC-EIRF  The overshoot in response to RL(100%, 400%, 60 sec)
response to the step-load SL(0, 200%) and ramp-loadnd SL(0, 200%) is illustrated in Figures 10(a) and
RL(0, 400%, 60 sec) are illustrated in Figures 8 @n  10(b), respectively. In the ramp-load case, thaesys
respectively. When the control gains were smak, th overshoot decreased as the controller gains inedeas
settling-time decreased as the control gains isetka This is because the scheduler with small contrgigya
This is because the controllers of FC-ER&N change adapted the system load slowly and consequently
the system load by a higher magnitude for eaclallowed the miss-ratio to increase significantly.
sampling period if their control gains are higher.However, when the control gains became too high,
However, as the control gains became large, thevershoot started to increase due to excessive
settling time started to increase due to excessivescillation. The control gains significantly affedtthe
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system overshoot. When the control gains were §).02 sampling periods (SPXKP, Kl) were fixed at the

0.5), the system overshot to 89.85886399)% in

optimal control gains (0.25, 0.1) in all the expeeits.

response to load RL(100%, 400%, 60sec), i.e., mbst Due to space limitations of this paper, we only
task instances missed their deadlines during thestwo summarize the results in the following.

sampling period. In contrast, in response to theesa
load, only 25.014%1.1180)% of the task instances °
missed their deadlines in the worst sampling period
when KP, KI)=(0.5, 0.1). Different from the ramp-
load case, Figure 10b showed that the control dsands

no impact on the overshoot for the step-load. It wa
47.5395£0.8110)% for all control gains. This is
because the step-load jumped instantaneously ared ga
the system no time to react before overshoot oedurr

4.2.4. Average miss-ratio (Myp)

Although average miss-ratio is not part of the
performance specs, they are also presented indsgur
11a and 11b for reference. The average miss-ratio i
defined as the number of deadline misses divided by
total number of task instances in a run. The awerag
miss-ratio demonstrated much smaller differences
when control gains varied, which indicates thatrage
miss-ratio failed to capture the significant difface in
stability and transient response of different cointr
gains. For example, although the system response wa
extremely slow (with a setting time of
603.6(85.3359) sec) whenKp, KI)=(0.025, 0.9) in
response to SL(0, 200%); its average miss-ratio was
only 1.5231£0.0928)%. The miss-ratio of the system
overshot to 89.8583(0.5399)% in response to
RL(100%, 400%, 60sec) wheKR, Kl)=(0.025, 0.5),

its average miss-ratio was only 5.99680L4724)%.

4.2.5. Summary: control gains

In this section, we have verified that three set of®
control gains, (0.25, 0.1), (0.5, 0.1), and (0@5), can
satisfy the specs in Table 1 when SP=2.4 sec. Among
these settings, (0.25, 0.1) is farthest away frow t
unstable region of the control gains (Table 3) and
therefore are the most desirable values.

4.3. Sampling Period
In this section, we present experiments on differen
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Stability: The system is stable when X4SP <

7.2 (sec). Note that the system was unstable when
SP = 0.6 or 1.2 sec. This result is unusual because
control system performance usually improves as
SP decreases according to digital control theory
[14]. This anomaly is due to the periodicity of the
simulated real-time system. Because all the task
periods are harmonious withCMy=2.4 sec, the
system completes a natural cycle at each time-
point divisible by LCM, (i.e., same number of
tasks enter the system everfM;). However,
when SP<LCM,, the controller in FC-EDF
monitors different number of tasks in different
sampling periods, and the measured miss-ratio
becomes |jittery due to the different number of
tasks in different sampling periods. Note that this
effect may affect performance for periodic tasks
periods with non-harmonious periods or aperiodic
tasks. These types of workloads will be
investigated in our future research.

Settling-time (Tg): Among the stable sampling
periods, the settling time in response to both $oad
increased significantly aSP increased. This is
because the controllers with smaller sampling
period monitored and responded to load variations
at a higher rate and thus settled down to zero-miss
ratio faster.

Overshoot (My): When the system was stable, the
system achieved significantly lower overshoot in
response of the ramp-load 83 decreased. This is
also because the controllers adapted faster with a
smaller sampling periodM, keeps constant in
response to the step-load for all tested stable
sampling periods. This is also due to the
periodicity of the task arrivals. SinG>LCM, for

all the stable sampling periods, none of the
sampling period was able to prevent overshoot that
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occurred before the first sampling point. theoretical controller design to a scheduler
implementation.
Among all the tested sampling period values, only
SP=2.4 sec can satisfy the performance specs in Tablg. Conclusions and Future Work

1 when KP, KI) = (0.25, 0.1). In this paper, we propose a control-theory-based
framework. This framework enable system desigrers t
4.4. FC-EDF’ summary specify the performance specs (stability, transad

In section 4, we presented a scheduling algoriti®n F steady-state performance), and apply existing obntr
EDF that fixed the instability problem of FC-EDF methods to analytically design an adaptive reagtim
with a hybrid controller. Experimental results ¥ied  system to achieve the specs. We extended existing
that the new scheduler can achieve the specsimster performance metrics of adaptive real-time syste26§ [

of stability, transient and steady-state perforneanith  and demonstrate that the metrics can be mappéuto t
correct parameters. To remain focused on schedulefynamic responses of a control system. Such mapping
design and performance evaluation, we omitted ldetai provides a foundation for further control desigrQafS
regarding system modeling and controller tuningrfro adaptation in real-time systems. The paper also
the discussion presented in this section. Foidentifies stability as a critical requirement ftaptive
completeness, modeling of a real-time system as geal-time systems. The framework is applied to the
controlled process is described in [17]. Severaldesign of an adaptive real-time scheduling algorith

controller design techniques can be found in [11]. satisfy a set of performance specs. An existing
scheduling algorithm FC-EDF was discovered to be
5. Related Work unstable due to problems with its control desigre W

state performance of adaptiv@resented a new scheduling algorithm FC-Eltrat

real-time systems have received special attention jachieved stability with ~a hybrid ~controller that
recent years. For example, Brandt et. al. [8] entald a achieved stability. Experiments verified that FCFED
dynamic QoS manager by measuring the transierﬁ‘_mld achieve the performance specs. In the fuiuvee,
performance of applications in response to QodVill apply the framework to more complex systems
adaptations. Dynbench [27] includesbserved real- ~ SUCh an adaptive real-time web server.

time QoS metrics based on a time series of

measurement, which is similar to the miss-ratioAcknowledgements

functionMR(t) presented in this paper. Rosu et. al. [20]The authors would like to thank their shepard Danie
proposed a set of performance metrics to captwre thRosu and anonymous reviewers for their valuable
transient responsiveness of adaptations and itadmp suggestions to improve the paper.
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