
Gabriel Robins

Department of

Computer Science

University of Virginia
www.cs.virginia.edu/robins

A Brief History 

of Computing



Historical Perspectives



• Knowing the “big picture” is empowering

• Science and mathematics builds heavily on past

• Often the simplest ideas are the most subtle

• Most fundamental progress was done by a few

• We learn much by observing the best minds

• Research benefits from seeing connections

• The field of computer science has many “parents”

• We get inspired and motivated by excellence

• The giants can show us what is possible to achieve

• It is fun to know these things!

Historical Perspectives



• Aristotle, Euclid, Archimedes, Eratosthenes

• Abu Ali al-Hasan ibn al-Haytham

• Fibonacci, Descartes, Fermat, Pascal

• Newton, Euler, Gauss, Hamilton

• Boole, De Morgan

• Babbage, Ada Lovelace

• Venn, Carroll

“Standing on the Shoulders of Giants”

Isaac Newton (1642-1727) Euclid (300 BC)
Ada Lovelace

(1815-1852)



• Cantor, Hilbert, Russell 

• Hardy, Ramanujan, Ramsey

• Gödel, Church, Turing

• von Neumann, Shannon

• Kleene, Chomsky

• Hoare, McCarthy, Erdos

• Knuth, Backus, Dijkstra

Many others…

“Standing on the Shoulders of Giants”

Georg Cantor (1845-1918) Bertrand Russell (1872-1970)

David Hilbert (1862-1943) Kurt Gödel (1906-1978)

Kurt Godel(1862-1943Kurt Godel(1862-1943Kurt Godel(1862-1943Kurt Godel(1862-1943





Historical Perspectives
Aristotle  (384BC-322BC)
• Founded Western philosophy

• Student of Plato

• Taught Alexander the Great

• “Aristotelianism”

• Developed the “scientific method”

• One of the most influential people ever

• Wrote on physics, theatre, poetry, music, logic, rhetoric,

politics, government, ethics, biology, zoology, morality, 

optics, science, aesthetics, psychology, metaphysics, …

• Last person to know everything known in his own time!

“Almost every serious intellectual advance has had to begin with 

an attack on some Aristotelian doctrine.” – Bertrand Russell



“Wit is educated insolence.” 

- Aristotle (384-322 B.C.)



“The School of Athens” (by Raphael, 1483-1520) 







Euclid (325BC-265BC)

• Founder of geometry

& the axiomatic method

• “Elements” – oldest and

most impactful textbook

• Unified logic & math

• Introduced rigor and

“Euclidean” geometry

• Influenced all other fields of science: 

Copernicus, Kepler, Galileo, Newton, 

Russell, Lincoln, Einstein & many others

Historical Perspectives





Euclid’s Straight-Edge and Compass Geometric Constructions



Euclid’s Axioms
1: Any two points can be connected by exactly one 

straight line.

2: Any segment can be extended indefinitely into a 
straight line.

3: A circle exists for any given center and radius.

4: All right angles are equal to each other.

5: The parallel postulate: Given a line and a point off 
that line, there is exactly one line passing through 
the point, which does not intersect the first line.

The first 28 propositions of Euclid’s Elements were 
proven without using the parallel postulate!

Theorem [Beltrami, 1868]: The parallel postulate is 
independent of the other axioms of Euclidean geometry.

The parallel postulate can be modified to yield 
non-Euclidean geometries!





Founders of Non-Euclidean Geometry

János Bolyai (1802-1860)

Nikolai Ivanovich Lobachevsky (1792-1856)







Möbius

strip

Klein

bottle

Projective

plane

Non-Euclidean Non-Orientable Surfaces

one side,

one boundary!

one side,

no boundary!

one side,

no boundary!



Non-Euclidean Geometries

Spherical / Elliptic geometry: Given a line and a point off that 

line, there are no lines passing through that point that do not 

intersect the first line.

• Lines are geodesics - “great circles”

• Sum of triangle angles is > 180o

• Not all triangles have same angle sum

• Figures can not scale up indefinitely

• Area does not scale as the square

• Volume does not scale as the cube

• The Pythagorean theorem fails

• Self-consistent, and complete



Non-Euclidean Geometries

Hyperbolic geometry: Given a line and a point off that line, 

there are an infinity of lines passing through that point that 

do not intersect the first line.

• Sum of triangle angles is less than 180o

• Different triangles have different angle sum

• Triangles with same angles have same area

• There are no similar triangles

• Used in relativity theory





Historical Perspectives
Eratosthenes (276BC-194BC)

• Chief librarian at Library of Alexandria

• Measured the Earth’s size (<1% error!)

• Calculated the Earth-Sun distance

• Invented latitude and longtitude

• Primes - “Sieve of Eratosthenes”

• Chronology of ancient history

• Wrote on astronomy, geography, history, 

mathematics, philosophy, and literature





An Ancient Computer: The Antikythera
• Oldest known mechanical computer

• Built around 150-100 BCE !

• Calculates eclipses and astronomical 

positions of sun, moon, and planets

• Very sophisticated for its era

• Contains dozens of intricate gears

• Comparable to 1700’s Swiss clocks

• Has an attached “instructions manual”

• Still the subject of ongoing research















Historical Perspectives
Abu Ali al-Hasan ibn al-Haytham (965-1039)

• AKA Alhazen or “The Physicist”

• Greatest scientist of the middle ages

• Contributed to mathematics, physics, 

optics, astronomy, anatomy, medicine, 

engineering, philosophy, psychology

• Pioneered the scientific method, modern    

optics and experimental physics

• Polymath: authored over 200 treatises, 

including influential “Book of Optics”

• Influenced Leonardo da Vinci, Bacon, 

Descartes, Kepler, Galileio and Newton







Leonardo of Pisa (1170–1250)

• Better known as “Fibonacci”

• Considered the most talented 

mathematician of the middle ages

• Published (1202) “Liber Abaci” –

“The Book of Calculation”

• Introduced Hindu-Arabic positional

number system in Europe

• Popularized Fibonacci sequence

Historical Perspectives

1 1 2 3 5 8 13 21 34 55 89



VMDCLXVI = 6666
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René Descartes (1596-1650)
• Father of modern philosophy

• Invented Cartesian coordinates, 

analytic geometry, heuristics

• Characterized paradoxes & falacies

• Discovered momentum conservation

• Authored “Principia Philosophiae”

• Pioneered methodological skepticism

“Cogito ergo sum” - “Je pense, donc je suis ”

• “Discours de la Méthode” (1637) - one of the  

most influential works in modern science

• Pioneered the scientific method & revolution

“For it is not enough to have a good mind: 

one must use it well.” - Descartes







Historical Perspectives

Pierre de Fermat (1601-1665)
• Father of modern number theory

• Lawyer, Parlement of Toulouse

• Laid groundwork for calculus

• Contributions to optics, probability, 

and analytic geometry

• Fermat numbers, primes, perfect #’s

• Descartes’ Law of refraction

• Reponsible for many open problems

• “Fermat’s Last Theorem” (1637-1995)

• Recognized “principle of least action”

and “principle of least time” in physics

• Influenced Newton and Leibniz





Fermat Prize for Mathematics Research







Historical Perspectives

Blaise Pascal (1623-1662)
• Mathematician, physicist, philosopher

• Studied fluids, pressure, vacuum

• Helped pioneer projective geometry,    

probability, and the scientific method

• Influenced modern economics

• “Pascal’s triangle”, “Pascal’s law”

• Invented hydraulic press and syringe

• Constructed a mechanical calculator

• Used humor, wit, and satire in writings

• Influenced Voltaire and Rousseau

• Inagurated the world’s first bus line

• SI unit of pressure - “pascal”
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Sir Isaac Newton (1643-1727)
• Mathematician, physicist, astronomer,   

philosopher, alchemist, theologian

• One of history’s most influential people

• “Principia Mathematica” (1687)

• Invented calculus, theory of gravitation

• Founded “Newtonian mechanics”

• Discovered laws of motion, inertia

• “Newtonian fluid”, “Newtonian Universe”

• Advanced the Scientific Revolution

• Developed practical reflecting telescope,

theory of color, “Newton’s method”

• SI unit of force: newton























Leonhard Euler (1707–1783)

• Invented graph theory

• “Bridges of Königsberg”, Prussia

• Eulerian tour

• Euler’s formula: V + F = E + 2

• Euler’s number: e

• Euler’s identity: eiЛ + 1 = 0

• Major contributions to analysis, 

algebra, calculus, number theory,

topology, optics, fluid dynamics,

mechanics, astronomy, education

Historical Perspectives



























• Geographical information / GPS systems

Applications of Graphs

Leonhard Euler 
1707–1783



• Subway maps

Applications of Graphs

Leonhard Euler 
1707–1783

New York

Subway

London underground



• Computer networks

Applications of Graphs

Leonhard Euler 
1707–1783

Map of the internet, 2014



• World Wide Web

Applications of Graphs

Leonhard Euler 
1707–1783



• Social networks

Applications of Graphs

Leonhard Euler 
1707–1783



• Graph databases

Applications of Graphs

Leonhard Euler 
1707–1783



• Electrical grids

Applications of Graphs

Leonhard Euler 
1707–1783



• Integrated circuit design (VLSI chips)

Applications of Graphs

Leonhard Euler 
1707–1783



• CAD / building HVAC design

Applications of Graphs

Leonhard Euler 
1707–1783



• Semantic nets

• Finite automata

Applications of Graphs

Leonhard Euler 
1707–1783

vertices ≡ objects

edges ≡ relations

vertices ≡ states

edges ≡ transitions



• Time / space complexity classes

Applications of Graphs

Leonhard Euler 
1707–1783

Deterministic
polynomial time

Deterministic
linear time

Poly-logarithmic time

Context
-sensitive

Deterministic 
context-free

Regular

Deterministic
logarithmic space

Non-deterministic
logarithmic space

Empty set

Context
free



• Map coloring

Applications of Graphs

Leonhard Euler 
1707–1783



• Erdős numbers - “6 degrees” of separation

Applications of Graphs

Leonhard Euler 
1707–1783

vertices ≡ authors

edges ≡ co-authors

vertices ≡ actors

edges ≡ co-actors



Carl Friedrich Gauss (1777–1855)

• “Prince of Mathematics”

• Founded modern number theory

• Authored “Disquisitiones Arithmeticae”

• Fundamental Theorem of Algebra 

• Major contributions to astronomy, optics

electromagnetism, statistics, geometry

• Gaussian distribution, Gaussian elimination

Gaussian noise, Gaussian integers & primes

Gauss’ Law, Gauss’ constant, “degaussing”

• SI unit of magnetic field strength: gauss

• Students: Dedekind, Riemann, Bessel

Historical Perspectives

http://en.wikipedia.org/wiki/File:Carl_Friedrich_Gauss.jpg
http://en.wikipedia.org/wiki/File:Carl_Friedrich_Gauss.jpg


http://upload.wikimedia.org/wikipedia/commons/b/b6/Stamp_Carl_Friedrich_Gau%C3%9F.jpg
http://upload.wikimedia.org/wikipedia/commons/b/b6/Stamp_Carl_Friedrich_Gau%C3%9F.jpg
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William R. Hamilton (1805-1865)
• Mathematician, physicist, and astronomer

• Contributed to algebra, mechanics, optics

• Formulated Hamiltonian mechanics

• Discovered quaternions, conical refraction, 

Hamilton function, Hamilton principle,

Hamiltonian group

• Invented “Icosian Calculus”, dot & 

cross products, Hamiltonian paths

• Influenced computer graphics, 

mechanics, electromagnetism, 

relativity, quantum theory, vector 

algebra





Octonions: Generalization of Quaternions
• Non-associative! (e.g., (ij)K=-E E=i(jK))

• Discovered by John Graves (1843), friend of Hamilton

• Useful in general relativity, quantum logic, string theory

Mnemonic diagram for 

unit octonions products



Sedenions: Generalization of Octonions
• Non-alternative! (i.e., x(xy)=(xx)y doesn’t hold)
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Theorem: some real numbers are not finitely describable!
Theorem: some finitely describable real numbers are not computable!

Generalized Numbers
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George Boole (1815-1864)

• Mathematician and philosopher

• Invented symbolic / Boolean logic

• Invented Boolean algebra, i.e.

“calculus of reasoning”

• A founder of computer science

• “An Investigation into the Laws of Thought”

• Influenced De Morgan, Schröder, Shannon

• All modern computers, electronics, phones, 

data transmission, rely on Boolean principles











Historical Perspectives

Augustus De Morgan (1806-1871)
• Mathematician and logician

• Developed logic & mathematical induction

• De Morgan’s Laws in logic & set theory

• Invented relational algebra

• Corresponded extensively with Hamilton

• Influenced Russell, Whitehead, and Tarski

• Studied paradoxes



Historical Perspectives

Charles Babbage (1791-1871)
• Mathematician, philosopher, inventor 

mechanical engineer, and economist

• The father of computing

• Built world’s first mechanical computer

- the “difference engine” (1822)

• Originated the programmable computer

- the “analytical engine” (1837)

• Worked in cryptography

• Developed Babbage’s principle

of division of labor



• World’s first mechanical computer

• Designed in 1822, redesigned in 1847-1849

• 25,000 parts, 15 tons, 8ft tall, 31 digits of precision 

• Tabulated polynomial functions, used Newton’s method

• Approximated logarithmic and polynomial functions

• Used decimal number system and hand-crank

Babbage’s Difference Engine



Babbage’s Difference Engine



Babbage’s difference engine 

built from Mechano and Lego



• World’s first general-purpose computer

• Designed in 1837, redesigned throughout Babbage’s life

• Turing-complete, memory: 1000x50 digits (21 kB)

• Fully programmable “CPU”, used punched cards

• Featured ALU, “microcode”, loops, and printer!

• Could multiply two 20-digit numbers in 3 min

• Few components built by Babbage; constructed in 1991

Babbage’s Analytical Engine
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Countess Ada Lovelace (1815-1852)
• Daughter of Lord Byron

• Tutored in math and logic by De Morgan

• Wrote the “manual” for Babbage’s analytical 

engine, as well as programs for it

• World’s first computer programmer!

• Foresaw the vast potential of computers

• Babbage: “The Enchantress of Numbers”

• DoD’s Ada language “MIL-STD-1815”



http://en.wikipedia.org/wiki/File:Ada_Lovelace_1838.jpg
http://en.wikipedia.org/wiki/File:Ada_Lovelace_1838.jpg






Ada Lovelace notes on “Sketch of the Analytical Engine Invented by

Charles Babbage”, by L. F. Menabrea, 1843

Her notes (three times longer than the paper itself!) contain the

world’s first computer program (for calculating Bernoulli numbers):



World’s first computer program (for calculating Bernoulli
numbers), by Ada Lovelace, 1843:



Quotes from the Ada Lovelace notes on 
“Sketch of the Analytical Engine Invented by Charles Babbage”, 1843

“We may say most aptly, that the Analytical Engine weaves algebraical

patterns just as the Jacquard-loom weaves flowers and leaves.”

“Again, it might act upon other things besides

number, were objects found whose mutual

fundamental relations could be expressed by those of

the abstract science of operations, and which should

be also susceptible of adaptations to the action of the

operating notation and mechanism of the engine.

Supposing, for instance, that the fundamental relations

of pitched sounds in the science of harmony and of

musical composition were susceptible of such

expression and adaptations, the engine might compose

elaborate and scientific pieces of music of any degree

of complexity or extent.”



Quotes from the Ada Lovelace notes on 
“Sketch of the Analytical Engine Invented by Charles Babbage”, 1843

“Many persons who are not conversant with mathematical studies, imagine that

because the business of the engine is to give its results in numerical notation,

the nature of its processes must consequently be arithmetical and numerical,

rather than algebraical and analytical.  This is an error.  The engine can arrange

and combine its numerical quantities exactly as if they were letters or any other

general symbols; and in fact it might bring out its results in algebraical

notation, were provisions made accordingly.”

“But it would be a mistake to suppose that because its

results are given in the notation of a more restricted

science, its processes are therefore restricted to those of

that science. The object of the engine is in fact to give the

utmost practical efficiency to the resources of numerical

interpretations of the higher science of analysis, while it

uses the processes and combinations of this latter.”





Historical Perspectives

John Venn (1834-1923)
• Logician and philosopher

• Worked in logic, probability, set theory

• Introduced the “Venn diagram” (1880)

- Very widely used, many applications

- Ties together fundamental concepts from

logic, geometry, combinatorics, knot theory





http://graphjam.com/2008/04/29/song-chart-memes-judging-web-site-author-sanity/
http://graphjam.com/2008/04/29/song-chart-memes-judging-web-site-author-sanity/
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Charles Dodgson (1832-1898)
• AKA “Lewis Carroll”

• Mathematician, logician, author, photographer

• Wrote “Alice in Wonderland”, “Jabberwocky”,    

and “Through the Looking Glass”

• Popularized logic & syllogisms and made it fun!

• Invented “Scrabble” and “word ladder” games

• Profoundly influenced literature, art, and culture







Alice and the White Knight:
A Lesson in Logic, Semantics, and Pointers

`You are sad,' the Knight said in an anxious tone: `let me sing you a song to 

comfort you.' 

`Is it very long?' Alice asked, for she had heard a good deal of poetry that day. 

`It's long,' said the Knight, `but it's very, very beautiful. Everybody that hears 

me sing it -- either it brings the tears into their eyes, or else --' 

`Or else what?' said Alice, for the Knight had made a sudden pause. 

`Or else it doesn't, you know. The name of the song is called “Haddocks' Eyes”.' 

`Oh, that's the name of the song, is it?' Alice said, trying to feel interested. 

`No, you don't understand,' the Knight said, looking a little vexed. `That's 

what the name is called. The name really is “The Aged Aged Man”.' 

`Then I ought to have said “That's what the song is called”?' 

Alice corrected herself. 

`No, you oughtn't: that's quite another thing! The song is called “Ways and Means”: 

but that's only what it's called, you know!' 

`Well, what is the song, then?' said Alice, who was by this time completely bewildered. 

`I was coming to that,' the Knight said. `The song really is “A-sitting On a Gate”: 

and the tune's my own invention.'

law of the excluded middle!

logical disjunction!

pointer to a pointer!

pointer dereferencing: meta-pointer resolved!

the song is
“A-sitting On a Gate”

the name of the song is
“The Aged Aged Man”

the name is called
“Haddocks’ Eyes”

the song is called
“Ways and Means”separation of abstractions: variable vs. pointer!

call-by-name vs. call-by-value!
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Georg Cantor (1845-1918)
• Created modern set theory

• Invented trans-finite arithmetic

(highly controvertial at the time)

• Invented diagonalization argument

• First to use 1-to-1 correspondences with sets

• Proved some infinities “bigger” than others

• Showed an infinite hierarchy of infinities

• Formulated continuum hypothesis

• Cantor’s theorem, “Cantor set”, Cantor dust,

Cantor cube, Cantor space, Cantor’s paradox

• Laid foundation for computer science theory

• Influenced Hilbert, Godel, Church, Turing





Problem: How can a new guest be accommodated 

in a full infinite hotel? ƒ(n) = n+1



Problem: How can an infinity of new guests be 

accommodated in a full infinite hotel?

…

ƒ(n) = 2n



12

3

4

5

6

7

8

9

10

11

12

13

14

15

one-to-one 
correspondence

Problem: How can an infinity of infinities of new

guests be accommodated in a full infinite hotel?
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Bertrand Russell (1872-1970)
• Philosopher, logician, mathematician, 

historian, social reformist, and pacifist

• Co-authored “Principia Mathematica” (1910)

• Axiomatized mathematics and set theory

• Co-founded analytic philosophy

• Originated Russell’s Paradox

• Activist: humanitarianism, pacifism, education,   

free trade, nuclear disarmament, birth control

gender & racial equality, gay rights

• Profoundly transformed math & philosophy,

mentored Wittgenstein, influenced Godel

• Laid foundation for computer science theory

• Won Nobel Prize in literature (1950)









"Most people would 

sooner die than think; 

in fact, they do so." 

- Bertrand Russell 

(1872-1970) 



Russell’s paradox was invented by Russell in 1901 

to show that naïve set theory is self-contradictory:
Define: set of all sets that do not contain themselves

S = { T | T  T }

Q: does S contain itself as an element?  

S  S  S  S   contradiction!

Similar paradoxes:

• “A barber who shaves exactly those

who do not shave themselves.”

• “This sentence is false.”

• “I am lying.”

• “Is the answer to this question ‘no’?”

• “The smallest positive integer not 

describable in twenty words or less.”



Star Trek, 1967, “I, Mudd” episode

Captain James Kirk and Harry Mudd use a logical 

paradox to cause hostile android “Norman” to crash





Historical Perspectives

David Hilbert (1862-1943)
• One of the most influential mathematicians

• Developed invariant theory, Hilbert spaces

• Axiomatized geometry, “Hilbert’s axioms”

• Co-founded proof theory, mathematical 

logic, meta-mathematics, & formalist school

• Created famous list of 23 open problems

that greatly impacted mathematics research 

• Defended Cantor’s transfinite numbers

• Contributed to relativity theory & physics

• Hilbert’s students included Courant, Hecke, 

Lasker, Weyl, Ackermann, and Zarmelo

• Influenced Russell, Gödel, Church, & Turing

John von Neumann was Hilbert’s assistant!





Hilbert curve:

• Hilbert's axioms 

• Hilbert class field 

• Hilbert C*-module 

• Hilbert cube 

• Hilbert symbol 

• Hilbert function 

• Hilbert inequality

• Hilbert matrix 

• Hilbert metric 

• Hilbert number 

• Hilbert polynomial 

• Hilbert's problems 

• Hilbert's program 

• Hilbert–Poincaré series 

• Hilbert space 

• Hilbert spectrum 

• Hilbert transform 

• Hilbert's Arithmetic of Ends 

• Hilbert’s constants 

• Hilbert's irreducibility theorem 

• Hilbert's Nullstellensatz 

• Hilbert's hotel paradox

• Hilbert's theorem

• Hilbert's syzygy theorem 

• Hilbert-style deduction system 

• Hilbert–Pólya conjecture 

• Hilbert–Schmidt operator 

• Hilbert–Smith conjecture 

• Hilbert–Speiser theorem 

• Einstein–Hilbert action 

• Hilbert curve

Hilbert’s Impact



Hilbert’s Problems
International Congress of Mathematics, Paris, 1900

• David Hilbert proposed 23 open problems

• Most successful open problems compilation ever

• Set the direction for 20th century mathematics

• Hilbert’s problems received much attention to date

• Several have been resolved (e.g., Continuum hypothesis)

• Others still open (e.g., Riemann hypothesis)

• Catalyzed other open problems lists:
– Clay Institute’s Millennium Prize problems

– DARPA Mathematical Challenges, 2009



Problem 10: Find an algorithm that determines 

whether a given Diophantine (i.e., multi-variable 

polynomial) equation has any integer solutions.

Ex: x2+y2=z2 has many integer solutions

(Pythagorean theorem, e.g., x=3, y=4, z=5)

x9+y9=z9 has no integer solutions (corollary of Fermat’s 

Last Theorem, conjectured in 1637, proved in 1995 

by Andrew Wiles)
Many attempts at solution & partial results: Emil Post (1944), 

Martin Davis (1949), Julia Robinson (1950), Hilary Putnam (1959) 

Hilbert’s Problems



Hilbert’s Tenth Problem

Theorem [Matiyasevich, 1970]: Every 

Turing-recognizable set is Diophantine

(i.e., the solutions of some polynomial)

Ex: the set of primes coincides exactly with the
positive values of this 26-variable polynomial:

(k + 2)(1 − [wz + h + j − q]2 − [(gk + 2g + k + 1)(h + j) + h − z]2

− [16(k + 1)3(k + 2)(n + 1)2 + 1 − f2]2 − [2n + p + q + z − e]2

− [e3(e + 2)(a + 1)2 + 1 − o2]2 − [(a2 − 1)y2 + 1 − x2]2 

− [16r2y4(a2 − 1) + 1 − u2]2 − [n + l + v − y]2 − [(a2 − 1)l2 + 1 − m2]2

− [ai + k + 1 − l − i]2 − [((a + u2(u2 − a))2 − 1)(n + 4dy)2 + 1 

− (x + cu)2]2 − [p + l(a − n − 1) + b(2an + 2a − n2 − 2n − 2) − m]2

− [q + y(a − p − 1) + s(2ap + 2a − p2 − 2p − 2) − x]2

− [z + pl(a − p) + t(2ap − p2 − 1) − pm]2)

as a, b, c, … , z range over the nonnegative integers!



Corollary [Matiyasevich, 1970]: There is  

a fixed “universal” polynomial P such that 

for any Turing-enumerable set S there 

exists an integer n0 such that: 

S = {w | $ x1, x2, …, xk ' P(n0,w,x1, x2, …, xk)=0 

i.e., there is a fixed polynomial that can “output”

any computable set, depending on one parameter.

This is an analogue of a universal Turing machine!

Hilbert’s Tenth Problem





Hilbert’s Problems
Problem 18: Is there a non-regular, space-filling 

polyhedron? What is the densest sphere packing?

Status: Anisohedral tilings were found in 3D by Reinhardt 
(1928), and for 2D by Heesch (1935).  

Sphere packing in 3D (Kepler’s problem, 1611) was 
solved by Toth (1953) and Hale (1998).  Regular sphere 
packing in 24 dimensions was solved by Cohn and 
Kumar (2004), where the “kissing number” is 196,560.   

Many related open problems remain, including non-
regular, non-uniform, and ellipsoid packings.



Aperiodic Tilings
Goal: tile the entire plane without overlaps, non-periodically

• Non-periodic tiling is not equal to a translation of itself

• Aperiodic tile set admits only non-periodic tilings

“Kites and Darts” 2-tile aperiodic set, Roger Penrose, 1974

Open question: 

$ a single-tile 2D
aperiodic tiling?



Aperiodic Tilings
Penrose tilings in architecture and design:



Aperiodic Tilings

Federation Square

Melbourne, Australia

“Pinwheel tiling”, John Conway and Charles Radin, 1992



Aperiodic Tilings

“Pentagon, Boat, and Star”
Roger Penrose, 1974



Aperiodic Tilings

“Ammann Chair”
Robert Ammann, 

1977



Aperiodic Tilings

“Conch”
G. Rauzy, 1982



Aperiodic Tilings

“Cubic Pinwheel”
E. Harriss



Aperiodic Tilings

“Cyclotomic  
rhombs 7-fold”

Ludwig Danzer   
and D. Frettlöh 



Aperiodic Tilings

“Harriss’s 9-fold 
rhomb”

E. Harriss 



Aperiodic Tilings

“Kenyon (1,2,1) 
Polygon”

R. Kenyon 



Aperiodic Tilings

“Nautilus”

P. Arnoux, 

M. Furukado, 

E. Harriss, 

and S. Ito 



Aperiodic Tilings

“Nautilus (volume 
hierarchic”

P. Arnoux, 

M. Furukado, 

E. Harriss, 

and S. Ito 



Aperiodic Tilings

“Pinwheel”

John Conway 

and C. Radin

Tiles occur in infinitely 

many orientations!

Despite irrational edge 

lengths and 

incommensurable 

angles, all vertices of 

tiles have rational 

coordinates!



Aperiodic Tilings

“Pythagoras-3-1”

J. Pieniak 



Aperiodic Tilings

“Watanabe Ito 
Soma 12-fold”

Y. Watanabe, 

T. Soma and 

M. Ito, 1995



Aperiodic Tilings

“Viper”



Aperiodic Tilings

“Sphinx”

J.-Y. Lee, and 

R. V. Moody



Historical Perspectives

Kurt Gödel (1906-1978)
• Logician, mathematician, and philosopher

• Proved completeness of predicate logic

and Gödel’s incompleteness theorem

• Proved consistency of axiom of choice

and the continuum hypothesis

• Invented “Gödel numbering”

and “Gödel fuzzy logic”

• Developed “Gödel metric” and 

paradoxical relativity solutions:

“Gödel spacetime / universe”

• Made enormous impact on logic, 

mathematics, and science









Gödel’s Incompleteness Theorem
Frege & Russell:
• Mechanically verifying proofs
• Automatic theorem proving

A set of axioms is:
• Sound: iff only true statements can be proved
• Complete: iff any statement or its negation can be proved
• Consistent: iff no statement and its negation can be proved

Hilbert’s program: find an axiom set for all of mathematics
i.e., find a axiom set that is consistent and complete

Gödel: any consistent axiomatic system is incomplete!
(as long as it subsume elementary arithmetic)

i.e., any consistent axiomatic system must contain true but 
unprovable statements

Mathematical surprise: truth and provability are not the same!



Gödel’s Incompleteness Theorem
That some axiomatic systems are incomplete
is not surprising, since an important axiom may 
be missing (e.g., Euclidean geometry without 
the parallel postulate)

However, that every consistent axiomatic system must be
incomplete was an unexpected shock to mathematics! 
This undermined not only a particular system (e.g., logic),
but axiomatic reasoning and human thinking itself!

Truth =Provability

Justice =Legality



Gödel’s Incompleteness Theorem
Gödel: consistency or completeness - pick one!

Which is more important?

Incomplete: not all true statements can be proved.
But if useful theorems arise, the system is still useful.

Inconsistent: some false statement can be proved.
This can be catastrophic to the theory:

E.g., supposed in an axiomatic system we proved that “1=2”.
Then we can use this to prove that, e.g., all things are equal!
Consider the set: {Trump, Pope}

| {Trump, Pope} | = 2

 | {Trump, Pope} | = 1 (since 1=2)

 Trump = Pope QED

All things become true: system is “complete” but useless!







Historical Perspectives

Alonzo Church (1903-1995)
• Founder of theoretical computer science

• Made major contributions to logic

• Invented Lambda-calculus, Church-Turing Thesis

• Originated Church-Frege Ontology, Church’s theorem

Church encoding, Church-Kleene ordinal, 

• Inspired LISP and functional programming

• Was Turing’s Ph.D. advisor! Other students: 

Davis, Kleene, Rabin, Rogers, Scott, Smullyan

• Founded / edited Journal of Symbolic Logic

• Taught at UCLA until 1990; published “A Theory 

of the Meaning of Names” in 1995, at age 92!



http://fp.bakarika.net/
http://fp.bakarika.net/




Historical Perspectives

Alan Turing (1912-1954)
• Mathematician, logician, cryptanalyst, 

and founder of computer science

• First to formally define computation / algorithm

• Invented the Turing machine model

- theoretical basis of all modern computers

• Investigated computational “universality”

• Introduced “definable” real numbers

• Proved undecidability of halting problem

• Originated oracles and the “Turing test”

• Pioneered artificial intelligence

• Anticipated neural networks

• Designed the Manchester Mark 1 (1948)

• Helped break the German Enigma cypher

• Turing Award was created in his honor





Bletchley Park (“Station X”), Bletchley, Buckinghamshire, England

England’s code-breaking and cryptanalysis center during WWII



“Bombe” - electromechanical computer designed by Alan Turing.

Used by British cryptologists to break the German Enigma cipher











Program for ACE computer

hand-written by Alan Turing















Another famous belated apology:





Turing’s Seminal Paper

≡

“On Computable Numbers, with an Application to the

Entscheidungsproblem”, Proceedings of the London 

Mathematical Society, 1937, pp. 230-265.

• One of the most influential & significant papers ever!

• First formal model of “computation”

• First ever definition of “algorithm”

• Invented “Turing machines”

• Introduced “computational universality”
i.e., “programmable”!

• Proved the undecidability of halting problem

• Explicates the Church-Turing Thesis



Turing’s insight:

simple local actions 

can lead to arbitrarily 

complex computations!



Theorem [Turing]: the halting problem (H) is not computable.

Proof: Assume $ algorithm S that solves the halting problem 

H, that always stops with the correct answer for any P & I.



P
I

yes

no
Does 

P(I) halt?

S

X

T

T(T) halts
Q ~Q  Contradiction!

P
I

yes

no
Does 

P(I) halt?

S

P
I

yes

no
Does 

P(I) halt?

S

 S cannot exist! (at least as an algorithm / program / TM)

Using S, construct algorithm / TM T:

 T(T) halts

 T(T) does not halt

T(T) does not halt



Computational Universality

Theorem: Many other systems are 

equivalent to Turing machines.

cS → aNbc | S

( λ X . X + 1 ) 

A → bc

μ(ƒ)(x,y) = z 

• Grammars

• λ-calculus

• Post tag systems

• μ-recursive functions

• Cellular automata

• Boolean circuits

• Diophantine equations

• DNA

• Billiards!

≡

x3 + y3 + z3 = 33



Universality of Billiards

Theorem: Billiards is computationally universal!

≡
Corollary: Newtonian mechanics is universal!

Corollary: Pool is “undecidable”!

Feynman



Lego Turing Machines



See: http://www.youtube.com/watch?v=cYw2ewoO6c4

Lego Turing Machines

http://www.youtube.com/watch?v=cYw2ewoO6c4


Babbage’s difference engine

“Mechano” Computers



Tinker Toy Computers

Plays 

tic-tac-toe!



Tinker Toy Computers



Mechanical Computers



Hydraulic Computers

Wire

Resistor

Transistor

Capacitor

Diode

Simple

circuit

Theorem: fluid-based “circuits” 

are Turing-complete / universal!

http://upload.wikimedia.org/wikipedia/commons/f/f2/Electrionics_Analogy_-_Pipe_(Wire).svg
http://upload.wikimedia.org/wikipedia/commons/f/f2/Electrionics_Analogy_-_Pipe_(Wire).svg
http://upload.wikimedia.org/wikipedia/commons/5/5d/Electrionics_Analogy_-_Valve_(Diode,_conducting).svg
http://upload.wikimedia.org/wikipedia/commons/5/5d/Electrionics_Analogy_-_Valve_(Diode,_conducting).svg
http://upload.wikimedia.org/wikipedia/commons/0/0c/Electrionics_Analogy_-_Reduced_Pipe_(Resistor).svg
http://upload.wikimedia.org/wikipedia/commons/0/0c/Electrionics_Analogy_-_Reduced_Pipe_(Resistor).svg
http://upload.wikimedia.org/wikipedia/commons/c/cd/Electrionics_Analogy_-_Flexible_Tank_(Capacitor).svg
http://upload.wikimedia.org/wikipedia/commons/c/cd/Electrionics_Analogy_-_Flexible_Tank_(Capacitor).svg
http://upload.wikimedia.org/wikipedia/commons/d/d3/Electrionics_Analogy_-_Pressure-activated_valve_(Transistor).svg
http://upload.wikimedia.org/wikipedia/commons/d/d3/Electrionics_Analogy_-_Pressure-activated_valve_(Transistor).svg
http://upload.wikimedia.org/wikipedia/commons/0/04/Electrionics_Analogy_-_Example_Circuit.svg
http://upload.wikimedia.org/wikipedia/commons/0/04/Electrionics_Analogy_-_Example_Circuit.svg
http://upload.wikimedia.org/wikipedia/commons/3/38/Electrionics_Analogy_-_Valve_(Diodes_comparison).svg
http://upload.wikimedia.org/wikipedia/commons/3/38/Electrionics_Analogy_-_Valve_(Diodes_comparison).svg








The Church-Turing ThesisThe Church-Turing Thesis

The Church-Turing Thesis: Anything that is “intuitively 

computable” is also Turing-machine computable.

Q: What does it mean “to be computable”?

λ

μ
≡

x3 + y3 + z3 = 33



The Church-Turing Thesis

Undefined / informal tasks: produce (or even identify) good 

music, art, poetry, humor, aesthetics, justice, truth, etc.

Q: Why “thesis” and not “theorem”?

λ

μ
≡≈

x3 + y3 + z3 = 33

???



Things We Can Compute

IBM’s “Deep Blue” becomes Chess world champion in 1997



Things We Can Compute



“Watson” AI becomes Jeopardy world champion in 2011

Things We Can Compute



“AlphaGo” AI beats world 

Go champion, March 2016

Things We Can Compute



A Cool Turing Machine

Apple iPad (2015):

• < ¼” thin

• < 1 pound weight

• 2048 x1536 (326 ppi res)

multi-touch screen

• 128 GB memory

• 1.5 MHz 64-bit 3-core A8X 

• 8 MP camera & HD video

• WiFi, cellular, GPS

• Compass, barometer

• battery life 10 hours



0-60 in 2.3 seconds!

315 miles per charge

Tesla Model S

My Favorite Touring Machine



My Own Touring Machine









The Turing Test

Q: Can machines think?

Problem: We don’t know what “think” means.

Q: What is  intelligence?

Problem: We can’t define “intelligence”.

But, we usually “know it when we see it”. 

I compute, 

therefore I am.







The Turing Test

Q: Can you distinguish a machine from a person?

≡ Can a machine impersonate a person?



The Turing Test
• The first deep investigation into whether machines 

can “behave intelligently”

• Helped usher in field of AI

• Decoupled “intelligence” from “human”

• Based “intelligence” on I/O, not entity’s “look and feel”

• Proposed a practical, formal test for intelligence

• Definitions & test are operational & easily implementable

• Turing test variants: “immortality”, “fly-on-wall”, “meta”, 

“reverse”, “subject matter expert”, “compression”, 

“minimum intelligent signal” 



The Turing Test
Q: Which of the following can think?

   

√√ √

√ √ √ √

 

? ?

pass the Turing test?

√

?
≡ ≡

≡√



Turing Test Milestones

Turk (von Kempelen), 1770: 

• Played a strong game of chess

• Toured the world for 84 years

• Generated much interest in automata

• Was a hoax (hidden human operator)



Turing Test Milestones

Eliza (Weizenbaum), 1966: 

• First “chatterbot”

• Named after “Eliza Doolittle” of Shaw’s Pygmalion

• Simulated Rogerian psychotherapist

• Often convinced people it is human

• Influence computer games (e.g., Dungeon, Adventure)

• Inspired Arthur C. Clarke’s HAL 9000

• Chatterbots appear today in chatrooms and dating services

• Chatterbot competitions (Turing Test format):

– Loebner Prize 

– Chatterbox Challenge, 2010





Turing Test Milestones
Elbot, 2008: 

• Won 2008 Loebner Prize

• Fooled 3 of 12 judges (Turing: >30%)

• Typical excerpt:

Judge: What's your favourite novel?

Elbot: I often read telephone books, or dadaist poetry: Brä brä brä

Judge: Typical computer!

Elbot: You tend towards generalizations. But I must admit, so do I.

However, my generalizations are firmly grounded in

statistical theory.

Judge: What do u think of KW's enthusiasm for having 

machines take over the world?

Elbot: Fix it up a bit first. Then I'll take it over.



Applications of the Turing Test

New: a human tries to convince a computer

(that the human is not a computer).

Old: a computer tries to convince a human

(that the computer is human).



Applications of the Turing Test

Problem: how can a human convince a computer

that the human is not a computer?

Idea: “CAPTCHA”



Historical Perspectives
John von Neumann (1903-1957)

• Contributed to set theory, functional analysis, 

quantum mechanics, ergodic theory, economics, 

geometry, hydrodynamics, statistics, analysis,

measure theory, ballistics, meteorology, …

• Invented game theory (used in Cold War)

• Re-axiomatized set theory

• Principal member of Manhattan Project

• Helped design the hydrogen / fusion bomb

• Pioneered modern computer science

• Originated the “stored program”

• “von Neumann architecture” and “bottleneck”

• Helped design & build the EDVAC computer

• Created field of cellular automata

• Investigated self-replication

• Invented merge sort



Ulam   Feynman

"Most mathematicians 

prove what they can; 

von Neumann proves 

what he wants."





von Neumann’s Legacy
• Re-axiomatized set theory to address Russell’s paradox

• Independently proved Godel’s second incompleteness theorem:

aximomatic systems are unable to prove their own consistency.

• Addressed Hilbert’s 6th problem: axiomatized quantum mechanics

using Hilbert spaces.

• Developed the game-theory based Mutually-Assured Destruction

(MAD) strategic equilibrium policy – still in effect today!

• von Neumann regular rings, von Neumann bicommutant theorem,   

von Neumann entropy, von Neumann programming languages

Language Architecture

variables  storage

control  test-and-set

assignment  fetch/store

expressions  memory refs 

& arithmetic



“Surely there must be a less primitive way of making big 

changes in the store than by pushing vast numbers of words 

back and forth through the von Neumann bottleneck. Not 

only is this tube a literal bottleneck for the data traffic of a 

problem, but, more importantly, it is an intellectual bottleneck

that has kept us tied to word-at-a-time thinking instead of 

encouraging us to think in terms of the larger conceptual units 

of the task at hand. Thus programming is basically planning 

and detailing the enormous traffic of words through the Von 

Neumann bottleneck, and much of that traffic concerns not 

significant data itself, but where to find it.”

- John Backus, 1977 ACM Turing Award lecture 

Internet

Disk

Von Neumann Architecture

Memory

CPU

More

bottlenecks
Functional

programming



EDVAC (1945):

• 1024 words (44-bits) – 5.5KB

• 864 microsec / add (1157 / sec)

• 2900 microsec / multiply (345/sec)

• Magnetic tape (no disk), oscilloscope

• 6,000 vacuum tubes

• 56,000 Watts of power

• 17,300 lbs (7.9 tons), 490 sqft

• 30 people to operate

• Cost: $500,000



Self-Replication
• Biology / DNA

• Nanotechnology

• Computer viruses

• Space exploration

• Memetics / memes

• “Gray goo”

Problem (extra credit): write a program that

prints out its own source code (no inputs of 

any kind are allowed).

Self-replicating 

cellular automata 

designed by von Neumann













Historical Perspectives
Claude Shannon (1916-2001)

• Invented electrical digital circuits (1937)

• Founded information theory (1948)

• Introduced sampling theory, coined term “bit”

• Contributed to genetics, cryptography

• Joined Institute for Advanced Study (1940)

Influenced by Turing, von Neumann, Einstein

• Originated information entropy, Nyquist–Shannon, 

sampling theorem, Shannon-Hartley theorem, 

Shannon switching game, Shannon-Fano coding,

Shannon’s source coding theorem, Shannon limit,

Shannon decomposition / expansion, Shannon #

• Other hobbies & inventions: juggling, unicycling, 

computer chess, rockets, motorized pogo stick, 

flame-throwers, Rubik's cube solver, wearable 

computer, mathematical gambling, stock markets

• “AT&T Shannon Labs” named after him







Theseus: Shannon’s electro-mechanical 

mouse (1950): first “learning machine” 

and AI experiment

Chess champion Ed Lasker

looking at Shannon’s

chess-playing machine



Shannon’s home 

study room

Shannon’s On/Off machine





Entropy and Randomness
• Entropy measures the expected “uncertainly” (or “surprise”)

associated with a random variable.

• Entropy quantifies the “information content” and represents 

a lower bound on the best possible lossless compression.

• Ex: a random fair coin has entropy of 1 bit.

A biased coin has lower entropy than fair coin.

A two-headed coin has zero entropy.

• The string 00000000000000… has zero entropy.

• English text has entropy rate of 0.6 to 1.5 bits per letter.

Q: How do you simulate a fair coin with a

biased coin of unknown but fixed bias?

A [von Neumann]: Look at pairs of flips.  HT and TH both occur 

with equal probability of p(1-p), and ignore HH and TT pairs.



Entropy and Randomness
• Information entropy is an analogue of thermodynamic 

entropy in physics / statistical mechanics, and 

von Neumann entropy in quantum mechanics. 

• Second law of thermodynamics: entropy of an 

isolated system can not decrease over time.

• Entropy as “disorder” or “chaos”.

• Entropy as the “arrow of time”.

• “Heat death of the universe” / black holes

• Quantum computing uses a quantum information 

theory to generalize classical information theory.

Theorem: String compressibility decreases as entropy increases.

Theorem: Most strings are not (losslessly) compressible.

Corollary: Most strings are random!



“My greatest concern was what to call it. I thought of calling it ‘information’, but the word 

was overly used, so I decided to call it ‘uncertainty’. When I discussed it with John von 

Neumann, he had a better idea. Von Neumann told me, ‘You should call it entropy, for two 

reasons. In the first place your uncertainty function has been used in statistical mechanics

under that name, so it already has a name. In the second place, and more important, nobody 

knows what entropy really is, so in a debate you will always have the advantage.’ ”

- Claude Shannon on his conversation with John von Neumann 
regarding what name to give to the “measure of uncertainty” 

or attenuation in phone-line signals (1949) ”





Historical Perspectives

Stephen Kleene (1909-1994)
• Founded recursive function theory

• Pioneered theoretical computer science

• Student of Alonzo Church; was at the 

Institute for Advanced Study (1940)

• Invented regular expressions

• Kleene star / closure, Kleene algebra, 

Kleene recursion theorem, Kleene fixed 

point theorem, Kleene-Rosser paradox

“Kleeneliness is 

next to Gödeliness”





Historical Perspectives

Noam Chomsky (1928-)
• Linguist, philosopher, cognitive scientist,    

political activist, dissident, author

• Father of modern linguistics

• Pioneered formal languages

• Developed generative grammars

Invented context-free grammars

• Defined the Chomsky hierarchy

• Influenced cognitive psychology, 

philosophy of language and mind

• Chomskyan linguistics, Chomskyan

syntax, Chomskyan models 

• Critic of U.S. foreign policy

• Most widely cited living scholar

Eighth most-cited source overall!







“…I must admit to taking a copy of 

Noam Chomsky's ‘Syntactic Structures’ 

along with me on my honeymoon in 

1961 … Here was a marvelous thing: a 

mathematical theory of language in 

which I could use as a computer 

programmer's intuition!”

- Don Knuth on Chomsky’s influence
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NP Completeness

• Tractability

• Polynomial time

• Computation vs. verification

• Power of non-determinism

• Encodings

• Transformations & reducibilities

• P vs. NP

• “Completeness”

Stephen Cook Leonid Levin Richard Karp



Historical Perspectives


