
W
hen I Þrst read the table of
contents of this special issue, I
was struck by how many arti-

cles addressed computers in the 21st
century in some way. Unlike many oth-
er technologies that fed our imagina-
tions and then faded away, the comput-
er has transformed our society. There
can be little doubt that it will continue
to do so for many decades to come. The
engine driving this ongoing revolution
is the microprocessor. These silicon
chips have led to countless inventions,
such as portable computers and fax
machines, and have added intelligence
to modern automobiles and wristwatch-
es. Astonishingly, their performance has
improved 25,000 times over since their
invention only 25 years ago.

I have been asked to describe the mi-

croprocessor of 2020. Such predictions
in my opinion tend to overstate the
worth of radical, new computing tech-
nologies. Hence, I boldly predict that
changes will be evolutionary in nature,
and not revolutionary. Even so, if the
microprocessor continues to improve at
its current rate, I cannot help but sug-
gest that 25 years from now these chips
will empower revolutionary software to
compute wonderful things.

Smaller, Faster, Cheaper

Two inventions sparked the comput-
er revolution. The Þrst was the so-

called stored program concept. Every
computer system since the late 1940s
has adhered to this model, which pre-
scribes a processor for crunching num-

bers and a memory for storing both
data and programs. The advantage in
such a system is that, because stored
programs can be easily interchanged,
the same hardware can perform a vari-
ety of tasks. Had computers not been
given this ßexibility, it is probable that
they would not have met with such
widespread use. Also, during the late
1940s, researchers invented the transis-
tor. These silicon switches were much
smaller than the vacuum tubes used in
early circuitry. As such, they enabled
workers to create smallerÑand fasterÑ
electronics.

More than a decade passed before
the stored program design and transis-
tors were brought together in the same
machine, and it was not until 1971 that
the most signiÞcant pairingÑthe Intel
4004Ñcame about. This processor was
the Þrst to be built on a single silicon
chip, which was no larger than a childÕs
Þngernail. Because of its tiny size, it was
dubbed a microprocessor. And because
it was a single chip, the Intel 4004 was
the Þrst processor that could be made
inexpensively in bulk.

The method manufacturers have used
to mass-produce microprocessors since
then is much like baking a pizza: the
dough, in this case silicon, starts thin
and round. Chemical toppings are add-
ed, and the assembly goes into an oven.
Heat transforms the toppings into
transistors, conductors and insulators.
Not surprisingly, the processÑwhich is
repeated perhaps 20 timesÑis consid-
erably more demanding than baking a
pizza. One dust particle can damage
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the tiny transistors. So, too, vibrations
from a passing truck can throw the in-
gredients out of alignment, ruining the
end product. But provided that does not
happen, the resulting wafer is divided
into individual pieces, called chips, and
served to customers.

Although this basic recipe is still fol-
lowed, the production line has made
ever cheaper, faster chips over time by
churning out larger wafers and smaller
transistors. This trend reveals an im-
portant principle of microprocessor eco-
nomics: the more chips made per wafer,
the less expensive they are. Larger chips
are faster than smaller ones because
they can hold more transistors. The re-
cent Intel P6, for example, contains 5.5
million transistors and is much larger
than the Intel 4004, which had a mere
2,300 transistors. But larger chips are
also more likely to contain ßaws. Balanc-
ing cost and performance, then, is a sig-
niÞcant part of the art of chip design.

Most recently, microprocessors have
become more powerful, thanks to a
change in the design approach. Follow-
ing the lead of researchers at universi-
ties and laboratories across the U.S.,
commercial chip designers now take a
quantitative approach to computer ar-
chitecture. Careful experiments precede
hardware development, and engineers
use sensible metrics to judge their suc-
cess. Computer companies acted in con-
cert to adopt this design strategy during
the 1980s, and as a result, the rate of
improvement in microprocessor tech-
nology has risen from 35 percent a year
only a decade ago to its current high of
approximately 55 percent a year, or al-
most 4 percent each month. Processors
are now three times faster than had
been predicted in the early 1980s; it is
as if our wish was granted, and we now
have machines from the year 2000.

Pipelined, Superscalar and Parallel

In addition to progress made on the
production line and in silicon tech-

nology, microprocessors have beneÞted
from recent gains on the drawing board.
These breakthroughs will undoubtedly
lead to further advancements in the
near future. One key technique is called

pipelining. Anyone who has done laun-
dry has intuitively used this tactic. The
nonpipelined approach is as follows:
place a load of dirty clothes in the wash-
er. When the washer is done, place the
wet load into the dryer. When the dryer
is Þnished, fold the clothes. After the
clothes are put away, start all over again.
If it takes an hour to do one load this
way, 20 loads take 20 hours.

The pipelined approach is much
quicker. As soon as the Þrst load is in
the dryer, the second dirty load goes
into the washer, and so on. All the stag-
es operate concurrently. The pipelining
paradox is that it takes the same amount
of time to clean a single dirty sock by ei-
ther method. Yet pipelining is faster in
that more loads are Þnished per hour.
In fact, assuming that each stage takes
the same amount of time, the time saved
by pipelining is proportional to the num-
ber of stages involved. In our example,
pipelined laundry has four stages, so it
would be nearly four times faster than
nonpipelined laundry. Twenty loads
would take roughly Þve hours.

Similarly, pipelining makes for much
faster microprocessors. Chip designers
pipeline the instructions, or low-level
commands, given to the hardware. The
Þrst pipelined microprocessors used a
Þve-stage pipeline. (The number of stag-
es completed each second is given by
the so-called clock rate. A personal com-
puter with a 100-megahertz clock then
executes 100 million stages per sec-
ond.) Because the speedup from pipelin-
ing equals the number of stages, recent
microprocessors have adopted eight or
more stage pipelines. One 1995 micro-
processor uses this deeper pipeline to
achieve a 300-megahertz clock rate. As
machines head toward the next centu-
ry, we can expect pipelines having even
more stages and higher clock rates.

Also in the interest of making faster
chips, designers have begun to include
more hardware to process more tasks
at each stage of a pipeline. The buzz-
word ÒsuperscalarÓ is commonly used
to describe this approach. A supersca-
lar laundromat, for example, would use
a professional machine that could, say,
wash three loads at once. Modern super-
scalar microprocessors try to perform
anywhere from three to six instructions
in each stage. Hence, a 250-megahertz,
four-way superscalar microprocessor
can execute a billion instructions per
second. A 21st-century microprocessor
may well launch up to dozens of in-
structions in each stage.

Despite such potential, improvements
in processing chips are ineÝectual un-

less they are matched by similar gains
in memory chips. Since random-access
memory (RAM) on a chip became wide-
ly available in the mid-1970s, its capac-
ity has grown fourfold every three years.
But memory speed has not increased at
anywhere near this rate. The gap be-
tween the top speed of processors and
the top speed of memories is widening.

One popular aid is to place a small
memory, called a cache, right on the
microprocessor itself. The cache holds
those segments of a program that are
most frequently used and thereby al-
lows the processor to avoid calling on
external memory chips much of the
time. Some newer chips actually dedi-
cate as many transistors to the cache as
they do to the processor itself. Future
microprocessors will allot even more
resources to the cache to better bridge
the speed gap.

The Holy Grail of computer design is
an approach called parallel processing,
which delivers all the beneÞts of a sin-
gle fast processor by engaging many
inexpensive ones at the same time. In
our analogy, we would go to a laundro-
mat and use 20 washers and 20 dryers
to do 20 loads simultaneously. Clearly,
parallel processing is an expensive so-
lution for a small workload. And writ-
ing a program that can use 20 proces-
sors at once is much harder than dis-
tributing laundry to 20 washers. Indeed,
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CLEAN ROOMS, where wafers are made,
are designed to keep human handling
and airborne particles to a minimum. A
single speck of dust can damage a tiny
transistor.

SILICON WAFERS today (background )
are much larger but hold only about
half as many individual chips as did
those of the original microprocessor,
the Intel 4004 (foreground ). The dies
can be bigger in part because the manu-
facturing process (one stage shown in
inset ) is cleaner.
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the program must specify which instruc-
tions can be launched by which proces-
sor at what time.

Superscalar processing bears similar-
ities to parallel processing, and it is more
popular because the hardware automat-
ically Þnds instructions that launch at
the same time. But its potential process-
ing power is not as large. If it were not
so diÛcult to write the necessary pro-
grams, parallel processors could be
made as powerful as one could aÝord.
For the past 25 years, computer scien-
tists have predicted that the program-
ming problems will be overcome. In

fact, parallel processing is practical for
only a few classes of programs today.

In reviewing old articles, I have seen
fantastic predictions of what comput-
ers would be like in 1995. Many stated
that optics would replace electronics;
computers would be built entirely from
biological materials; the stored program
concept would be discarded. These de-
scriptions demonstrate that it is im-
possible to foresee what inventions will
prove commercially viable and go on to
revolutionize the computer industry. In
my career, only three new technologies
have prevailed: microprocessors, ran-

dom-access memory and optical Þbers.
And their impact has yet to wane, de-
cades after their debut.

Surely one or two more inventions will
revise computing in the next 25 years.
My guess, though, is that the stored pro-
gram concept is too elegant to be easily
replaced. I believe future computers will
be much like machines of the past,
even if they are made of very diÝerent
stuÝ. I do not think the microprocessor
of 2020 will be startling to people from
our time, although the fastest chips may
be much larger than the very Þrst wafer,
and the cheapest chips may be much
smaller than the original Intel 4004.

IRAMs and Picoprocessors 

Pipelining, superscalar organization
and caches will continue to play ma-

jor roles in the advancement of micro-
processor technology, and if hopes are
realized, parallel processing will join
them. What will be startling is that mi-
croprocessors will probably exist in ev-
erything from light switches to pieces
of paper. And the range of applications
these extraordinary devices will sup-
port, from voice recognition to virtual
reality, will very likely be astounding.

Today microprocessors and memo-
ries are made on distinct manufacturing
lines, but it need not be so. Perhaps in
the near future, processors and memo-
ry will be merged onto a single chip, just
as the microprocessor Þrst merged the
separate components of a processor
onto a single chip. To narrow the pro-
cessor-memory performance gap, to
take advantage of parallel processing,
to amortize the costs of the line and
simply to make full use of the phenom-
enal number of transistors that can be
placed on a single chip, I predict that
the high-end microprocessor of 2020
will be an entire computer.

LetÕs call it an IRAM, standing for in-
telligent random-access memory, since
most of the transistors on this merged
chip will be devoted to memory. Where-
as current microprocessors rely on hun-
dreds of wires to connect to external
memory chips, IRAMs will need no more
than computer network connections and
a power plug. All input-output devices
will be linked to them via networks. If
they need more memory, they will get
more processing power as well, and vice
versaÑan arrangement that will keep
the memory capacity and processor
speed in balance. IRAMs are also the
ideal building block for parallel process-
ing. And because they would require so
few external connections, these chips
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The Limits of Lithography

Although I predict that microprocessors will continue to improve rapidly, 
such a steady advance is far from certain. It is unclear how manufactur-

ers will make tinier, faster transistors in the years to come. The photolitho-
graphic methods they now use are reaching serious limits. If the problem is
not resolved, the progress we have enjoyed for decades will screech to a halt.

In photolithography, light is used to transfer circuit patterns from a quartz
template, or mask, onto the surface of a silicon chip. The technique now
fashions chip features that are some 0.35 micron wide. Making features half

as wide would yield transistors
four times smaller, since the de-
vice is essentially two-dimension-
al. But it seems impossible to
make such tiny parts using light;
the light waves are just too wide.
Many companies have invested in
finding ways to substitute smaller
x-rays for light waves. To date,
however, x-rays have not succeed-
ed as a way to mass-produce state-
of-the-art chips.

Other proposals abound. One
hope is to deploy the electron
beams used to create quartz masks
to pattern silicon wafers. The thin

stream of charged particles could trace each line in a circuit diagram, one by
one, directly onto a chip. The catch is that although this solution is feasible, it
is unreasonably slow for commercial use and would therefore prove costly.
Compared with photolithography, drawing with an electron beam is analo-
gous to rewriting a letter by hand instead of photocopying it.

Technical hurdles aside, any improvements in microprocessors are further
threatened by the rising cost of semiconductor manufacturing plants. At $1
billion to $2 billion, these complexes now cost 1,000 times more than they
did 30 years ago. Buyers and sellers of semiconductor equipment follow the
rule that halving the minimum feature size doubles the price. Clearly, even if
innovative methods are found, the income generated by the sale of smaller
chips must double to secure continued investments in new lines. This pattern
will happen only by making more chips or by charging more for them.

Today there are as many companies that have semiconductor lines as there
are car companies. But increasingly few of them can afford the multibillion-
dollar cost of replacing the equipment. If semiconductor equipment manu-
facturers do not offer machinery that trades off, say, the speed of making a
wafer for the cost of the equipment, the number of companies making state-
of-the-art chips may shrink to a mere handful. Without the spur of competition,
once again, the rapid pace of improvement may well slow down. —D.A.P.

PHOTOMASKS are reduced and project-
ed onto silicon wafers to make circuits.
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could be extraordinarily small. We may
well see cheap ÒpicoprocessorsÓ that are
smaller than the ancient Intel 4004. If
parallel processing succeeds, this sea of
transistors could also be used by multi-
ple processors on a single chip, giving
us a micromultiprocessor.

TodayÕs microprocessors are almost
100,000 times faster than their Neander-
thal ancestors of the 1950s, and when
inßation is considered, they cost 1,000

times less. These extraordinary facts ex-
plain why computing plays such a large
role in our world now. Looking ahead,
microprocessor performance will easily
keep doubling every 18 months through
the turn of the century. After that, it is
hard to bet against a curve that has out-
stripped all expectations. But it is plau-
sible that we will see improvements in
the next 25 years at least as large as
those seen in the past 50. This estimate

means that one desktop computer in
2020 will be as powerful as all the com-
puters in Silicon Valley today. Polishing
my crystal ball to look yet another 25
years ahead, I see another quantum
jump in computing power. The impli-
cations of such a breathtaking advance
are limited only by our imaginations.
Fortunately, the editors have asked oth-
ers to ponder the possibilities, and I
happily pass the baton to them.
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With decades of innovative potential ahead of them,
conventional microelectronic designs will dominate

much of the 21st century. That trend does not discourage
many laboratories from exploring a variety of novel tech-
nologies that might be useful in designing new genera-
tions of computers and microelectronic devices. In some
cases, these approaches would allow chip designs to
reach a level of miniaturization unattainable through any-
thing like conventional lithography techniques. Among
the ideas being investigated are:

• Quantum dots and other single-electron de-
vices. Quantum dots are molecular arrays that allow re-
searchers to trap individual electrons and monitor their
movements. These devices can in theory be used as bina-
ry registers in which the presence or absence of a single
electron is used to represent the 0 or 1 of a data bit. In a
variation on this scheme, laser light shining on atoms
could switch them between their electronic ground state
and an excited state, in effect flipping the bit value.

One complication of making the transistors and wires
extremely small is that quantum-mechanical effects begin
to disrupt their function. The logic components hold their
0 or 1 values less reliably because the locations of single
electrons become hard to specify. Yet this property could
be exploited: Seth Lloyd of the Massachusetts Institute of
Technology and other researchers are studying the possi-
bility of developing quantum computing techniques,
which would capitalize on the nonclassical behavior of the
devices.

• Molecular computing. Instead of making compo-
nents out of silicon, some investigators are trying to de-
velop data storage systems using biological molecules.
Robert L. Birge of Syracuse University, for example, is ex-

amining the computational potential of molecules related
to bacteriorhodopsin, a pigment that alters its configura-
tion in response to light. One advantage of such a mole-
cule is that it could be used in an optical computer, in
which streams of photons would take the place of elec-
trons. Another is that
many of these molecules
might be synthesized by
microorganisms, rather
than fabricated in a fac-
tory. According to some
estimates, photonically
activated biomolecules
could be linked into a
three-dimensional mem-
ory system that would
have a capacity 300
times greater than to-
day’s CD-ROMs.

• Nanomechanical
logic gates. In these
systems, tiny beams or
filaments only one atom wide might be physically moved,
like Tinkertoys, to carry out logical operations [see “Self-As-
sembling Materials,” by George M. Whitesides, page 146]. 

• Reversible logic gates. As the component density
on chips rises, dissipating the heat generated by computa-
tions becomes more difficult. Researchers at Xerox PARC,
the IBM Thomas J. Watson Research Center and elsewhere
are therefore checking into the possibility of returning ca-
pacitors to their original state at the end of a calculation.
Because reversible logic gates would in effect recapture
some of the energy expended, they would generate less
waste heat. —The Editors

And After 2020?

QUANTUM DOT (purple) in
this semiconductor structure
traps electrons.
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