
Historical Perspectives

Kurt Gödel (1906-1978)
• Logician, mathematician, and philosopher

• Proved completeness of predicate logic

and Gödel’s incompleteness theorem

• Proved consistency of axiom of choice

and the continuum hypothesis

• Invented “Gödel numbering”

and “Gödel fuzzy logic”

• Developed “Gödel metric” and 

paradoxical relativity solutions:

“Gödel spacetime / universe”

• Made enormous impact on logic, 

mathematics, and science









Gödel’s Incompleteness Theorem
Frege & Russell:
• Mechanically verifying proofs
• Automatic theorem proving

A set of axioms is:
• Sound: iff only true statements can be proved
• Complete: iff any statement or its negation can be proved
• Consistent: iff no statement and its negation can be proved

Hilbert’s program: find an axiom set for all of mathematics
i.e., find a axiom set that is consistent and complete

Gödel: any consistent axiomatic system is incomplete!
(as long as it subsume elementary arithmetic)

i.e., any consistent axiomatic system must contain true but 
unprovable statements

Mathematical surprise: truth and provability are not the same!



Gödel’s Incompleteness Theorem
That some axiomatic systems are incomplete
is not surprising, since an important axiom may 
be missing (e.g., Euclidean geometry without 
the parallel postulate)

However, that every consistent axiomatic system must be
incomplete was an unexpected shock to mathematics! 
This undermined not only a particular system (e.g., logic),
but axiomatic reasoning and human thinking itself!

Truth = Provability

Justice = Legality



Gödel’s Incompleteness Theorem
Gödel: consistency or completeness - pick one!

Which is more important?

Incomplete: not all true statements can be proved.
But if useful theorems arise, the system is still useful.

Inconsistent: some false statement can be proved.
This can be catastrophic to the theory:

E.g., supposed in an axiomatic system we proved that “1=2”.
Then we can use this to prove that, e.g., all things are equal!
Consider the set: {Trump, Pope}

| {Trump, Pope} | = 2

 | {Trump, Pope} | = 1 (since 1=2)

 Trump = Pope QED

 All things become true: system is “complete” but useless!



Gödel’s Incompleteness Theorem

Moral: it is better to be consistent than complete,
if you can not be both.

“It is better to be feared than loved, if you cannot be both.”  
- Niccolo Machiavelli (1469-1527), “The Prince”

“You can have it good, cheap, or fast – pick any two.”

- Popular business adage 



Gödel’s Incompleteness Theorem
Thm: any consistent axiomatic system is incomplete!

Proof idea:

• Every formula is encoded uniquely as an integer

• Extend “Gödel numbering” to formula sequences (proofs)

• Construct a “proof checking” formula P(n,m) such that 
P(n,m) iff n encodes a proof of the formula encoded by m

• Construct a self-referential formula that asserts its own 
non-provability: “I am not provable”

• Show this formula is neither provable 
nor disprovable

George Boolos (1989) gave shorter proof 
based on formalizing Berry’s paradox

The set of true statements is not R.E.!





Gödel’s Incompleteness Theorem
Systems known to be complete and consistent:
• Propositional logic (Boolean algebra)
• Predicate calculus (first-order logic) [Gödel, 1930]
• Sentential calculus [Bernays,1918; Post, 1921]
• Presburger arithmetic (also decidable)

Systems known to be either inconsistent or incomplete:
• Peano arithmetic
• Primitive recursive arithmetic
• Zermelo–Frankel set theory
• Second-order logic

Q: Is our mathematics both consistent and complete?
A: No [Gödel, 1931]

Q: Is our mathematics at least consistent?
A: We don’t know!  But we sure hope so.



Gödel’s “Ontological Proof” that God exists!

Formalized Saint Anselm's ontological 

argument using modal logic:

For more details, see:

http://en.wikipedia.org/wiki/Godel_ontological_proof







Historical Perspectives

Alonzo Church (1903-1995)
• Founder of theoretical computer science

• Made major contributions to logic

• Invented Lambda-calculus, Church-Turing Thesis

• Originated Church-Frege Ontology, Church’s theorem

Church encoding, Church-Kleene ordinal, 

• Inspired LISP and functional programming

• Was Turing’s Ph.D. advisor! Other students: 

Davis, Kleene, Rabin, Rogers, Scott, Smullyan

• Founded / edited Journal of Symbolic Logic

• Taught at UCLA until 1990; published “A Theory 

of the Meaning of Names” in 1995, at age 92!



http://fp.bakarika.net/
http://fp.bakarika.net/




Historical Perspectives

Alan Turing (1912-1954)
• Mathematician, logician, cryptanalyst, 

and founder of computer science

• First to formally define computation / algorithm

• Invented the Turing machine model

- theoretical basis of all modern computers

• Investigated computational “universality”

• Introduced “definable” real numbers

• Proved undecidability of halting problem

• Originated oracles and the “Turing test”

• Pioneered artificial intelligence

• Anticipated neural networks

• Designed the Manchester Mark 1 (1948)

• Helped break the German Enigma cypher

• Turing Award was created in his honor







Bletchley Park (“Station X”), Bletchley, Buckinghamshire, England

England’s code-breaking and cryptanalysis center during WWII



“Bombe” - electromechanical computer designed by Alan Turing.

Used by British cryptologists to break the German Enigma cipher











Program for ACE computer

hand-written by Alan Turing

















Another famous belated apology:







Theorem [Turing]: the set of algorithms is countable.

Proof: Sort algorithms  programs by length:

“main(){}”

“main(){int n; n=13;}”

“<UNIX OS>”

“<Windows Vista>”

“<super intelligent program>”

 set of algorithms is countable!
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Theorem [Turing]: the set of functions is not countable.

Theorem: Boolean functions {ƒ|ƒ:ℕ{0,1}} are uncountable.

Proof: Assume Boolean functions were countable; i.e., 
$ table containing all of ƒi’s and their corresponding values:

ƒi ƒi(1) ƒi(2) ƒi(3) ƒi(4) ƒi(5) ƒi(6) ƒi(7) ƒi(8) ƒi(9)

ƒ1 0 0 0 0 0 0 0 0 0 …

ƒ2 1 1 1 1 1 1 1 1 1 …

ƒ3 0 1 0 1 0 1 0 1 0 …

ƒ4 1 1 0 1 0 0 0 1 0 …

ƒ5 0 1 1 0 1 0 1 0 0 …

… … … … … … … … … … …

1 0 1 0 0 ƒ’:ℕ{0,1}

But ƒ’ is missing from our table! ƒ’  ƒk " kℕ
 table is not a 1-1 correspondence between ℕ and ƒi’s

 contradiction  {ƒ | ƒ:ℕ{0,1} } is not countable!

 There are more Boolean functions than natural numbers!

ƒ’(i) = . . .



Theorem: the set of algorithms is countable.

Theorem: the set of functions is uncountable.

Theorem: the Boolean functions are uncountable.

Corollary: there are “more” functions than algorithms / programs.

Corollary: some functions are not computable by any algorithm!

Corollary: most functions are not computable by any algorithm!

Corollary: there are “more” Boolean functions than algorithms.

Corollary: some Boolean functions on ℕ are not computable.

Corollary: most Boolean functions on ℕ are not computable.



Theorem: most Boolean functions on ℕ are not computable.

Q: Can we find a concrete example of an uncomputable function?

A [Turing]: Yes, for example, the Halting Problem.

Definition:  The Halting problem: given a program P and input I,

will P halt if we ran it on I?  

Define H:ℕℕ{0,1}

H(P,I)=1 if TM P halts on input I

H(P,I)=0 otherwise

Notes: 

• P and I can be encoded as integers, in some canonical order.

• H is an everywhere-defined Boolean function on natural pairs.

• Alternatively, both P and I can be encoded as strings in Σ*.

• We can modify H to take only a single input: H’(2P3I) or H’(P$I) 

Gödel numbering / encodingWhy 2P3I ?

What else will work?



Theorem [Turing]: the halting problem (H) is not computable.

Corollary: we can not algorithmically detect all infinite loops.

Q: Why not?  E.g., do the following programs halt?

main()

{ int k=3; }

main()

{ while(1) {} }

Halts! Runs forever! ?

main()

{ Find a Fermat

triple an+bn=cn

with n>2 then stop}

Runs forever!

Open from 1637-1995!

main()

{ Find a Goldbach

integer that is not a sum

of two primes & stop}

?

Still open since 1742!

Theorem: solving the halting problem is at least as hard 

as solving arbitrary open mathematical problems!

Corollary: Its not about size!



Number of steps to termination 

for the first 10,000 numbers

Theorem [Turing]: the halting problem (H) is not computable.

Ex: the “3X+1” problem (the Ulam conjecture):

• Start with any integer X>0

• If X is even, then replace it with X/2

• If X is odd then replace it with 3X+1

• Repeat until X=1 (i.e., short cycle 4, 2, 1, ...)

Ex: 26 terminates after 10 steps

27 terminates after 111 steps

Termination verified for X<1018

Q: Does this terminate for every X>0 ?

A: Open since 1937!

“Mathematics is not yet ready for such confusing, 

troubling, and hard problems." - Paul Erdős, who 

offered a $500 bounty for a solution to this problem

Observation: termination is 

in general difficult to detect!



Theorem [Turing]: the halting problem (H) is not computable.

Proof: Assume $ algorithm S that solves the halting problem 

H, that always stops with the correct answer for any P & I.



P
I

yes

no
Does 

P(I) halt?

S

X

T

T(T) halts
Q  ~Q  Contradiction!

P
I

yes

no
Does 

P(I) halt?

S

P
I

yes

no
Does 

P(I) halt?

S

 S cannot exist! (at least as an algorithm / program / TM)

Using S, construct algorithm / TM T:

 T(T) halts

 T(T) does not halt

T(T) does not halt



Q: When do we want to feed a program to itself in practice?

A: When we build compilers.

Q: Why?

A: To make them more efficient!

To boot-strap the coding in the compiler’s own language!

Program C
compiler

Executable
code



Theorem: virus detection

is not computable.

Theorem: Infinite loop 

detection is not computable.
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Theorem: some real numbers are not finitely describable!
Theorem: some finitely describable real numbers are not computable!

Generalized Numbers



Theorem: Some real numbers are not finitely describable.
Proof: The number of finite descriptions is countable.

The number of real numbers is not countable.
 Most real numbers do not have finite descriptions.

Theorem: Some finitely describable reals are not computable.

Proof: Let h=0.H1H2H3H4… where Hi=1 if i=2P3I for some 

integers P&I, and TM P halts on input I, and Hi=0 otherwise.

Clearly 0 < h < 1 is a real number and is finitely describable.

If h was computable, then we could exploit an algorithm that 

computes it, into solving the halting problem, a contradiction.  

 h is not computable.

Gödel numbering / encoding



Theorem: all computable numbers are finitely describable.
Proof: A computable number can be outputted by a TM.

A TM is a (unique) finite description.

What the unsolvability of the Halting Problem means:

There is no single algorithm / program / TM that correctly
solves all instances of the halting problem in finite time each.

This result does not necessarily apply if we allow:

• Incorrectness on some instances

• Infinitely large algorithm / program

• Infinite number of finite algorithms / programs

• Some instances to not be solved

• Infinite “running time” / steps

• Powerful enough oracles



Turing’s Seminal Paper

≡

“On Computable Numbers, with an Application to the

Entscheidungsproblem”, Proceedings of the London 

Mathematical Society, 1937, pp. 230-265.

• One of the most influential & significant papers ever!

• First formal model of “computation”

• First ever definition of “algorithm”

• Invented “Turing machines”

• Introduced “computational universality”
i.e., “programmable”!

• Proved the undecidability of halting problem

• Explicates the Church-Turing Thesis





Turing



































Turing’s insight:

simple local actions 

can lead to arbitrarily 

complex computations!



Lego Turing Machines



See: http://www.youtube.com/watch?v=cYw2ewoO6c4

Lego Turing Machines

http://www.youtube.com/watch?v=cYw2ewoO6c4


Babbage’s difference engine

“Mechano” Computers



Tinker Toy Computers

Plays 

tic-tac-toe!



Tinker Toy Computers



Mechanical Computers



Hydraulic Computers

Resistor

Voltage source

or inductor

Diode

Transistor

Simple circuit



Hydraulic Computers

Wire

Resistor

Transistor

Capacitor

Diode

Simple

circuit

Theorem: fluid-based “circuits” 

are Turing-complete / universal!

http://upload.wikimedia.org/wikipedia/commons/f/f2/Electrionics_Analogy_-_Pipe_(Wire).svg
http://upload.wikimedia.org/wikipedia/commons/f/f2/Electrionics_Analogy_-_Pipe_(Wire).svg
http://upload.wikimedia.org/wikipedia/commons/5/5d/Electrionics_Analogy_-_Valve_(Diode,_conducting).svg
http://upload.wikimedia.org/wikipedia/commons/5/5d/Electrionics_Analogy_-_Valve_(Diode,_conducting).svg
http://upload.wikimedia.org/wikipedia/commons/0/0c/Electrionics_Analogy_-_Reduced_Pipe_(Resistor).svg
http://upload.wikimedia.org/wikipedia/commons/0/0c/Electrionics_Analogy_-_Reduced_Pipe_(Resistor).svg
http://upload.wikimedia.org/wikipedia/commons/c/cd/Electrionics_Analogy_-_Flexible_Tank_(Capacitor).svg
http://upload.wikimedia.org/wikipedia/commons/c/cd/Electrionics_Analogy_-_Flexible_Tank_(Capacitor).svg
http://upload.wikimedia.org/wikipedia/commons/d/d3/Electrionics_Analogy_-_Pressure-activated_valve_(Transistor).svg
http://upload.wikimedia.org/wikipedia/commons/d/d3/Electrionics_Analogy_-_Pressure-activated_valve_(Transistor).svg
http://upload.wikimedia.org/wikipedia/commons/0/04/Electrionics_Analogy_-_Example_Circuit.svg
http://upload.wikimedia.org/wikipedia/commons/0/04/Electrionics_Analogy_-_Example_Circuit.svg
http://upload.wikimedia.org/wikipedia/commons/3/38/Electrionics_Analogy_-_Valve_(Diodes_comparison).svg
http://upload.wikimedia.org/wikipedia/commons/3/38/Electrionics_Analogy_-_Valve_(Diodes_comparison).svg








A Cool Turing Machine

Apple iPad (2015):

• < ¼” thin

• < 1 pound weight

• 2048 x1536 (326 ppi res)

multi-touch screen

• 128 GB memory

• 1.5 MHz 64-bit 3-core A8X 

• 8 MP camera & HD video

• WiFi, cellular, GPS

• Compass, barometer

• battery life 10 hours



My Favorite Touring Machine

Tesla Model S (2015):

• EV with 315 mi range

• 0-60 in 2.5 seconds!

• Auto-pilot! (hands free)

• Safest car ever tested

• Big “iPad” dash

• Internet software updates 



My Own Touring Machine









Oracles

• Originated in Turing’s Ph.D. thesis

• Named after the “Oracle of Apollo” 

at Delphi, ancient Greece

• Black-box subroutine / language

• Can compute arbitrary functions

• Instant computations “for free”

• Can greatly increase computation power of basic TMs

E.g., oracle for halting problem 



The “Oracle of Omaha”



The “Oracle” of the Matrix



• A special case of “hyper-computation”

• Allows “what if” analysis: assumes certain

undecidable languages can be recognized

• An oracle can profoundly impact the

decidability & tractability of a language

• Any language / problem can be

“relativized” WRT an arbitrary oracle

• Undecidability / intractability exists even 

for oracle machines!

Turing Machines with Oracles

Theorem [Turing]: Some problems are still not computable, 
even by Turing machines with an oracle for the halting problem!



Theorem [Turing]: the halting problem (H ) is not computable.

Proof: Assume $ algorithm S that solves the halting problem 

H, that always stops with the correct answer for any P  & I.



P
I

yes

no
Does 

P(I) halt?

S

X

T

T (T ) halts
Q ~Q  Contradiction!

P
I

yes

no
Does 

P (I) halt?

S

P
I

yes

no
Does 

P (I) halt?

S

 S cannot exist! (at least as an algorithm / program / TM)

Using S, construct algorithm / TM T :

 T (T ) halts

 T (T ) does not halt

T (T ) does not halt

*

*

*

*

*

*

*

*

*

* * * *

* * * *

*

*

H

Add to P an H-oracle:

P*
P* is “relativized” P.

S* is “relativized” S.

T* is “relativized” T.

*

*

* *

The halting problem for 

TMs with an H-oracle is

not computable by TM’s 

with an H-oracle!



Ø 

• Turing (1937); studied by Post (1944) and Kleene (1954)

• Quantifies the non-computability (i.e., algorithmic
unsolvability) of (decision) problems and languages

• Some problems are “more unsolvable” than others!

Turing Degrees

Emil Post
1897-1954

Alan Turing
1912-1954

Stephen Kleene
1909-1994

Students of 
Alonzo Church:

HH

H*

Turing degree 0Turing degree 1Turing degree 2

• Defines computation 

“relative” to an oracle.

• “Relativized computation”

- an infinite hierarchy!

• A “relativity theory

of computation”!

Georg Cantor
1845-1918



• Turing degree of a set X is the set of all Turing-equivalent

(i.e., mutually-reducible) sets: an equivalence class [X]

• Turing degrees form a partial order / join-semilattice

• [0]: the unique Turing degree containing all computable sets

• For set X, the “Turing jump” operator X’ is the set of indices   

of oracle TMs which halt when using X as an oracle

• [0’]: Turing degree of the halting problem H; [0’’]: Turing 

degree of the halting problem H* for TMs with oracle H.

Turing Degrees

Emil Post
1897-1954

Alan Turing
1912-1954

Stephen Kleene
1909-1994

Students of 
Alonzo Church:

Turing 

jump

Turing 

jump



Turing Degrees

Emil Post
1897-1954

Alan Turing
1912-1954

Stephen Kleene
1909-1994

Students of 
Alonzo Church:

Turing 

jump
Turing 

jump

• Each Turing degree is countably infinite (has exactly 0 sets)

• There are uncountably many (20) Turing degrees

• A Turing degree X is strictly smaller than its Turing jump X’

• For a Turing degree X, the set of degrees smaller than X is

countable; set of degrees larger than X is uncountable (20)

• For every Turing degree X there is an incomparable degree 

(i.e., neither X  Y nor Y  X holds).

• There are 20  pairwise incomparable Turing degrees

• For every degree X, there is a degree D strictly between X

and X’ so that X < D < X’ (there are actually 0 of them)

The structure of the Turing degrees 

semilattice is extremely complex!
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Historical Perspectives
John von Neumann (1903-1957)

• Contributed to set theory, functional analysis, 

quantum mechanics, ergodic theory, economics, 

geometry, hydrodynamics, statistics, analysis,

measure theory, ballistics, meteorology, …

• Invented game theory (used in Cold War)

• Re-axiomatized set theory

• Principal member of Manhattan Project

• Helped design the hydrogen / fusion bomb

• Pioneered modern computer science

• Originated the “stored program”

• “von Neumann architecture” and “bottleneck”

• Helped design & build the EDVAC computer

• Created field of cellular automata

• Investigated self-replication

• Invented merge sort



Ulam   Feynman

"Most mathematicians 

prove what they can; 

von Neumann proves 

what he wants."





von Neumann’s Legacy
• Re-axiomatized set theory to address Russell’s paradox

• Independently proved Godel’s second incompleteness theorem:

aximomatic systems are unable to prove their own consistency.

• Addressed Hilbert’s 6th problem: axiomatized quantum mechanics

using Hilbert spaces.

• Developed the game-theory based Mutually-Assured Destruction

(MAD) strategic equilibrium policy – still in effect today!

• von Neumann regular rings, von Neumann bicommutant theorem,   

von Neumann entropy, von Neumann programming languages

Language Architecture

variables  storage

control  test-and-set

assignment  fetch/store

expressions  memory refs 

& arithmetic



“Surely there must be a less primitive way of making big 

changes in the store than by pushing vast numbers of words 

back and forth through the von Neumann bottleneck. Not 

only is this tube a literal bottleneck for the data traffic of a 

problem, but, more importantly, it is an intellectual bottleneck

that has kept us tied to word-at-a-time thinking instead of 

encouraging us to think in terms of the larger conceptual units 

of the task at hand. Thus programming is basically planning 

and detailing the enormous traffic of words through the Von 

Neumann bottleneck, and much of that traffic concerns not 

significant data itself, but where to find it.”

- John Backus, 1977 ACM Turing Award lecture 

Internet

Disk

Von Neumann Architecture

Memory

CPU

More

bottlenecks
Functional

programming



EDVAC (1945):

• 1024 words (44-bits) – 5.5KB

• 864 microsec / add (1157 / sec)

• 2900 microsec / multiply (345/sec)

• Magnetic tape (no disk), oscilloscope

• 6,000 vacuum tubes

• 56,000 Watts of power

• 17,300 lbs (7.9 tons), 490 sqft

• 30 people to operate

• Cost: $500,000



Self-Replication
• Biology / DNA

• Nanotechnology

• Computer viruses

• Space exploration

• Memetics / memes

• “Gray goo”

Problem (extra credit): write a program that

prints out its own source code (no inputs of 

any kind are allowed).

Self-replicating 

cellular automata 

designed by von Neumann



“In mathematics you don't

understand things. You

just get used to them.” 

– John von Neumann























Historical Perspectives
Claude Shannon (1916-2001)

• Invented electrical digital circuits (1937)

• Founded information theory (1948)

• Introduced sampling theory, coined term “bit”

• Contributed to genetics, cryptography

• Joined Institute for Advanced Study (1940)

Influenced by Turing, von Neumann, Einstein

• Originated information entropy, Nyquist–Shannon, 

sampling theorem, Shannon-Hartley theorem, 

Shannon switching game, Shannon-Fano coding,

Shannon’s source coding theorem, Shannon limit,

Shannon decomposition / expansion, Shannon #

• Other hobbies & inventions: juggling, unicycling, 

computer chess, rockets, motorized pogo stick, 

flame-throwers, Rubik's cube solver, wearable 

computer, mathematical gambling, stock markets

• “AT&T Shannon Labs” named after him









Theseus: Shannon’s electro-mechanical 

mouse (1950): first “learning machine” 

and AI experiment

Chess champion Ed Lasker

looking at Shannon’s

chess-playing machine



Shannon’s home 

study room

Shannon’s On/Off machine















Entropy and Randomness
• Entropy measures the expected “uncertainly” (or “surprise”)

associated with a random variable.

• Entropy quantifies the “information content” and represents 

a lower bound on the best possible lossless compression.

• Ex: a random fair coin has entropy of 1 bit.

A biased coin has lower entropy than fair coin.

A two-headed coin has zero entropy.

• The string 00000000000000… has zero entropy.

• English text has entropy rate of 0.6 to 1.5 bits per letter.

Q: How do you simulate a fair coin with a

biased coin of unknown but fixed bias?

A [von Neumann]: Look at pairs of flips.  HT and TH both occur 

with equal probability of p(1-p), and ignore HH and TT pairs.



Entropy and Randomness
• Information entropy is an analogue of thermodynamic 

entropy in physics / statistical mechanics, and 

von Neumann entropy in quantum mechanics. 

• Second law of thermodynamics: entropy of an 

isolated system can not decrease over time.

• Entropy as “disorder” or “chaos”.

• Entropy as the “arrow of time”.

• “Heat death of the universe” / black holes

• Quantum computing uses a quantum information 

theory to generalize classical information theory.

Theorem: String compressibility decreases as entropy increases.

Theorem: Most strings are not (losslessly) compressible.

Corollary: Most strings are random!



“My greatest concern was what to call it. I thought of calling it ‘information’, but the word 

was overly used, so I decided to call it ‘uncertainty’. When I discussed it with John von 

Neumann, he had a better idea. Von Neumann told me, ‘You should call it entropy, for two 

reasons. In the first place your uncertainty function has been used in statistical mechanics

under that name, so it already has a name. In the second place, and more important, nobody 

knows what entropy really is, so in a debate you will always have the advantage.’ ”

- Claude Shannon on his conversation with John von Neumann 
regarding what name to give to the “measure of uncertainty” 

or attenuation in phone-line signals (1949) ”







Historical Perspectives

Stephen Kleene (1909-1994)
• Founded recursive function theory

• Pioneered theoretical computer science

• Student of Alonzo Church; was at the 

Institute for Advanced Study (1940)

• Invented regular expressions

• Kleene star / closure, Kleene algebra, 

Kleene recursion theorem, Kleene fixed 

point theorem, Kleene-Rosser paradox

“Kleeneliness is 

next to Gödeliness”





Historical Perspectives

Noam Chomsky (1928-)
• Linguist, philosopher, cognitive scientist,    

political activist, dissident, author

• Father of modern linguistics

• Pioneered formal languages

• Developed generative grammars

Invented context-free grammars

• Defined the Chomsky hierarchy

• Influenced cognitive psychology, 

philosophy of language and mind

• Chomskyan linguistics, Chomskyan

syntax, Chomskyan models 

• Critic of U.S. foreign policy

• Most widely cited living scholar

Eighth most-cited source overall!







“…I must admit to taking a copy of 

Noam Chomsky's ‘Syntactic Structures’ 

along with me on my honeymoon in 

1961 … Here was a marvelous thing: a 

mathematical theory of language in 

which I could use as a computer 

programmer's intuition!”

- Don Knuth on Chomsky’s influence










