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Background:	sGGM to	derive	Conditional	
Independence	Graph	from	data.
Sparse	Gaussian	Graphical	Model	is	solved	by	the	following	three	steps:	
(1)	Calculate	the	sample	covariance	matrix;	(2)	estimate	the	sparse	
inverse	of	covariance	matrix;	(3)	extract	sparsity	pattern	in	the	inverse	
of	covariance	matrix.	The	solution	of	the	second	step	includes:	gLasso,	
neighborhood	selection	or	Elementary	Estimator.

FASJEM:		A	Fast	and	Scalable	Joint	Estimator	for	
Learning	Multiple	Related	Sparse	Gaussian	
Graphical	Models
We	propose	a	novel	approach,	FASJEM for	fast	and	scalable	joint	structure-
estimation	of	multiple	sGGMs at	a	large	scale.	As	the	first	study	of	joint	
sGGM using	the	M-estimator	framework,	our	work	has	three	major	
Advantages:	(1)	Highly	parallelizable;	(2)	Fast	and	memory	efficient;	(3)	
Achieves	consistent	convergence	rate.
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Experiment	Evaluation
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Convergence	rate
Elementary	Estimator: FASJEM:

We	simulate	multiple	related	Gaussian	datasets	with	known	Graphs.	
(1)	Draw	a	FPR	vs.	TPR	curve.	Compare	the	AUC	score;
(2)	Compare	computation	time	with	different	! and	".
FASJEM	and FASJEM-GPU	(GPU	version	of	FASJEM)	achieve	the	best AUC	score	
and	spend	least	computation	time.
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Background:	Number	of	feature	(#)	and	
Number	of	tasks	($)	are	increasing.
The	past	decade	has	seen	a	revolution	in	collecting	largescale	
heterogeneous	data	from	many	scientific	fields.	For	instance,	genomic	
technologies	have	delivered	fast	and	accurate	molecular	profiling	data	
across	many	cellular	contexts	(e.g.,	cell	lines	or	stages)	from	national	
projects	like	ENCODE[1].
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Computational	Complexity:

%("!') ≈ 10,- multiplication
Memory:

% "!. ≈ 320GB	for	147	graphs

Computational	complexity	and	Memory	
improvements:

Algorithm:

We	choose	parallel	proximal	
algorithm	to	solve	the	
problem.

This	method	can	be	easy	to	
parallelize	in	GPU,	and	
therefore	achieve	much	
smaller	computational	
complexity	and	memory	cost.


