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h i g h l i g h t s

• Platform for managing connected drones in indoor environments.
• This platform uses drones as a connected actuators and sensors.
• The server sends UDP messages for move the Drones following a flight plan.
• The platform uses the drone data sensors to estimate the current location in the room.
• System for monitoring a network of drones equipped with environmental sensors.
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a b s t r a c t

Nowadays drones can be used to complete a wide range of different tasks, like patrol, transportation
and data collection. Many of these tasks are developed in indoor environments, like industrial premises,
factories and buildings. This research work proposes a novel platform to manage drones in indoor
environments. The proposed platform raises to manage drones like an internet of connected devices with
sensors and actuators. This platform is based on a network of connected drones which communicates
with a central server. Drones can be managed by users using a web application. The application allows to
define flight plans and to get the drone sensor‘s data. Drones are connected to the server using a Wi-Fi
network, they exchange constantly UDPmessages. Using this platform users can design flight plans using
an interactive map. Flight plans can be saved and sent to a connected Drone. This platform allows users to
manage drones as connected objects, running flight plans and visualizing drones’ sensor data in real time.
The proposal also can be adapted tomany specific industrial uses, including new sensors in the drone like,
gas, temperature, radiation, etc. or some actuators like grippers or dispensers.

© 2018 Published by Elsevier B.V.

1. Introduction

Internet of things systems aim to connect and communicate
physical devices for many different purposes. Connected objects
can work as sensors or/and actuators, through the network they
can send or receive data. IoT systems emphasizes the importance
of machine-to-machine communication to automate or improve
tasks or offer new services [1,2]. Many IoT platforms have been
introduced successfully in a lot of fields [3].

Many IoT platforms are based on technologically simple de-
vices, like sensors or small actuators [4]. Other solutions require
more complex devices, like robots or drones [5]. Connecting robots
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to networks for managing or monitoring them is now a widely-
used approach [6,7].

Technological development and the cost reduction of drones
are encouraging their use for industrial and professional sys-
tems [8,9,10]. Many of these systems are based on a direct drone
teleoperation, but some of them explore the advantages of joining
drones with Internet of things approaches [11]. Controlling drones
through the internet opens new possibilities. Also, drones can be
used as mobile sensors for getting data in remote areas [12].

Approaches for controlling drones would be classified in: di-
rect teleoperation, specifying flight plants/destination points. The
second mechanism usually requires less ‘‘attention’’ or ‘‘work’’
by the user. A user could move simultaneously more than one
drone using flight plans but it is difficult to teleoperate more than
one drone at the same time. Drones can be managed like other
connected objects they can send and receive data through the
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network, moving drones in outdoor environments is usually easier
than moving then in indoor environments. Most flight plans are
based on GPS (locations). For most of drones is technically simple
move to a certain GPS location, but moving to a location inside a
building is much more complex.

This research work proposes a platform for controlling and
monitoring connected drones in indoor environments. Connected
drones are controlled using indoor flight plans which are defined
by users in a web application. Every user action during the design
of the flight plan is processed by the application and translated in
an automatic communication flow between the server and the se-
lected drone. Proposed approach allows to control one or multiple
connected drones in a quick and efficient way. The system is also
valid for monitoring tasks, it shows data from drone sensors, and it
is designed for including extra external sensor. This feature could
allow to create monitoring systems based on mobile connected
sensors.

2. Background

There is a wide range of connected objects and electronic de-
vices which are part of IoT systems. Most common connected
things are sensors and small embedded devices which usually
control sensors and actuators. These kinds of IoT systems are
very popular in industrial environments [13], homes and smart
cities [14]. IoT related technologies are in a continuous and fast
evolution process. There are a lot of future directions and uses for
this kind of technologies [15].

Nowadays IoT systems are not limited to connecting simple
sensors or actuators, it is also frequent to include connected robots.
However, it is not really a new trend, some of these systems
for controlling robots though internet were developed more than
20 years ago [16] and they were followed by many other systems
which were more complex and powerful [5]. In many cases robots
work as sensors and actuators, they can be very suitable devices for
performing monitoring tasks [17,18].

For an IoT system connected robots are like other connected
devices. Robots have communication capacity, sensors, and actu-
ators, but usually, they have a greater intelligence or autonomy
than other simple connected objects. Robots were integrated into
a lot of IoT systems, mainly in industrial, medical or military
environments [19].

Many IoT proposals include the robot in the system as a set
of services which can be used by other connected objects. These
services are commonly related to movement, sensing and taking
actions [6]. Integration of robots in IoT systems means that the
communication and collaboration between things can be used
for achieving new goals. Some systems combine robot sensors
with external sensor networks for improving some of the robot
functionalities [20], like the path planning [21].

Simoens’ proposal [7] uses external sensors placed inwearables
for improving the accuracy of assistive robots which do inter-
ventions for assisting patients. This research work was also one
of the firsts in use the specific term ‘‘Internet of Robotic Things’’
which refers to a specific type of IoT systems. There are also many
other proposals based on the similar architecture applied to other
topics like human detection in case of disasters [22], or robot
localization [23]. Some IoT systems use robots likemobile nodes in
a network. Communication among robots can be useful to improve
tasks [24]. Like Cho’s platform for managing smart homes offer-
ing robot services through a network or the internet connected
robots [25]. Connected robots can also be effective mobile sensors
for monitoring indoor places [26].

Some approaches like ‘‘Robot Cloud’’ pose cloud computing ar-
chitectures formanning groups of robots [27]. Technologies related
to robotics also progress very fast, including new features and a

cost reduction. Drones would be considered as a kind of mobile
robot which can fly, this main feature enables to use them in
many new tasks. Sometimes authors use different names to refer to
Unmanned aerial vehicle, these names depend on the size, weight
and other features (Drones, UAV, etc. [28])

Drones also can include sensors for getting data and receiving
orders like an actuator. Drones are used today in a wide range of
tasks like logistics tasks, patrol areas, infrastructure maintenance,
maps generation using cameras or sensors [29]. Many of the plat-
forms use connected drones as teleoperated vehicles through the
Internet, basing the system communication on low level services
directly related to the drone basicmovements or commands. There
are a lot of challenges related to offer more complex services
like assign tasks to the drones, agricultural activities, surveillance,
deliver merchandise, substances and dangers detection [30].

There are many high quality commercial applications and re-
search projects for connecting drones to the internet andmanaging
them in outdoor environments [11,31]. However, many indoor
environments still present difficulties and lack accuracy. There are
many challenges related to self-location and movement [32,33].
Drones usually have a lot of internal sensors. They can use these
sensors to improve navigation or sharing data with other external
systems [34]. Although technically drones can be used for many
taskswemust know that they can raise some legal or security prob-
lems, especially when they work surrounded by people [35,36].

All proposals are not limited to connecting a drone to an ap-
plication for managing it. Drones connected to the internet have
been used for many years [37]. The next level has been allowed
connecting multiple drones to IoT systems and manages them as
connected objects. Currently, some authors refer to this kind sys-
tems as ‘‘Internet of Drones’’ [38–40]. Drones are joining to many
internet of things systems [41]. Some systems propose to combine
connected droneswith external network sensors for improving the
flights [42], or doing agricultural activities [43].

Some IoT Systemsuse connecteddroneswith high level services
(like the move to positions, or complete tasks) for managing and
monitoring net of drone, these systems will allow a lot of new
features including managing many drones at the same time [38].
There are some theoretical models concerning these kinds of
systems, but very few functional platforms. This research work
proposes a novel IoT platform for managing connected drones in
indoor environments. Proposed platform will provide high level
services for designing the flight plans and getting data from con-
nected drones.

3. Proposed platform

Themain objective of this platform is to provide a newapproach
for managing connected drones in indoor environments. In order
to achieve this objective, we have designed a proposal composed
of the following parts:

• The web application specially designed for manage the
drones. Some of the functions of these applications are:
defining flight plans and enabling continuous communica-
tion with the drones for sending and accomplishing these
flight plans. The web application must be executed in a
server which is physically placed near the drone, due to the
fact that the application must be on the same private Wi-Fi
network as the drones.

• A local Wi-Fi network which covers whole the indoor place.
The server and the drones must be connected to this net-
work.

• One or more Drones connected to the server. Drones send
and receive data from the server. Used drones must have
Wi-Fi connection and an Open API for controlling them
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Fig. 1. Platform conceptual scheme.

through a software application. The API allows to send flight
commands to the drone and to get drone sensor data. During
the design and developed phase of this research work, we
have used parrot Drones: Bebop 2 and Bebop.

Web server executes the platform web application, users can
access remotely to this application using different devices like
tablets or computers. The server must be connected to a local Wi-
fi network which covers all the indoor flight area, we can use
Wi-fi repeaters if the area is large. Additionally, the server can
be connected to the internet, in this case, clients can access from
outside the building, but in most of cases it would be better used
only a local network for security reasons.

Users define in theweb application the flight plan. For executing
the flight plan the application asks for the initial location of the
Drone. Using UDP protocol the server sends takeoff message to
the drone. After this initial command the server starts a constant
communication flow with the Drone, one message every second.
However onemessage can containmultiplemovement commands.
The server starts to analyze the defined flight plan and it calculates
how the drone can reach the first point in the plan. This process
requires sending UDP messages to the drone for changing the
drone rotation, speed and flight height. Also,when the server sends
the commands it requests the data of the Drone Sensors (compass,
distance, battery).

The application knows approximately how far the commands
sent move the Drone (this information was obtained in a previous

phase, doing multiple flights and analyzing which kind of move-
ments are the most accurate). Combining the known approxima-
tions and the drone sensors data the server estimates the new
location of the drone. The new location of the drone is shown in
the interactive map. When the drone ends to execute movements
related to the current point the server, continues executing the
process for next points in the flight plan. This process continues
until the server finishes the flight plan but the user can cancel the
process at any moment or ask the drone to return to the initial
location (reverse the flight plan). The conceptual scheme of the
platform is shown in Fig. 1.

Users can define the floor in the interactive editor, drawing the
walls. Thesemaps are saved in JSON format and can be sharedwith
other users. The map editor contains the measures of the walls for
defining an exact representation.

Once the map is defined or loaded the user can define a flight
plan. The first step is to put the initial location of the drone. The
map is based on a grid of 20 cm squares, this is the minimum
movement which the drone can execute accurately (but the plat-
form allows to change this minimum distance, other drones like
phantom 4 can do shorter movements) (Fig. 2). The drone speed is
constant during the flight, however, sometimes the drone can be
stopped for a few seconds to calibrate the location. The user can
create a flight plan using the grid, also the user would specify a
different flight height for every point in the plan, flight plan points
are 3D space points.

When the flight plan is done, a user can connect the platform to
the drone. After this if the user launches the flight plan the server
starts to process it and send the commands to the drone. Drone
sensors information is shown in the right part of the screen, and in
the map. The user can see the current location of the drone; it is a
real-time monitoring process.

The communication process between the application and the
drone is done using UDP (User Datagram Protocol), the Drone
is controlled using the API node-bebop contained in the node
module 0.6.0 ‘‘node-bebop’’. For sending messages to the drone
and the server which runs the applications must be connected to
the same WiFi Network. The first message sent to the drone is to
establish a connection. When the drone is connected the appli-
cation sends the takeoff command. Some commands like takeoff
include a callback message so the application knows when the
drone is in the air. Once starting the flight the application starts to
send an ordered sequence of commands, some of these commands
are: stop, up(value), land, down(value), left(value), forward(value),

Fig. 2. Screenshot of the application. In the left part, the user can define the map and the points of the flight plan, this flight plan has 7 key locations/points. The right part
shows information about the connected drone.
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Fig. 3. Parrot bebopdrone 2with external distance sensors supported by anArduino
board with ESP8566 Wi-Fi.

backward(value), clockwise(value), counterclockwise(value). The
application divides the flight plan into a small groupofmovements,
every time these movements are executed to the Drone the appli-
cation updates the location of the drone and it can calculate some
corrections in the flight plan.

Commands are not the only communication system; the drone
also can start a communication process and send events to the
server. If the events are activated they are sent automatically when
some states of the drone change, like the battery level, hovering
and measurement of sensors.

In some experiments, we have included extra sensors in the
Drone, adding an Arduino microcontroller (Wemos D1R2 with
ESP8266 Wifi R2, 32 Mb Flash), 5 extra distance sensors HC-SR04
based in ultrasonic sounds are placed on the: right, left, forward,
behind and up. A digital compass and a small battery. This Arduino
Board was attached to the top part of the drone using a 3D printed
structure. All sensors are managed using the digital inputs and
outputs of the Arduino board, also the compass require a specific
library to obtain the measures (Fig. 3).

The extension board acts like another connected device, the
server asks the drone data and the Arduino data in two different
requests (two devices have a different local IP). The data pro-
vided by the Drone sensor and the Arduino system is merged for
improving the knowledge about the environment. Extra sensor
data is useful for getting more accuracy in movements, allowing:
comparison of movements in respect to one or more points, some
triangulations and an anti-crash system. More information about
the environment is useful when there are some conditions which
can reduce the accuracy of the flight likemany openwindows, fans
or mobile obstacles. However, many types of drone include many
internal distance sensors, so this kind of Arduino extension is not
necessary.

4. Use case

The platform was tried many times. In this section, there is
a description of a use case in which the platform was used for
controlling and getting data from a connected drone in 3 flight
plans. The platformwas installed in an indoor soccer field. A laptop
was working as a server, running the main web application. A
Parrot bebop 2 Drone 2 was used as a test drone. Main features
of the drone are:

• 500 g weight

• Wi-Fi 802.11a/b/g/n/ac
• Signal range: 300 m
• Network: MIMO Dual band
• Wi-Fi: 2.4 and 5 GHz
• Processor: Quad-code GPU.

The laptop was connected to the drone through a Wi-Fi net-
work. We designed 3 flight plans for patrolling the area of the
indoor soccer field. (outer edges, zig-zag and spiral Fig. 4).

After designing a flight plan it had been sent to the Drone. At
the end of the experiment, the drone successfully completed all of
them (Fig. 5). The Drone sent to the platform the internal sensors
and battery data, the application sent to the drone the required
movement commands to reach the locations. During the execution
of the flight plans, it checked that the sensor data showed in the
application was right and updated in real time.

5. Evaluation

The proposed platform allows to define and execute indoor
flight plans using connected drones. The evaluation process will
be divided into two different parts. In the first part, we evalu-
ate the flight plan‘s web application, for checking if users can
manage connected drones in an easy way. In the second part,
we evaluate the automatic communication process between the
application(server) and a drone for executing a set of flight plans,
during the flight plan the application(server) starts a bidirectional
communication process which implies coordinate all of the drone
movements and locations in the defined flight plan.

The web application was evaluated by 6 users, we asked users
to do the 5 most common tasks in the application:

1. Load a map of the first floor of a building from an external
JSON file.

2. Define a flight plan, based on some indications. The drone
must be moved through 10 key locations. User must define
a valid flight plan.

3. Save the previous flight plan in the platform. Saved flight
plans can be loaded.

4. Connect the software application to the drone and execute
the flight plan. The drone ins already turn on. After executing
the flight plan user must locate and watch the measure-
ments of the drone sensors during the flight.

5. Delete the previous flight plan in the platform.

We evaluated if users finished these tasks and how long they
took. Users did not receive any support or help during the eval-
uation. They tried to complete these tasks only analyzing the
(Fig. 6) application user interface. The following chart shows the
average times of beginner users for every task (1–5), these times
are compared to the times of an expert.

All beginner users completed the 5 tasks. As expected task 2,
define a flight plan, was the most complex. For task 2 average time
was 136,1 s. Beginner users needed 39,8% more time to do task 2
and 21,7% for task 3.

Next part was focused on the communication between the
application(server) and drones. It had been analyzed the design
and execution of 6 different flight plans, which are a significant
sample about how the platform works. A descriptive name was
assigned to every one of the flight plans.

1. 3 m distance, straight line.
2. 6 m distance, straight line.
3. 6 m distance, 4 direction changes.
4. 12 m distance, 4 direction changes.
5. 6 m distance, 8 direction changes.
6. 12 m distance, 8 direction changes.
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Fig. 4. Flight plans used for patrolling the area: 1 outer edges, 2 Zig-zag and 3 spiral.

Table 1
Data obtained during the design and execution of 6 flight plans.

Flight Plan ID Key locations Mouse clicks Distance Direction changes Sent Commands

1 2 3 3 0 19
2 2 3 6 0 34
3 6 7 6 4 38
4 10 11 12 4 72
5 6 7 6 8 42
6 10 11 12 8 76
Total Σ 36 42 45 24 277

Fig. 5. Bebop 2 drone during the platform test.

Fig. 6. Blue bars show the average time for beginner users for doing the tasks.
Red bars show the expert user time for the same tasks. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

For every flight plan it had been registered:

• Key location in the flight plan. Key locations are specified by
the user for defining a flight plan. The application completes
the path between every pair of key locations.

• Mouse clicks. Number of clicks used by the user for designing
the flight plan.

• Distance traveled by the drone.
• Direction changes during the execution of the flight plan. A

direction change is every time the drone turns right, left or
backward.

• Sent commands. Number of commands sent by the applica-
tion to the drone. Results are shown in the following table.

Obtained information is shown in Table 1.
Analyzing these data, it was an average of 7694 commands

automatically sent from the server to the drone to move to a
key location. A user click in the flight planner application was
translated into a communication flow of 6595 commands. The
application sends an average of 6155 commands tomove the drone
1 m accurately.

6. Conclusions and future work

Themain objective of this research work was to present a novel
IoT platform for controlling and monitoring connected drones
in indoor environments. Based on use cases and the evaluation
process we can observe that proposed platform can be a valid
approach for monitoring drones in indoor environments. All eval-
uated users completed the tasks and the platform response was
satisfactory.

Related to machine-to-machine communication, the platform
should promote the automatic communication between server and
drones with a low interaction by the user. An average of 6,5 move-
ments commands were sent to the drone for every user click in the
application. Flight plans do not have to be defined and executed
at the same time so this platform would allow one user to control
more than one drone. The monitoring system of the platform had
been designed in a generic way, not focused on a specific industry,
it allows to include extra sensors using an Arduino board. The
Platform can be a solid base to create industrial systems to control
drones in patrol/transportation activities and to create monitoring
systems based on mobile connected sensors.

Future research lines are related to designing new high-level
services, to allow search processes based on sensor information.
For example, to do an automatic flight in a delimited area and
search locations where the humidity is more than 80%.
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