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Abstract

Privacy is ultimately important, and there is a fair amount of research about it. However, few empirical studies about the cost of privacy are conducted. In the area of secure multiparty computation, the scalar product has long been reckoned as one of the most promising building blocks in place of the classic logic gates. The reason is not only the scalar product complete, which is as good as logic gates, but also the scalar product is much more efficient than logic gates. As a result, we set to study the computation and communication resources needed for some of the most well-known and frequently referred secure scalar-product protocols, including the composite-residuosity, the invertible-matrix, the polynomial-sharing, and the commodity-based approaches. Besides the implementation remarks of these approaches, we analyze and compare their execution time, computation time, and random number consumption, which are the most concerned resources when talking about secure protocols. Moreover, Fairplay, the benchmark approach implementing Yao’s famous circuit evaluation protocol, is included in our experiments in order to demonstrate the potential for scalar products to replace logic gates.

1 Introduction

Secure multiparty computation is a research topic aiming at the double-edged privacy problem. The core issue of the topic is how several potentially distrustful parties can cooperate to conduct certain computations over their private data without compromising their privacy. After Yao’s [20] general solution to two-party secure computation was proposed, Goldreich et al. [12] gave another general solution to secure multiparty computation. Both proposals are so elegant that they provide secure two-party/multiparty protocols for binary AND and XOR gates, which can be further generalized to all functions. However, despite their academic significance, the computation costs of both solutions are too prohibitive to be practical.

A function $f$ is complete if a secure protocol for $f$ implies the existence of secure protocols for all functions. Yao and Goldreich et al. propose the idea that solving the secure multiparty computation by giving secure protocols for complete functions. Extended from the idea, the scalar product has gathered more and more attention because of its completeness and integer-based computation power.

Proposals for the secure scalar product are diverse. Du et al. [9] propose the invertible-matrix and the commodity-based approaches. The former approach enables the trade-off between efficiency and privacy, and the latter is based on Beaver’s commodity model [2]. Goethals et al. [10] propose the computationally secure scalar-product protocol, the security of which depends on the intractability of the composite residuosity class problem. The information-theoretically secure polynomial-sharing approach proposed by Ben-Or et al.[3] is also one of the most frequently referred solutions. Furthermore, Fairplay [15], the benchmark approach implementing Yao’s general solution, is included in our experiments in order to demonstrate the potential for scalar products to replace logic gates.

Despite the mass of secure scalar-product protocols, few empirical studies are conducted. Numerous approaches propose the feasibility of secure scalar product, but to construct a practical system for secure multiparty computation, the execution and computation time is crucial. The typical issues that we may have are as follows: (1) What is the ex-
act execution time for high-dimensional inputs? How long does it take to compute a 100-, 1000-, or 10000-dimensional scalar product? (2) If the approach is computationally secure, what is its throughput under typical security parameters? (3) If the approach is theoretically secure, there must be a third party. What is the workload of the third party? (4) Last but not least, what is the performance of a specific approach compared with that of Fairplay?

In this work, we implement four secure scalar-product protocols, including the invertible-matrix, the composite-residuosity, the polynomial-sharing, and the commodity-based approaches. We also give specific evaluation to address the above issues. Based on our results, protocol designers can estimate the performance of their scalar-product-based designs more precisely.

This paper is organized as follows: Section 2 discusses the related works. Section 3 briefly introduces the mentioned approaches realizing secure scalar-product computation. Section 4 then gives implementation remark and analyzes the resources needed for each approach, including computation cost and random number consumptions. After that, Section 5 shows the specific data about the total execution time and CPU time of various approaches. Finally, Section 6 concludes the paper and lays out future work.

2 Related Works

After Yao’s [20] and Goldreich et al.’s [12] proposals, researchers have been looking for new complete functions and the foundations of the completeness. Kilian shows that the oblivious transfer is complete [13], and so are the functions with imbedded OR [14]. Furthermore, it is believed that the integer-based scalar product is more practical to real applications than the binary-based oblivious transfer [6].

There are many efforts to build various applications on secure scalar products. Atallah et al. reduce geometry problems to scalar products [1]. Du et al. construct secure protocols for statistical analysis [8] and scientific computations [7]. More recently, Bunn et al. [4] give a secure protocol for k-means clustering, which is based on scalar products under the composite-residuosity approach.

There is also plenty of theoretical studies on scalar products. Based on information theory, Chiang et al. [5] propose a privacy measurement, by which they analyze various approaches. They prove that the invertible-matrix approach discloses at least half the information and the commodity-based approach is perfectly secure. Wang et al. [19] prove that there is no information-theoretically secure two-party protocol for the scalar product. Moreover, the closure property of the commodity-based approach is verified according to the security definition based on information theory [17]. More specifically, it is proven that a protocol sequentially composed of the commodity-based approach is also secure.

3 Various Proposals for Scalar-product

We begin the section with the formulation of the scalar product and the notations used hereafter. Alice has input \( X_A = [x_{A1}, \ldots, x_{An}] \) and Bob has \( X_B = [x_{B1}, \ldots, x_{Bn}] \). Each element of the private input vectors is in the domain \( D \). They want to collaboratively compute the scalar product of their private vectors and then share the result. Eventually, Alice computes \( y_A \) and Bob computes \( y_B \) such that

\[
y_A + y_B = X_A \cdot X_B^T = \sum_{i=1}^{n} x_{Ai} \cdot x_{Bi},
\]

where \( y_A, y_B \in D \), and \( + \) and \( \cdot \) are defined in accordance with \( D \). Our formulation follows Goldreich et al.’s principle [11] that the intermediate results during a protocol execution are always shared. In a protocol \( \pi \) composed of scalar products, outputs of the current scalar product can be inputs to the next scalar product, which is actually the intermediate results of \( \pi \). Therefore, in order to imitate Goldreich et al’s principle we formulate the outputs to be shared among participants.

Next, we briefly introduce aforementioned approaches.

3.1 Invertible-matrix Approach

1. Alice and Bob agree on an invertible \( n \times n \) matrix \( M \) and a constant \( k \), where \( k \) is less than \( n \).
2. Alice computes \( X_A' = X_A \cdot M^{-1} = [x_{A1}', \ldots, x_{An}'] \) and sends \([x_{A1}', \ldots, x_{An}']\) to Bob.
3. Bob computes \( X_B' = M \cdot X_B = [x_{B1}', \ldots, x_{Bn}'] \) and sends \([x_{B1}', \ldots, x_{Bn}']\) to Alice.
4. Alice computes \( y_A = \sum_{i=k+1}^{n} x_{Ai} \cdot x_{Bi}' \) as her output.
5. Bob computes \( y_B = \sum_{i=1}^{k} x_{Ai}' \cdot x_{Bi} \) as his output.

3.2 Commodity-based Approach

1. Alice and Bob agree on a semi-trusted commodity server Carol, who selects two \( 1 \times n \) random vectors \( R_A \) and \( R_B \) uniformly from \( D^n \), and selects a random number \( r_A \) uniformly from \( D \).
2. After computing \( r_B = R_A \cdot R_B^T - r_A \), Carol sends \((R_A, r_A)\) and \((R_B, r_B)\) to Alice and Bob respectively.
3. Alice computes \( X_A' = X_A + R_A \) and sends it to Bob.
4. Bob computes \( X_B' = X_B + R_B \) and sends it to Alice.
5. Bob selects a random number \( y_B \) uniformly from \( D \). After that, he computes \( t = X_A' \cdot X_B' + r_B - y_B \) and sends \( t \) to Alice.
6. Alice computes \( y_A = t - R_A \cdot X_B'^T + r_A \).
3.3 Polynomial-sharing Approach

1. Alice, Bob, and Carol agree on three distinct numbers $\alpha_A, \alpha_B, \alpha_C \in D$.
2. Alice selects $r_A$ uniformly and randomly; evaluates the polynomial $f_{x_A}(t) = r_A \cdot t + x_A$ at $\alpha_A$, $\alpha_B$, and $\alpha_C$; and sends $f_{x_A}(\alpha_B)$ and $f_{x_A}(\alpha_C)$ to Bob and Carol respectively, for $i = 1, \ldots, n$.
3. Bob selects $r_B$ uniformly and randomly; evaluates the polynomial $f_{x_B}(t) = r_B \cdot t + x_B$ at $\alpha_A$, $\alpha_B$, and $\alpha_C$; and sends $f_{x_B}(\alpha_A)$ and $f_{x_B}(\alpha_C)$ to Alice and Carol respectively, for $i = 1, \ldots, n$.
4. Bob selects $r_B$ and $y_B$ uniformly and randomly; evaluates the polynomial $f_{y_B}(t) = r_B \cdot t + y_B$ at $\alpha_A$, $\alpha_B$, and $\alpha_C$; and sends $f_{y_B}(\alpha_A)$ and $f_{y_B}(\alpha_C)$ to Alice and Carol respectively.
5. Alice, Bob, and Carol compute the scalar product locally with their shares of $x_A, x_B$, and $y_B$. Then all the results are sent to Alice. In other words, Alice will have $s_A, s_B$, and $s_C$, such that

$$s_A = \sum_{i=1}^{n} f_{x_A}(\alpha_A) f_{x_B}(\alpha_B) - f_{y_B}(\alpha_A)$$
$$s_B = \sum_{i=1}^{n} f_{x_A}(\alpha_B) f_{x_B}(\alpha_C) - f_{y_B}(\alpha_B)$$
$$s_C = \sum_{i=1}^{n} f_{x_A}(\alpha_C) f_{x_B}(\alpha_C) - f_{y_B}(\alpha_C)$$

6. It is clear that $s_A, s_B$, and $s_C$ are evaluations of a 2-degree polynomial at $\alpha_A$, $\alpha_B$, and $\alpha_C$ respectively. Furthermore, the polynomial’s constant coefficient is $y_A = \sum_{i=1}^{n} x_A x_B - y_B$. Thus, after collecting $s_A, s_B$, and $s_C$, Alice can reconstruct $y_A$ by interpolation:

$$y_A = s_A \cdot \alpha_B \cdot \alpha_C \cdot (\alpha_A - \alpha_B)^{-1} \cdot (\alpha_A - \alpha_C)^{-1} + s_B \cdot \alpha_A \cdot \alpha_C \cdot (\alpha_B - \alpha_A)^{-1} \cdot (\alpha_B - \alpha_C)^{-1} + s_C \cdot \alpha_A \cdot \alpha_B \cdot (\alpha_C - \alpha_A)^{-1} \cdot (\alpha_C - \alpha_B)^{-1}$$

3.4 Composite-residuosity Approach

**Protocol**

1. Alice randomly selects $r_i \in \mathbb{Z}_{m_i}^*$ and computes

$$c_A = g^{a_A} \cdot r_i^{m_i} \mod m_i, \text{ for } i = 1, \ldots, n.$$  

Then Alice sends $\{c_A, \ldots, c_A\}$ to Bob.
2. Bob randomly selects his output $y_B(0 \leq y_B < m)$ and computes $c_B = g^{a_B-y_B} \mod m^2$.
3. Bob computes the scalar product in encrypted domain by $t = \left(\prod_{i=1}^{n} c_A^{-1}\right) \cdot c_B \mod m^2$ and sends $t$ to Alice.
4. Alice computes her output $y_A$ by

$$y_A = L(t^\lambda \mod m^2) \cdot L(g^\lambda \mod m^2)^{-1} \mod n.$$

4 Analysis and Implementation Remark

Secure protocols are usually designed in an ideal case or under assumptions. To implement a protocol in real world, the situation is no longer ideal, and neither are the assumptions easily satisfied. In this section, we list potential obstacles during the implementation of secure scalar-product protocols and propose feasible solutions.

4.1 Invertible-matrix Approach

According to Chiang et al.’s result [5], the invertible-matrix approach always discloses half information of the inputs. In other words, to execute this approach more than once with the same private input and different invertible matrices will expose all information of inputs. Therefore, it is recommended to use the same invertible matrix all the time.

The invertible-matrix approach provides trade-off between privacy and efficiency, and the trade-off is controlled by the invertible matrix $M$. When $M$ is an identity matrix, the computation and space complexity is $O(n)$, and the protocol is equivalent to that both Alice and Bob reveal half of their private inputs. When $M$ is an arbitrary non-singular matrix, the algorithm for its inversion is $O(n^3)$. Even though the invertible matrices of various dimensions can be precomputed so that the computation is the multiplication between a matrix and a vector, which is of complexity $O(n^2)$, the space complexity is $O(n^2)$. 4GB memory will be exhausted when the elements are 4-byte integers and the vector dimension $n = 2^{15}(\approx 32,000)$. Therefore, instead of storing the entire matrix of $n^2$ elements in memory, we recommend exploiting the matrix of special format, the elements of which can be computed from fewer attributes than $n^2$. For example, the element of an invertible Vandermonde matrix $v_{ij}$ can be computed from $n$ distinct numbers $a_1, \ldots, a_n$, by $v_{ij} = a_i^{j-1}, \forall i, j = 1, \ldots, n$. 

\[^1\]It is proven that $g^{a_i} = 1 \mod m_i$, for any $g \in \mathbb{Z}^*_{m_i}$, thus the input to function $L$ in Step 2. of key generation is always valid.
When $M$ is an invertible Vandermonde matrix, there is a $O(n^2)$ algorithm [18] computing $M^{-1} = U^{-1} * L^{-1}$ More specifically, if $M$’s elements $m_{ij} = \alpha_i^j, \forall i, j = 1, \ldots, n$, the elements $l_{ij}$ of $L^{-1}$ are given by the relations
\[
l_{ij} = \begin{cases} 
0 & i < j \\
1 & i = j = 1 \\
\prod_{k=1, k \neq j}^{n}(a_j - a_k)^{-1} & \text{otherwise,}
\end{cases}
\]
and the elements $u_{ij}$ of $U^{-1}$ are given by
\[
u_{ij} = \begin{cases} 
0 & j = 1 \\
1 & i = j \\
\alpha_{i-1, j-1} - a_{j-1} u_{i, j-1} & \text{otherwise.}
\end{cases}
\]

After combining the above formulae with Horner’s rule of polynomial evaluation, we have a solution of $O(n^2)$ computation complexity and $O(n)$ space complexity. Without increasing computation complexity, the invertible Vandermonde matrix reduces the space complexity.

### 4.2 Commodity-based Approach

A commodity server is introduced in the commodity-based scalar-product protocol. The commodity server is to the commodity-based scalar product as the certificate authority is to secure communication. The certificate authority does not participate in secure communication, but its issued digital certificate binds the public key and the key owner. Similarly, the commodity server does not participate in Alice and Bob’s communication, and neither does it receive any data from both parties. The commodity server merely delivers coordinated random numbers.

However, in order to relief loads from unstable network, we recommend transferring the seed of pseudo-random number generator rather than the random numbers themselves. Although the computation loads to both Alice and Bob increase, the advantage is the constant communication between the commodity server and both of the other parties. Thus, including the random numbers $r_A$ and $y_B$, pseudo-random number generator is called $4n + 2 = O(n)$ times, and the computation and communication complexity is $O(n)$.

### 4.3 Polynomial-sharing Approach

The polynomial-sharing approach proposed by Ben-Or et al. [3] includes addition, constant multiplication, and multiplication in integer level. Because the secret is disguised as the constant coefficient of a polynomial, to reduce the polynomial degree is important before the degree is over $\frac{n}{2}$, where $t$ is the number of participants. The degree reduction not only is the most expensive operation but also requires synchronization. Fortunately, in our case the two-party scalar product needs no degree reduction. Without synchronization, soon after Alice and Bob share their private inputs, all three parties can locally compute their share of the result. Furthermore, we recommend to communicate in a batch in order to reduce socket connections. More specifically, Alice can send all Bob’s shares of $x_A, i = 1, \ldots, n$ as a whole packet rather than one share per packet. The random number consumption, computation, and communication is of complexity $O(n)$ in this approach.

### 4.4 Composite-residuosity Approach

The security of composite-residuosity approach is based on the composite residuosity class problem [16], which is proven to be reducible to the RSA and the factoring large number problems. It is commonly believed that the large number should be at least 1024-bit long to be computationally intractable. Therefore, the bit length of the composite $m$ should be more than 1024.

Let $s = (1 - \frac{1}{p})(1 - \frac{1}{q})$, then expectation number for Alice to randomly select $r_i \in \mathbb{Z}_{m^2}^*$ is $E(R)$, where
\[
E(R) = \sum_{s=0}^{\infty} s (1-s)^{i+1} (i+1) \quad (1)
\]
\[
(1 - s)E(R) = \sum_{s=0}^{\infty} s (1-s)^i \cdot i \quad (2)
\]

After (1)-(2), we have
\[
sE(R) \equiv \sum_{s=0}^{\infty} s (1-s)^{i+1} \cdot (i+1) \equiv (1 - s)E(R) \Rightarrow E(R) = \sum_{s=0}^{\infty} (1-s)^i = \frac{1}{s} \approx 1
\]

because $p$ and $q$ are large primes ($\approx 2^{512}$) so that $s \approx 1$. Therefore, Alice calls the random number generator $n$ times expectedly for $r_1, \ldots, r_n$; and Bob calls once for $y_B$. The computation and communication is also in the order of $O(n)$ in this approach.

### 4.5 Fairplay

Fairplay system includes a compiler that automatically converts an SFDL² program into a secure, constant-round, two-party protocol proposed by Yao [20]. More specifically, Bob generates a garbled circuit, and then Alice evaluates it according to Yao’s circuit evaluation protocol, the security of which depends on the underlying cryptosystem. In the case of Fairplay, SHA-1 hash function is adopted to encryption and decryption. However, because of the implementation limit, Fairplay cannot generate a garbled circuit that correctly handles integers of more than 32 bits, and neither can it compile a scalar-product program with input vectors of more than 70 dimensions on the Java Virtual Machine of 1GB heap size. An “OutOfMemoryException” will be thrown.

²Secure Function Definition Language is a programming language defined in Fairplay system. The language is for end users to program their applications with high-level descriptions.
5 Experimental Results

In this section, we implement all the aforementioned approaches according to the instructions in Section 3. In the implementation, we have two machines, the specification of which are AMD Opteron 2.8 GHz with 4GB DDR2 RAM and Intel Xeon 3.0 with 4GB DDR2 RAM. To minimize the probabilistic variation and to balance the different computing power, our experimental results are the average of 50 effective executions. An effective execution is the average of two protocol execution, each of which has Alice’s code run on different machines and Bob’s code run on the other. Our experiments focus on different resources for secure multi-party computation: random number consumption, execution time, and CPU time. It is reminded that the execution time and the CPU time are the aggregation results by summing up Alice’s and Bob’s execution and CPU time.

Limited by Fairplay’s 32-bit precision, we define \( \mathcal{D} \) as the finite field \( GF(2^{31} - 1) \) for the invertible-matrix, the commodity-based, and the polynomial-sharing approaches. For the composite-residuosity approach, we define \( \mathcal{D} \) as the ring \( \mathbb{Z}_m \), where \( m = (2^{521} - 1)(2^{607} - 1) \). Moreover, the experiment inputs to five approaches are all randomly selected from \( GF(2^{31} - 1) \), and the possible overflow is ignored since we care about execution time solely.

5.1 Random Number Consumption

We compare the random number consumption between Fairplay and the aforementioned approaches. Recalled that in Fairplay the scalar product is compiled into a garbled circuit composed of gates and wires, each of which needs two 80-bit random strings representing 0 and 1 value. Figure 1 shows the random bits used by different approaches.

![Figure 1. Random number consumption.](image)

3For simplicity purpose, we use Mersenne primes \( 2^{31} - 1 \), \( 2^{521} - 1 \), and \( 2^{607} - 1 \) in our experiments.

5.2 Different Invertible Matrices

Figure 2 shows that the performance difference between protocols with Vandermonde matrices and normal nonsingular ones is less than 1 order of magnitude, but the latter cannot be applied to scalar products of more dimension than \( 2^{15} \) on our machines. The line labeled “identity” is the result that Alice and Bob simply exchange half of their inputs.

![Figure 2. The total execution time of the invertible-matrix approach with different invertible matrices.](image)

5.3 Comparison Among Approaches

Figure 3 and Figure 4 show the performance between various approaches. The invertible-matrix in the figures are the one with the invertible Vandermonde matrix. It is reminded that the execution time includes CPU time, waiting time, and communication time. From these two figures we know that the commodity-based approach has the best performance and the smallest CPU and execution time ratio.

6 Conclusion and Future Works

In this paper, we investigate several well-known and frequently referred secure scalar-product protocols, including the composite-residuosity, the invertible-matrix, the polynomial-sharing, and the commodity-based approaches. We describe the instructions to implement these approaches in detail, analyze the computation cost and random number consumption, list implementation remark, and compare their performance with the benchmark Fairplay system.

According to our experimental results, it is evident that the scalar product has great potential replacing the logic gate as a building block in two-party computation. On one hand, scalar-product protocols consume less random numbers than logic-gate protocols do. On the other hand, the
former has throughput at least three orders of magnitude higher than the latter’s.

It is evident that scalar product outperforms logic gates in two-party computation. However, the comparison between the number-product\(^4\) and Goldreich et al.’s approach in multiparty computation is unknown. Moreover, we are also interested in the performance of these secure scalar-product protocols when the number of participants increases, and more implementation remark will be explored in the future.
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