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Retrieving an Image using a Single Query is HARD
Especially when the scene is complex

Goal: Retrieving an Image by Multiple Round Queries

Contributions
• Drill-down, an interactive image search approach with multiple round queries which leverages region captions as form of weak supervision during training;
• A compact representation, outperforming competing baseline methods by a significant margin;
• Experiments on a large-scale natural image dataset: Visual Genome, demonstrating superior performance of our model on both simulated and real user queries.
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