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Abstract

We present a universal statistical model for texture images in the context of an over-complete complex wavelet transform. The model is parameterized by a set of statistics computed on pairs of coefficients corresponding to basis functions at adjacent spatial locations, orientations, and scales. We develop an efficient algorithm for synthesizing random images subject to these constraints, by iteratively projecting onto the set of images satisfying each constraint, and we use this to test the perceptual validity of the model. In particular, we demonstrate the necessity of subgroups of the parameter set by showing examples of texture synthesis that fail when those parameters are removed from the set. We also demonstrate the power of our model by successfully synthesizing examples drawn from a diverse collection of artificial and natural textures.

Vision is the process of extracting information from the images that enter the eye. The set of all possible images is vast, and yet only a small fraction of these are likely to be encountered in a natural setting [38, 24, 18, 53]. Nevertheless, it has proven difficult to characterize this set of “natural” images, using either deterministic or statistical models. The class of images that we commonly call “visual texture” seems most amenable to statistical modeling. Loosely speaking, texture images are spatially homogeneous and consist of repeated elements, often subject to some randomization in their location, size, color, orientation, etc. Julesz pioneered the statistical characterization of textures by hypothesizing that the Nth-order joint empirical densities of image pixels (for some unspecified N), could be used to partition textures into classes that are preattentively indistinguishable to a human observer [35]. This work established the description of texture using homogeneous (stationary) random fields, the goal of determining a minimal set of statistical measurements for characterization, and the validation of texture models through human perceptual comparisons. Julesz et al. later proposed that pairwise (N = 2) statistics were sufficient [36], but then disproved this conjecture by producing example pairs of textures with identical statistics through second (and even third) order that were visually distinct [11, 37].

Since then, two important developments have enabled a new generation of more powerful statistical texture models. The first is the theory of Markov random fields, in which the
full model is characterized by statistical interactions within local neighborhoods. A number
of authors have developed Markov texture models, along with tools for characterizing and
sampling from such models [e.g. 29, 14, 27, 20]. The second is the use of oriented linear
kernels at multiple spatial scales for image analysis and representation. The widespread use
of such kernels as descriptions of early visual processing in mammals inspired a large number
of models for texture classification and segmentation [e.g., 3, 59, 40]. The development of
wavelet representations, which are based on such kernels, have revolutionized signal and
image processing. A number of recent inspirational results in texture synthesis are based on
multi-scale decompositions [12, 47, 45, 30, 48, 68, 19].

In this paper, we describe a universal parametric statistical model for visual texture, de-
velop a novel method of sampling from this model, and re-examine the Julesz conjecture in the
context of our model by comparing the appearance of original texture images with synthesized
images that are considered equivalent under our model. We work within a fixed overcom-
plete multi-scale complex wavelet representation, and our Markov statistical descriptors are
based on pairs of wavelet coefficients at adjacent spatial locations, orientations, and scales.
In particular, we measure the expected product of the raw coefficient pairs (i.e., correlation),
and the expected product of their magnitudes. For pairs of coefficients at adjacent scales, we
also include the expected product of the fine scale coefficient with the phase-doubled coarse
scale coefficient. Finally, we include a small number of marginal statistics of the image pixels
and lowpass coefficients at different scales. We develop an efficient algorithm for synthesizing
images subject to these constraints, which utilizes iterative projections onto sets. We demon-
strate the necessity of each type of parameter by showing synthesis examples that fail when
that subset of parameters is removed. Finally, we show a large set of examples of artificial
and natural texture synthesis, demonstrating the power and flexibility of the model. Previous
instantiations of this model have been described in [55, 54, 49].

1 A Framework for Statistical Texture Modeling

We seek a statistical description of visual texture that is consistent with human visual percep-
tion. A natural starting point is to define a texture as a real two-dimensional homogeneous
random field (RF) \( X(n,m) \) on a finite lattice \( (n,m) \in L \subseteq \mathbb{Z}^2 \). The basis for connecting such
a statistical definition to perception is the hypothesis first stated by Bela Julesz [35] and refor-
mulated by later authors [e.g. 64, 60, 68]: there exists a set of functions \( \{ \phi_k(X), k = 1 \ldots N_C \} \)
such that samples drawn from any two RFs that are equal in expectation over this set are
visually indistinguishable under some fixed comparison conditions. Mathematically,

\[
E(\phi_k(X)) = E(\phi_k(Y)), \quad \forall k \quad \Rightarrow \quad \text{samples of X and Y are perceptually equivalent},
\]

where \( E(\cdot) \) indicates the expected value over the relevant RF. We refer to this set of functions
as the constraint functions. The hypothesis establishes the importance of human perception
as the ultimate criterion for texture equivalence, and postulates the existence of a universal
set of statistical measurements that can capture this equivalence. The hypothesis also
implies that this set of statistical measurements provides a parameterization of the space of
visual textures. Julesz originally stated his conjecture in terms of \( N \)-th-order pixel statistics
(assuming homogeneous RFs), but in later work he disproved it for cases \( N = 2 \) and
\( N = 3 \) by constructing a set of counterexamples [11, 37]. Nevertheless, the general form of
the hypothesis provides an appealing foundation for texture modeling.
Many variants of Julesz’ conjecture may be formulated. For example, a more restricted version of the conjecture states that there exist such sets of functions for each individual texture, or for each subclass of texture. This form of the conjecture has been implicitly assumed in a number of texture models based on texture-specific adaptive decompositions [e.g., 23, 68, 42]. A more ambitious version of the conjecture states that there exists a set of statistical measurements such that two textures are perceptually indistinguishable if and only if they are drawn from RFs matching those statistics. In this case, the set of statistical measurements are both sufficient and necessary to guarantee perceptual equivalence. This bidirectional connection between statistics and perception is desirable, as it ensures compactness as well as completeness (i.e., prevents over-parameterization) [12]. The ultimate goal is to achieve such a representation using, in addition, a set of visually meaningful parameters that capture independent textural features. If one were to fully succeed in producing such a set, they would also serve as a model for the early processes of human vision that are responsible for texture perception.

1.1 Testing the Julesz Conjecture

Despite the simplicity with which Julesz’ conjecture is expressed, it contains a number of subtleties and ambiguities that make it difficult to test a specific model (i.e., set of constraints) experimentally. First, the definition of perceptual equivalence is a loose one, and depends critically on the conditions under which comparisons are made. Many authors refer to preattentive judgements, in which a human subject must make a rapid decision ("same" or "different") without careful inspection [e.g., 40].

Another subtlety is that the perceptual side of the conjecture is stated in terms of individual images, but the mathematical side is stated in terms of the statistics of abstract probabilistic entities (RFs). In order to reconcile this inconsistency, one must assume that reasonable estimates of the statistics may be computed from single finite images. The relevant theoretical property is ergodicity: a spatially ergodic RF is one for which ensemble expectations (such as those in the Julesz conjecture) are equal to spatial averages over the lattice, in the limit as the lattice grows infinitely large. A number of authors have discussed both the necessity of and the complications arising from this property when interpreting the Julesz conjecture [e.g., 26, 64, 60].

But ergodicity is an abstract property, defined only in the limit of an image of infinite size. In order to work with the Julesz conjecture experimentally, one must be able to obtain reasonable estimates of statistical parameters from finite images. Thus we define a stronger form of ergodicity:

**Definition:** A homogeneous RF $X$ has the property of practical ergodicity with respect to function $\phi : \mathbb{R}^k \to \mathbb{R}$, tolerance $\epsilon$, and probability $p$, if and only if the spatial average of $\phi$ over a sample image $x(n,m)$ drawn from $X$ is a good approximation to the expectation of $\phi$ with high probability:

$$
\mathbb{P}_X \left( \left| \overline{\phi(x(n,m))} - \mathbb{E}(\phi(X)) \right| < \epsilon \right) \geq p. 
$$

(2)
Here, $\overline{\phi}$ indicates an average over all spatial translates of the image:

$$\overline{\phi}(x(n,m)) = \frac{1}{|L|} \sum_{(i,j) \in L} \phi\left(x\left([n+i]_N, [m+j]_M\right)\right),$$

where $(N, M)$ are the dimensions of the image pixel lattice $L$, and $[\cdot]_N$ indicates that the result is taken modulo $N$. We refer to these spatial averages as estimates or measurements of the statistical parameters. Clearly, for a given type of texture, there is a tradeoff between the size of the lattice, the complexity and spatial extent of $\phi$, and the values of $\epsilon$ and $p$.

Several methodologies have been used for testing specific examples of the Julesz conjecture. Julesz and others constructed counterexamples by hand [11, 37, 26, 21, 64]. Specifically, they created pairs of textures with the same $N$th-order pixel statistics that were strikingly different in appearance (see figure 13). Many authors have used classification tests (sometimes in the context of image segmentation) to evaluate texture models [e.g., 13, 3, 59, 6]. In most cases, this involves defining a distance measure between vectors of statistics computed on each of two texture images, and comparing this with the discriminability of those images by a human observer. This is usually done over some fixed test set of example textures, either artificial or photographic. But classification provides a fairly weak test of the bidirectional Julesz conjecture. Suppose one has a candidate set of constraint functions that is insufficient. That is, there exist pairs of texture images that produce identical statistical estimates of these functions, but look different. It is highly unlikely that such a pair (with exactly matching statistics) would happen to be in the test set, unless the examples in the set were artificially constructed in this way. Alternatively suppose one has a candidate set of parameters that is overconstrained. That is, there exist pairs of texture images that look the same, but have different statistics. Again, it is unlikely that such a pair would happen to be in the test set.

A more efficient testing methodology may be devised if one has an algorithm for sampling from a RF with statistics matching the estimated statistics of an example texture image. The usual approach is referred to as “synthesis-by-analysis” [e.g. 23, 26, 12, 10]. First, one estimates specific values $c_k$, corresponding to each of the constraint functions $\phi_k$, from an example texture image. Then one draws samples from a random field $X$ satisfying the statistical constraints:

$$\mathcal{E}(\phi_k(X)) = c_k, \quad \forall k. \quad (3)$$

One then makes visual comparisons of the original example image with images sampled from this random field. Clearly, we cannot hope to fully demonstrate sufficiency of the set of statistics using this synthesis-by-analysis approach, as this would require exhaustive sampling from the RF associated with every possible texture. But if one assumes practical ergodicity of the generating RF for all visually relevant functions (with probability close to one, for visually chosen thresholds), then virtually all generated samples will be perceptually equivalent. Under this assumption, generating a single sample that is visually close to each example in a visually rich library of texture images provides compelling evidence of the power of the model.

A much stronger statement may be made regarding synthesis failures. A single generated sample that is visually different from the original texture indicates that the set of constraint functions is almost certainly insufficient. This is true under the assumption of practical ergodicity of the generating RF for the constraint functions of the model. In this paper, we demonstrate the importance of various subsets of our proposed parameter set by showing

---

1We assume periodic boundary handling for simplicity.
that the removal of each subset results in a failure to synthesize at least one of the example textures in our library.

In summary, the synthesis-by-analysis methodology for testing a model of visual texture requires the following ingredients:

- A candidate set of constraint functions, \( \{\phi_k\} \). This is the topic of section 2.
- A library of example textures. We have assembled a well-known set of images by Brodatz [8], the VisTex database [61], a set of artificial computer-generated texture patterns, and a set of our own digitized photographs. For purposes of this paper, we utilize only grayscale images.
- A method of estimating statistical parameters. In this paper, we assume practical ergodicity (as defined above), and compute estimates of the parameters by spatially averaging over single images.
- An algorithm for generating samples of a RF satisfying the statistical constraints. Computational efficiency is an important consideration: An inefficient sampling algorithm can impose practical limitations on the choice of the constraint functions, and constitutes an obstacle for visually testing and modifying sets of constraint functions since this process typically requires subjective visual comparison of many synthesized textures. This is discussed in the following subsections.
- A method of measuring the perceptual similarity of two texture images. In this paper, we use only informal visual comparisons.

### 1.2 Random Fields from Statistical Constraints

Given a set of constraint functions, \( \{\phi_k\} \), and their corresponding estimated values for a particular texture, \( \{c_k\} \), we need to define and sample from a RF that satisfies equation (3). A mathematically attractive choice is the density with maximum entropy that satisfies the set of constraints [33]. Zhu et al. [68] have developed an elegant framework for texture modeling based on maximum entropy and have used it successfully for synthesis. The maximum entropy density is optimal in the sense that it does not introduce any constraints on the RF beyond those of equation (3). The form of the maximum entropy density may be derived by solving the constrained optimization problem using Lagrange multipliers [34]:

\[
P(\vec{x}) \propto \prod_k e^{-\lambda_k \phi_k(\vec{x})},
\]

where \( \vec{x} \in \mathbb{R}^{|\mathcal{L}|} \) corresponds to a (vectorized) image, and the \( \lambda_k \) are the Lagrange multipliers. The values of the multipliers must be chosen such that the density satisfies the constraints given in equation (3). But the multipliers are generally a complicated function of the constraint values, \( c_k \), and solving typically requires time-consuming iterative numerical approximation schemes. Furthermore, sampling from this density is non-trivial, and typically requires computationally demanding algorithms such as the Gibbs sampler [27, 68], although recent work by Zhu et al. on Monte Carlo Markov Chain methods has reduced these costs significantly [69].

Our texture model is based on an alternative to the maximum entropy formulation that has recently been formalized by Zhu et al. [69]. In particular, our synthesis algorithm [55, 54, 49]
operates by sampling from the ensemble of images that yield the same estimated constraint values:

\[
T_{\phi, \sigma} = \{ \vec{x} : \phi_k(\vec{x}) = c_k, \forall k \},
\]

If we assume \( T_{\phi, \sigma} \) is compact (easily achieved, for example, by including the image variance as one of the constraints), then the maximum entropy distribution over this set is uniform. Zhu et al. [69] have termed this set the \textit{Julesz Ensemble}, and have shown that the uniform distribution over this set is equivalent to the maximal entropy distribution of equation (4) in the limit as the size of the lattice grows to infinity.

### 1.3 Sampling via Projection

Given a set of constraint functions, \( \phi_k \), and their corresponding values, \( c_k \), the sampling problem becomes one of selecting an image at random from the associated Julesz ensemble defined in equation (5). Consider a deterministic function that maps an initial image \( \vec{x}_0 \) onto an element of \( T_{\phi, \sigma} \):

\[
p_{\phi, \sigma} : \mathbb{R}^{[L]} \rightarrow T_{\phi, \sigma}.
\]

If \( \vec{x}_0 \) is a sample of a RF \( X_0 \) defined over the same lattice \( L \), then the function \( p_{\phi, \sigma} \) induces a RF on \( T_{\phi, \sigma} \):

\[
X_t = p_{\phi, \sigma}(X_0).
\]

Assuming \( X_0 \) is a homogeneous RF, and that \( p_{\phi, \sigma} \) is a translation-invariant function (easy conditions to fulfill), the resulting \( X_t \) will also be a homogeneous RF.

By this construction, texture synthesis is reduced to drawing independent samples from \( X_0 \), and then applying the deterministic function \( p_{\phi, \sigma} \). Note that \( X_t \) is guaranteed to be practically ergodic with respect to the set \( \{ \phi_k \} \) for any \( \epsilon > 0 \) and any \( p \). Thus, a single sample drawn from \( X_t \) that is visually different from the original example serves to demonstrate that the set of constraint functions is insufficient.

In general, the entropy of \( X_t \) will have a complicated dependence on both the form of the projection function \( p_{\phi, \sigma} \) and the distribution of \( X_0 \). Solving for a choice of \( X_0 \) that maximizes the entropy of \( X_t \) is just as difficult as solving for the maximum entropy density defined in the previous section. Instead, we choose a high-entropy distribution for \( X_0 \): Gaussian white noise of the same mean and variance as that of the original image, \( \vec{x}_0 \). In practice, this choice seems to produce an \( X_t \) with fairly high entropy. By deciding not to insist on a uniform (and thus, maximal entropy) density over the Julesz ensemble, we obtain a considerable gain in efficiency of the algorithm and flexibility in the model, as we will show throughout this paper.

### 1.4 Projection onto Constraint Surfaces

The number and complexity of the constraint functions \( \{ \phi_k \} \) in a realistic model of a texture make it very difficult to construct a single projection function \( p_{\phi, \sigma} \). Thus, we consider an iterative solution, in which the constraints are imposed sequentially, rather than simultaneously. Specifically, we seek a set of functions

\[
p_k : \mathbb{R}^{[L]} \rightarrow T_k,
\]


where $\mathcal{T}_k$ is the set of images satisfying constraint $k$,

$$\mathcal{T}_k = \{ \bar{x} : \phi_k(\bar{x}) = c_k \},$$

such that by iteratively and repeatedly applying these functions, we arrive at an image in $\mathcal{T}_0$. This can be expressed as follows:

$$\bar{x}^{(n)} = p_{[n]}(\bar{x}^{(n-1)}),$$

with $\bar{x}^{(0)} = \bar{x}_0$ an initial image. Assuming this sequence of operations converges, the resulting image will be a member of the Julesz ensemble:

$$p_{\mathcal{T}_0}(\bar{x}_0) = \lim_{n \to \infty} \bar{x}^{(n)} \in \mathcal{T}_0.$$

Since we do not, in general, know how the projection operations associated with each constraint function will interact, it is preferable to choose each function $p_k$ to modify the image as little as possible. If the functions $\phi_k$ are smooth, the adjustment that minimizes the Euclidean change in the image is an orthogonal projection of the image onto the manifold of all the images satisfying that particular constraint. This method has been extensively used in the form of projecting onto convex sets (POCS) [66]. In the restricted case of two constraints whose solution sets are both convex and known to intersect, the procedure is guaranteed to converge to a solution. In the case of more than two sets, even if all of them are convex, convergence is not guaranteed [66]. Interesting results have been reported in applying alternating orthogonal projections onto non-convex sets [65]. The texture synthesis algorithm developed by Heeger and Bergen [30] is based on an iterative sequence of histogram-matching operations, each of which is an orthogonal projection onto a non-convex set. In this paper, we will use a relatively large number of constraints, and only few of these are convex. Nevertheless, the algorithm has not failed to get close to convergence for the many hundreds of examples on which it has been tested.

### 1.5 Gradient Projection

By splitting our projection operation into a sequence of smaller ones, we have greatly simplified our mathematical problem. However, in many practical cases, even solving a single orthogonal projection may be difficult. Since our method already involves two nested loops (going repeatedly through the set of constraints), we need to find efficient, single-step adjustments for each constraint or group of constraints. A simple possibility corresponds to moving in the direction of the gradient of $\phi_k(\bar{x})$:

$$\bar{x}' = \bar{x} + \lambda_k \nabla \phi_k(\bar{x}),$$

where $\lambda_k$ is chosen such that

$$\phi_k(\bar{x}') = c_k.$$ 

The rationale of the gradient projection is the same as for the orthogonal case: we want to adjust $\phi_k(\bar{x})$ while changing $\bar{x}$ as little as possible. It is interesting to note that the gradient vector $\nabla \phi_k(\bar{x})$, when evaluated at images $\bar{x}$ that lie on the surface corresponding to the constraint, $\mathcal{T}_k$, is orthogonal to that surface. This means that in the limit as $\phi_k(\bar{x}) \to c_k$,
orthogonal and gradient projections are equivalent. It also implies that if we orthogonally project our gradient-projected vector \( \bar{x} \) back onto the original constraint set, we obtain the original vector \( x \). In this sense, the gradient projection and the orthogonal projection are inverse of each other.

The calculation of \( \nabla \phi_k(\bar{x}) \) is usually straightforward, and all that remains in implementing the projection is to solve for the constant \( \lambda_k \) that satisfies equation (9). In general, however, there may not be a single solution. When there are multiple solutions for \( \lambda_k \), we simply choose the one with the smallest magnitude (this corresponds to making the minimal change in the image). When there is no solution, we solve for the \( \lambda_k \) that comes closest to satisfying the constraint of equation (9).

We can extend the previous idea from the adjustment of a single constraint to the adjustment of a subset of related constraints \( \{ \phi_S, c_S \} \), where \( S \subset \{ k = 1 \ldots N_c \} \). In this case, we seek values of \( \lambda_k, \forall k \in S \) such that the projected vector

\[
\bar{x}' = \bar{x} + \sum_{k \in S} \lambda_k \nabla \phi_k(\bar{x})
\]

(10)

satisfies the constraints:

\[
\phi_S(\bar{x}') = c_S.
\]

(11)

2 Texture Model

How should one go about choosing a set of constraint functions? Since texture comparisons are to be done by human observers, one source of inspiration is our knowledge of the earliest stages of human visual processing. If the set of constraint functions can be chosen to emulate the transformations of early vision, then textures that are equivalent according to the constraint functions will be equivalent at this stage of human visual processing. As is common in signal processing, we proceed by first decomposing the signal using a linear basis. The constraint functions are then defined on the coefficients of this basis.

2.1 Local Linear Basis

There is a long history of modeling the response properties of neurons in primary visual cortex, as well as the performance of human observers in psychophysical tasks, using localized oriented bandpass linear filters [e.g., 28]. These decompositions are also widely used for tasks in computer vision. In addition, recent studies of properties of natural images indicate that such decompositions can make accessible higher-order statistical regularities [e.g., 24, 63, 16, 67, 55]. Especially relevant are recent results on choosing bases to optimize information-theoretic criterion, which suggest that a basis of localized oriented operators at multiple scales is optimal for image representation [43, 2]. Many authors have used sets of multi-scale bandpass filters for texture synthesis (see introduction).

We wish to choose a fixed multi-scale linear decomposition whose basis functions are spatially localized, oriented, and roughly one octave in bandwidth. In addition, our sequential projection algorithm requires that we be able to invert this linear transformation. In this regard, a bank of Gabor filters at suitable orientations and scales [e.g., 17, 47, 48] would be inconvenient. An orthonormal wavelet representation [e.g., 15, 41] suffers from a lack of
translation-invariance, which is likely to cause artifacts in an application like texture synthesis [57]. Thus, we chose to use a “steerable pyramid” [57, 56], since this transform has nice reconstruction properties (specifically, it is a tight frame), in addition to properties of translation-invariance and rotation-invariance. The basis functions may be interpreted as directional derivatives of some lowpass kernel.

For this paper, we have extended the original steerable pyramid representation to include complex “analytic” filters. That is, the real and imaginary parts correspond to a pair of even- and odd-symmetric filters (analogous to a Hilbert Transform pair in one dimension). This allows us to utilize measures of local phase and energy in some of our texture descriptors. Such measures have proved important throughout computer vision [e.g., 39, 44], and are again motivated by what is known of biological vision.

Similar to conventional orthogonal wavelet decompositions, the steerable pyramid is implemented by recursively splitting an image into a set of oriented subbands and a lowpass residual band. The system diagram for the transform is shown in figure 1. The filters used in this transformation are polar-separable in the Fourier domain, where they may be written as:

\[
L(r, \theta) = \begin{cases} 
2 \cos \left( \frac{\pi}{2} \log_2 \left( \frac{4r}{\pi} \right) \right), & \frac{\pi}{4} < r < \frac{\pi}{2} \\
2, & r \leq \frac{\pi}{4} \\
0, & r \geq \frac{\pi}{2}
\end{cases}
\]

\[
B_k(r, \theta) = H(r) G_k(\theta), \quad k \in [0, K - 1],
\]

with radial and angular parts

\[
H(r) = \begin{cases} 
\cos \left( \frac{\pi}{2} \log_2 \left( \frac{4r}{\pi} \right) \right), & \frac{\pi}{4} < r < \frac{\pi}{2} \\
1, & r \geq \frac{\pi}{4} \\
0, & r \leq \frac{\pi}{2}
\end{cases}
\]

\[
G_k(\theta) = \begin{cases} 
\alpha_k \left[ \cos(\theta - \frac{\pi k}{4}) \right]^{K-1}, & |\theta - \frac{\pi k}{4}| < \frac{\pi}{2} \\
0, & \text{otherwise}
\end{cases}
\]
where $r, \theta$ are polar frequency coordinates, and

$$\alpha_K = 2^{K-1} \frac{(K-1)!}{\sqrt{K} [2(K-1)]!}.$$  

The lowpass band is subsampled by a factor of two along both axes (and thus requires an amplitude of two). Unlike conventional orthogonal wavelet decompositions, the subsampling does not produce aliasing artifacts, as the support of the lowpass filter $L(r, \theta)$ obeys the Nyquist sampling criterion. The recursive procedure is initialized by splitting the input image into lowpass and highpass portions, using the following filters:

$$L_0(r, \theta) = L\left(\frac{r}{2}, \theta\right)/2$$

$$H_0(r, \theta) = H\left(\frac{r}{2}, \theta\right).$$

For all examples in this paper, we have used $K = 4$ orientation bands, and $N = 4$ pyramid levels (scales), for a total of 18 subbands (16 oriented, plus highpass and lowpass residuals). Figure 2 shows an example image decomposition. The basis set forms a tight frame, and thus the transformation may be inverted by convolving each complex subband with its associated complex-conjugated filter and adding the results. Alternatively, one may reconstruct from the non-oriented residual bands and either the real or imaginary portions of the oriented bands.

**2.2 Statistical Constraints**

Assuming one has decomposed an image using a set of linear filters, the constraint functions may be defined on the coefficients of this decomposition. Previous authors have used autocorrelation [e.g., 13, 6, 52, 5, 48], nonlinear scalar functions [1], and marginal histograms [23, 30, 68] of subbands. But recent nonparametric models of joint coefficient densities have produced the most visually impressive synthesis results. Popat and Picard [46] used a mixture model to capture regions of high probability in the joint density of small sets of coefficients at adjacent spatial positions and scales. Debonet and Viola [19] showed impressive
results by directly resampling from the scale-to-scale joint histograms on small neighborhoods of coefficients. These nonparametric texture models, along with our own studies of joint statistical properties in the context of other applications [55, 9], motivated us to consider the use of joint statistical constraints.

In general, we have used the following heuristic strategy for incrementally augmenting an initial set of constraint functions:

1. Initially choose a set of basic parameters and synthesize texture samples using a large library of examples.

2. Gather examples of synthesis failures, and classify them according to the visual features that distinguish them from their associated original texture examples. Choose the group of failures that produced the poorest results.

3. Choose a new statistical constraint that captures the visual feature most noticeably missing from the failure group. Incorporate this constraint into the synthesis algorithm.

4. Verify that the new constraint achieves the desired effect of capturing that feature by re-synthesizing the textures in the failure group.

5. Verify that the original constraints are still necessary. For each of the original constraints, find a texture example for which synthesis fails when that constraint is removed from the set.

This strategy resembles the greedy entropy-minimization approach proposed by Zhu et al. [68], but differs in that: 1) the constraint set is not adapted for a single texture, but to a reference set of textures; and 2) the procedure is driven by perceptual criteria rather than information-theoretic criteria. Our constraint set was developed using this strategy, beginning with a set containing only correlation measures. Below, we describe each of the resulting constraints, providing some motivation for its inclusion, and demonstrating its necessity by showing two examples of synthesis failures when that constraint is removed from the set.

Marginal Statistics. The statistics of gray-level texture pixels express the relative amount of each intensity in the texture. Many texture models make direct use of the pixel histogram to characterize this distribution (e.g. [26, 30, 68, 48]). A more complete description of the gray-level distribution, which includes some basic spatial information, consists of characterizing the marginal statistics of the blurred versions of the image at different scales. In our current model we have found it sufficient to measure three normalized sample moments (variance, skewness, and kurtosis) together with the range (minimum and maximum intensities) for the pixel statistics, and the skewness and kurtosis of the lowpass images computed at each level of the recursive pyramid decomposition illustrated in figure 1 (their variance is included in the autocorrelation, described next). Figure 3 demonstrates the necessity of these pixel-domain statistics for proper synthesis of two different example textures.

Coefficient Correlation. The coefficients of our wavelet decomposition are typically correlated for two reasons. First, the representation is highly overcomplete, so the coefficients lie within a linear subspace. More importantly, covariances of subband coefficients can arise from spectral peaks (i.e., periodicity) or ridges (i.e., globally oriented structure) in a texture [25].
Figure 3. Necessity of marginal constraints. Left column: original texture images. Middle: Images synthesized using full constraint set. Right: Images synthesized using all but the marginal constraints.

In order to represent such spectral features, we should include the local autocorrelation of each subband as a texture descriptor. However, due to the overcompleteness of our linear representation, the spatial correlation of the subband responses are highly redundant, and thus unsuitable for a compact model. A more efficient set of parameters which describe the same type of features is obtained using the local autocorrelation of the lowpass images computed at each level of the recursive pyramid decomposition. This set of parameters provide high spectral resolution in the low frequencies and low spectral resolution in high frequencies, which is a natural solution for a scale-invariant modeling of images (see [58]). It has been known for some time that correlation measurements alone are not sufficient to capture the structure of many natural textures [37, 51, 23]. But in the context of our model, they are still necessary to represent periodic structures and long-range correlations. This is illustrated in figure 4.

Magnitude Correlation. Each of the parameters described thus far have been used by previous authors for texture synthesis. But these parameters are not sufficient (at least in the context of our choice of basis) to represent many textures. In recent work, we have studied the joint statistics of wavelet coefficient amplitudes for natural images [55, 9, 62], and have found that these are quite regular. In particular, we have examined the conditional histograms of pairs of coefficient amplitudes at adjacent spatial locations, orientations, and scales. We find that the variance of the conditional density scales with the square of the conditioning coefficient, even when the raw coefficients are uncorrelated. There is an intuitive explanation for this: the “features” of real images give rise to large coefficients in local spatial
Figure 4. Necessity of raw autocorrelation constraints. Left column: original texture images. Middle: Images synthesized using full constraint set. Right: Images synthesized using all but the autocorrelation constraints.

neighborhoods, as well as at adjacent scales and orientations. The use of joint statistics of rectified subband coefficients also appears in the human vision literature in the form of "second-order" texture analyzers and models [see 28, 4]. The idea is to decompose the image with a linear basis, rectify or square the coefficients, and then apply a second linear transform. These measures may be used to represent or compare textures, or to segment an image into homogeneous simpler ("first-order") texture regions.

Figure 5 shows the steerable pyramid coefficient magnitudes of two texture images. One can see that the magnitudes (and the relationship between them) capture important structural information about each of these textures. In particular, large magnitudes appear at the same locations in the "squares" texture, and large magnitudes of the two diagonal orientations are anti-correlated in the herringbone texture. Such correlations are often present despite the fact that the raw coefficients may be uncorrelated. This can occur because variations in phase across the image lead to cancellation. Furthermore, the magnitude correlation is not purely due to the linear basis we have chosen: Different images reveal different degrees of correlation. As a simple summary of this dependence, we compute the correlation of the complex magnitude of pairs of coefficients at adjacent positions, orientations and scales. Note that computing the cross-scale statistics requires that the coarse subband be upsampled and interpolated to match the dimensions of the fine subband. Figure 6 demonstrates the necessity of the magnitude correlation constraints: high contrast locations in the image are no longer organized along lines or edges.
**Figure 5.** Normalized magnitude responses of the steerable pyramid subbands for two example textures images (shown at left).
Cross-scale Phase Statistics In earlier instantiations of our model [54], we found that many examples of synthesis failure were due to inability to represent the phase of the responses to local features, such as edges and lines. For example, a white line on a dark background will give rise to a zero phase response in the coefficients of all scales along that line, whereas a dark line on a light background will produce a $\pi$ response. Similarly, an edge will produce either $+\frac{\pi}{2}$ or $-\frac{\pi}{2}$ phase responses along the edge, depending on the polarity of the edge. As an intermediate case, a feature with a sawtooth profile will create phase responses that shift with the spatial frequency of the subband. Such gradients of intensity occur, for example, when convex objects are illuminated diffusely, and are responsible for much of the three dimensional appearance of these textures.

In order to capture the local phase behavior, we have developed a novel statistical measurement that captures the relative phase of coefficients of bands at adjacent scales. In general, the local phase varies linearly with distance from features, but the rate at which it changes for fine-scale coefficients is twice that of those at the coarser scale. To compensate for this, we double the complex phase of the coarse-scale coefficients, and compute the cross-correlation of these modified coefficients with the fine-scale coefficients. Mathematically,

$$\phi(f, c) = \frac{c^2 \cdot f^*}{|c|},$$

where $f$ is a fine-scale coefficient, $c$ is a coarse-scale coefficient at the same location. Defining $\hat{c} = c^2 / |c|$, we can express the expectation of that product as:

$$\mathcal{E} (\hat{c} f^*) = \mathcal{E} (f \hat{c}_r + f_i \hat{c}_i) + i \mathcal{E} (f_r \hat{c}_i - f_i \hat{c}_r)$$
Figure 7. Illustration of the “relative phase” statistic for two one-dimensional signals, shown in the top row. Left two columns: Responses to an impulse signal. Right two columns: Responses to a step edge signal. The left plots in each pair of columns show real/imaginary parts, and the right plots show the corresponding magnitude/phase.

$$\approx 2E (f_r c_r) + 2i E (f_r c_i),$$

where the approximation holds because $(c_r, c_i)$ is a quadrature-phase pair (approximately), as is $(f_r, f_i)$. Thus, relative phase is captured by the two real expectations $E (f_r c_r)$ and $E (f_r c_i)$. This statistic is illustrated in figure 7 for two one-dimensional signals: An impulse function, and a step edge. Note the difference in the real/imaginary parts of the relative phase statistic for the two signals. Figure 8 demonstrates the importance of this phase statistic in representing textures with strong illumination effects. In particular, when it is removed, the synthesized images appear much less three-dimensional and lose the detailed structure of shadows.

2.3 Summary of Statistical Constraints

As a summary of the statistical model proposed, we enumerate the set of statistical descriptors, review the features they capture, and give their associated number of parameters.

- Marginal statistics: skewness and kurtosis of the partially reconstructed lowpass images at each scale ($2(N + 1)$ parameters), variance of the highpass band (1 parameter), and mean, variance, skew, kurtosis, minimum and maximum values of the image pixels (6 parameters),

- Raw coefficient correlation: Central samples of the autocorrelation of the partially reconstructed lowpass images, including the lowpass band ($((N + 1) \cdot \frac{M^2 + 1}{2}$ parameters) These characterize the salient spatial frequencies and the regularity (linear predictability) of the texture, as represented by periodic or globally oriented structures.

- Coefficient magnitude statistics: Central samples of the autocorrelation of magnitude of each subband ($N \cdot K \cdot \frac{M^2 + 1}{2}$ parameters), cross-correlation of each subband magnitudes
Figure 8. Necessity of cross-scale phase constraints. Left column: original texture images. Middle: Images synthesized using full constraint set. Right: Images synthesized using all but the cross-scale phase constraints.

with those of other orientations at the same scale \( N \cdot \frac{K(K-1)}{2} \) parameters), and cross-correlation of subband magnitudes with all orientations at a coarser scale \( K^2(N - 1) \) parameters). These represent structures in images (e.g., edges, bars, corners), and “second order” textures.

- Cross-scale phase statistics: cross-correlation of the real part of coefficients with both the real and imaginary part of the phase-doubled coefficients at all orientations at the next coarser scale \( 2K^2(N - 1) \) parameters). These distinguish edges from lines, and help in representing gradients due to shading and lighting effects.

For our texture examples, we have made choices of \( N=4 \), \( K=4 \) and \( M=7 \), resulting in a total of 710 parameters. We emphasize that this is a universal (non-adapted) parameter set. High quality synthesis results may be achieved for many of the individual textures in our set using a much-reduced subset of these parameters. But, as we have shown in figures 3–8, removal of any one group of parameters leads to synthesis failures for some textures.

3 Implementation and Results

3.1 Sequential Projection, Convergence, and Efficiency

Figure 9 shows a block diagram of our synthesis-by-analysis algorithm. The process is initialized with an image containing samples of Gaussian white noise. The image is decomposed into a complex steerable pyramid. A recursive coarse-to-fine procedure imposes the statistical constraints on the lowpass and bandpass subbands, while simultaneously reconstructing
a lowpass image. A detailed diagram of this coarse-to-fine procedure is shown in figure 10. The autocorrelation of the reconstructed lowpass image is then adjusted, along with the skew and kurtosis, and the result is added to the variance-adjusted highpass band to obtain the synthesized texture image. The marginal statistics are imposed on the pixels of this image, and the entire process is repeated. For accelerating the convergence, at the end of the loop, we amplify the change in the image from one iteration to the next by a factor of 1.8. Details of each of the adjustment operations are given in the Appendix.

The algorithm we have described is fairly simple, but we cannot guarantee convergence. The projection operations are not exactly orthogonal and the constraint surfaces are not all convex. Nevertheless, we find that convergence is achieved after about 50 iterations, for the hundreds of textures we have synthesized. In addition, once convergence has been achieved (to within some tolerance), the synthetic textures are quite stable, oscillating only slightly in their parameters. Figure 11 shows the evolution of a synthetic texture, illustrating the rapid visual convergence of the algorithm. Our current implementation (in MatLab) requires roughly 20 minutes to synthesize a 256 × 256 texture (in 50 iterations) on a 500 MHz Pentium workstation.

3.2 Synthesis Results

A visual texture model must be tested visually. In this section, we show that our model is capable of representing an impressive variety of textures. Figure 12 shows a set of synthesis results on artificial texture images. The algorithm handles periodic examples quite well, producing output with the same periodicities and structures. Note that the absolute phase of the synthesized images is random, due to the translation-invariant nature of the algorithm, and the fact that we are treating boundaries periodically in all computations. Also shown are results on a few images composed of repeated patterns placed at random non-overlapping positions within the image. Surprisingly, our statistical model is capable of representing these types of texture, and the algorithm does a reasonable job of re-creating these images, although there are significantly more artifacts than in the periodic examples.

Figure 13 shows two pairs of counterexamples that have been used to refute the Julesz conjecture. The leftmost pair were originally created by Julesz [7]; they have identical third-order pixel statistics, but are easily discriminated by human observers. Our model succeeds, in that it can reproduce the visual appearance of either of these textures. In particular, we have seen that the strongest statistical difference arises in the magnitude correlation statistics.

\textsuperscript{2} Additional examples and source code are available on the internet at http://www.cns.nyu.edu/~lcv/texture/.
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**Figure 10.** Block diagram describing the coarse-to-fine adjustment of subband statistics and reconstruction of intermediate scale lowpass image (gray box of figure 9).

**Figure 11.** Example texture synthesis progression, for 0, 1, 2, 4 and 64 iterations. Original image shown in figure 5.
Figure 12. Synthesis results on artificial textures. For each pair of textures, the upper image is the original texture, and the lower image is the synthesized texture.
The rightmost pair were constructed by Yellott [64], to have identical *sample* autocorrelation. Again, our model does not confuse these, and can reproduce the visual appearance of either one.

Figure 14 shows synthesis results photographic textures that are pseudo-periodic, such as a brick wall and various types of woven fabric. Figure 15 shows synthesis results for a set of photographic textures that are aperiodic, such as the animal fur or wood grain. Figure 16 shows several examples of textures with complex structures. Although the synthesis quality is not as good as in previous examples, we find the ability of our model to capture salient visual features of these textures quite remarkable. Especially notable are those examples (in all three figures) for which shading produces a strong impression of three-dimensionality.

Finally, it is instructive to apply the algorithm to images that are structured and highly inhomogeneous. Figure 17 shows a set of synthesis results on an artificial image of a “bull’s eye”, and photographic images of a crowd of people and a face. All three produce quite compelling results that capture the local structure of the original images, albeit in a globally disorganized fashion.

As explained in section 1.1, synthesis failures indicate insufficiency of the parameters. In keeping with the methodology prescribed in 2.2, we have created a set of artificial textures that have some of the attributes that our model fails to reproduce. Figure 18 shows synthesis examples for these examples. The first of these contains black bars of all orientations on a white background. Although a texture of single-orientation bars is reproduced fairly well (see figure 12), the mixture of bar orientations in this example leads to the synthesis of curved line segments. In general, the model is unable to distinguish straight from curved contours, except when the contours are all of the same orientation. The same type of artifact may be seen in the synthesis of pine shoots (figure 16). The second example contains bars of different grayscale value. The synthesized image does not capture the abruptness of bar endings nearly as well as the black-and-white example in figure 12. This is because the pixel marginal statistics
Figure 14. Synthesis results on photographic pseudo-periodic textures. See caption of figure 12.
Figure 15: Synthesis results on photographic aperiodic textures. See caption of figure 12.
Figure 16. Synthesis results on complex structured photographic textures. See caption of figure 12.
provide an important constraint in the black-and-white example, but are not as informative in the grayscale example. The third example contains ellipses of all orientations. Although the synthesized result contains black lines of appropriate thickness and curvature, most of them do not form closed contours. A similar artifact is present in synthesis of beans (figure 16). This and the previous problem are due in part to the lack of representation of “end points” in the model. Finally, the fourth example contains polygonal patches of constant gray value. Within each subband of the steerable pyramid, the local phase at polygon edges is equally likely to be positive as negative, and thus averages to zero. The local phase descriptor is unable to distinguish lines and edges in this case, and the resulting synthetic image has some transitions that look like bright or dark lines, rather than step edges. An analogous problem occurs with textures containing lines of different polarities. Again, the pixel marginal statistics are not beneficial in this example.

3.3 Extensions

As a demonstration of the flexibility of our approach, we can modify the algorithm to handle applications of constrained texture synthesis. In particular, consider the problem of extending a texture image beyond its spatial boundaries (spatial extrapolation). We want to synthesize an image in which the central pixels contain a copy of the original image, and the surrounding pixels are synthesized based on the statistical measurements of the original image. The set of all images with the same central subset of pixels is convex, and the projection onto such a convex set is easily inserted into the iterative loop of the synthesis algorithm. Specifically, we need only re-set the central pixels to the desired values on each iteration of the synthesis.
loop. In practice, this substitution is done by multiplying the desired pixels by a smooth mask (a raised cosine) and adding this to the current synthesized image multiplied by the complement of this mask. The smooth masks prevents artifacts at the boundary between original and synthesized pixels, whereas convergence to the desired pixels within the mask support region is achieved almost perfectly. This technique is applicable to the restoration of pictures which have been destroyed in some subregion (“filling holes”) [e.g., 32], although the estimation of parameters from the defective image is not straightforward. Figure 19 shows a set of examples that have been spatially extrapolated using this method. Observe that the border between real and synthetic data is barely noticeable. An additional potential benefit is that the synthetic images are seamlessly periodic (due to circular boundary-handling within our algorithm), and thus may be used to tile a larger image.

Finally, we consider the problem of creating a texture that lies visually “in between” two other textures. The parameter space consisting of spatial averages of local functions has a type of convexity property in the limit as the image lattice grows in size.3 Figure 3.3 shows three images synthesized from parameters that are an average of the parameters for two example textures. In all three cases, the algorithm converges to an interesting-looking image that appears to be a patchwise mixtures of the two initial textures, rather than a new homogeneous texture that lies perceptually between them. Thus, in our model, the subset of parameters corresponding to textures (homogeneous RFs) is not convex!

3Linear combinations of the statistical measurements of two different textures correspond to the statistics of an image divided into two regions containing the two textures. Subband coefficients near the boundary will be corrupted, but in the limit as the image size goes to infinity, their contribution to the statistics goes to zero.
Figure 19. Spatial extrapolation of texture images. Upper left corner: example of an initial image to be extrapolated. Center shows an example texture image, surrounded by a black region indicating the pixels to be synthesized. Remaining images: extrapolated examples (central region of constrained pixels is the same size and shape in all examples).
4 Discussion

We have described a universal parametric model for visual texture, based on a novel set of pairwise joint statistical constraints on the coefficients of a multi-scale image representation. We have described a framework for testing the perceptual validity of this model in the context of the Julesz conjecture, and developed a novel algorithm for synthesizing model textures using sequential projections onto the constraint surfaces. We have demonstrated the necessity of subsets of our constraints by showing examples of textures for which synthesis quality is substantially decreased when that subset is removed from the model. And we have shown the power and flexibility of the model by synthesizing a wide variety of artificial and natural textures, and by applying it to the constrained synthesis of boundary extrapolation. We find it especially remarkable that the model can reproduce textures with complex structure and lighting effects.

The most fundamental issue in our model is the choice of statistical constraints. We have motivated these through observations of structural and statistical properties of images, and “reverse-engineering” of early human visual processing, and we have refined and augmented these measurements by observing failures to synthesize particular types of texture. Nevertheless, there is room for improvement. First, the failures of figure 18 suggest that our constraint set is still insufficient. A more difficult problem is that our particular choices are not unique, and we cannot be sure that an alternative set of measurements would not produce similar (or better) synthesis results. Finally, the fact that some regions of the parameter space do not correspond to homogeneous RFs (see the mixture textures in figure 3.3) indicates that the current parameterization should be rearranged to give rise to a more useful topological distribution of the subset of parameters that correspond to textures. Convexity of this subset, in particular, would bring us closer to defining a perceptual distance metric for texture, and would allow us to interpolate between texture examples.

Our synthesis algorithm is closest to (and is, in fact, a generalization of) that of Heeger and Bergen [30]. It has the drawback that we cannot prove convergence. In our experience with hundreds of texture examples, however, the algorithm has never failed to converge to an image that nearly satisfies the statistical constraints. A deeper problem is that our model (in particular, the implicit probability density on the space of images) is not fully determined by
the set of constraints, but is also determined by the sampling algorithm.

It is worth comparing our model with several recent successful texture models. By far the most successful approaches in terms of visual appearance have been the non-parametric sampling techniques (notably, [45, 19, 22]). Despite the beautiful synthesis results, however, these techniques do not provide a compact representation of texture (the representation is the example texture image). Additionally, they are not easily extensible to problems that require one to infer a model from corrupted or partial information.

Amongst the parametric approaches, high-quality results have been obtained using marginal histograms of filter responses as statistical constraints [30, 68]. In the case of our particular basis set, we find that marginal statistics are insufficient to represent many of the more complex textures. This is not to say that the marginals of a larger set of filters would not be sufficient. In fact, Zhu et al. have shown, using a variant of the Fourier projection-slice theorem used for tomographic reconstruction, that large numbers of marginals are sufficient to uniquely constrain a high-dimensional probability density [68]. But increasing the number of marginals, in addition to making the representation less compact, will also slow down the convergence of most sampling algorithms. It remains to be seen whether simple models of the joint statistics, such as that introduced in this paper, can provide a more efficient representation.

Another interesting concept used in a number of recent models is to adapt the basis to the statistical properties of each individual texture example [7, 25, 48, 70, 42]. The model by Zhu et al., in particular, produces high-quality synthesis examples using a surprisingly small set of filters. The drawback with this approach is the additional computational expense (often substantial) in the filter-selection process.

We envision a number of extensions of our texture modeling approach. The results can be made much more visually compelling by introducing color\footnote{Examples are available on the internet at http://www.cns.nyu.edu/~lcv_texture/}. Preliminary results indicate that the alternating projections approach can be applied to other problems such as denoising [50]. Since the representation of a texture image is quite compact, the synthesis technique might be used in conjunction with a compression system in order to “fabricate” detail rather than encode it exactly. Finally, we believe our synthesis approach might be extended for use in constrained synthesis applications such as repairing defects (e.g., scratches or holes), “super-resolution” zooming, and “painting” texture onto an image [e.g., 31].

A Adjustment of Constraints

In this appendix, we give the mathematical details of the method by which each group of statistical constraints is imposed. Throughout, we use the symbol $t$ to denote the statistics estimated from the original sample image $\bar{x}_t$.

A.1 Adjusting Marginal Statistics

We adjust the mean, variance, skew, kurtosis and range using the following procedure: 1) subtract the sample mean, 2) adjust the sample skewness, 3) adjust the sample kurtosis, 4) adjust the sample variance and mean, and 5) adjust the range. We denote the central sample
moments as follows:
\[
\mu_n(\bar{x}) = \begin{cases} 
  x(i, j), & n = 1 \\
  (x(i, j) - \mu_1(\bar{x}))^n, & n > 1.
\end{cases}
\tag{12}
\]

For readability, we typically drop the dependence on \( \bar{x} \). The coefficients of skewness and kurtosis are defined as
\[
\eta(\bar{x}) = \frac{\mu_3(\bar{x})}{(\mu_2(\bar{x}))^{1.5}}, \\
\kappa(\bar{x}) = \frac{\mu_4(\bar{x})}{(\mu_2(\bar{x}))^2}.
\tag{13}
\]

In the following paragraphs, we describe the adjustment of each parameter.

**Mean and Variance.** These adjustments are accomplished in the usual way:
\[
\bar{x}' = (\bar{x} - \mu_1) \sqrt{\frac{\mu'_2}{\mu_2}} + \mu'_1,
\]
which corresponds to two gradient (and, in this case, orthogonal) projections.

**Range.** The range of \( \bar{x} \) is an exception in our set of constraints, because it can not be written as the expectation of a function applied to the image. We include it nevertheless, because it helps to improve the visual appearance of the results, as well as the convergence of the algorithm. The adjustment is made by clipping those pixel values that are outside the desired range. This procedure is an orthogonal projection of the image onto a hypercube of dimension \( |L| \), which is a convex set.

**Skewness.** In order to adjust the skewness, we assume \( \mu_1(\bar{x}) = 0 \), and compute the components of \( \nabla \eta(\bar{x}) \):
\[
\frac{\partial \eta}{\partial x(i, j)} = \frac{3}{|L| \mu_2} \left( \frac{\mu'_3}{3/2} \frac{\mu_1^2}{|L| \mu_2} \frac{x(i, j)^2}{|L| \mu_2} - \mu_2 \frac{\mu_1^2}{|L| \mu_2} \eta x(i, j) - \mu_2 \right).
\tag{14}
\]

Dropping the scale factor and vectorizing, we define a vector in the direction of the gradient:
\[
\vec{g} \equiv \vec{x} \odot \vec{x} - \mu_2^{1/2} \eta \vec{x} - \mu_2,
\tag{15}
\]
where \( \odot \) indicates element-wise multiplication. Following equation (8), we set the sample skewness of the projected image equal to the desired skewness:
\[
\eta(\bar{x} + \lambda \vec{g}) = \frac{\mu_3(\bar{x} + \lambda \vec{g})}{\mu_2^{3/2}(\bar{x} + \lambda \vec{g})} = \eta_t.
\tag{16}
\]

Using the fact that \( \mu_1(\bar{x} + \lambda \vec{g}) = 0 \) when \( \mu_1(\bar{x}) = 0 \), and substituting equation (15) into (16), we obtain:
\[
\eta_t = \frac{\sum_{n=0}^{3} p_n \lambda^n}{\left[ \sum_{n=0}^{2} q_n \lambda^n \right]^{3/2}},
\tag{17}
\]
where
\[ p_3 = \mu_6 - 3\mu_2^{1/2}\eta\mu_5 + 3\mu_2(\eta^2 - 1)\mu_4 + \mu_2^3(2 + 3\eta^2 - \eta^4) \]
\[ p_2 = 3(\mu_5 - 2\mu_2^{1/2}\eta\mu_4 + \mu_2^{5/2}\eta^3) \]
\[ p_1 = 3(\mu_4 - \mu_2^2(1 + \eta^2)) \]
\[ p_0 = \eta\mu_2^{3/2} \]
\[ q_2 = \mu_4 - (1 + \eta^2)\mu_2^2 \]
\[ q_1 = 0 \]
\[ q_0 = \mu_2. \]

Squaring both sides of equation (17), yields the algebraic equation:
\[ \sum_{n=0}^{6} a_n\lambda^n = 0, \]  
where
\[ a_6 = p_3^2 - \eta^2 q_2^2, \]
\[ a_5 = 2p_3p_2 \]
\[ a_4 = p_2^2 + 2p_3p_1 - 3\eta^2 q_2^2 q_0 \]
\[ a_3 = 2(p_3 p_0 + p_2 p_1) \]
\[ a_2 = p_1^2 + 2p_2 p_0 - 3\eta^2 q_2 q_0^2 \]
\[ a_1 = 2p_1 p_0 \]
\[ a_0 = p_0^2 - \eta^2 q_0^3. \]

From the six solutions of equation (19) we choose the minimum amplitude solution satisfying equation (16) in the interval around \( \lambda = 0 \) where \( \eta(\lambda) \) has positive slope. When there is no solution within this interval, one of its extreme values is chosen.

**Kurtosis.** This adjustment is analogous to the skewness case. Assuming \( \mu_1(\bar{x}) = 0 \), we define a vector in the direction of the gradient:
\[ \bar{\gamma} \equiv \bar{x} \odot \bar{x} \odot \bar{x} - \alpha \bar{x} - \mu_3, \]
where \( \alpha = \mu_4/\mu_2 \). Applying equation (8) and the definition (13) we obtain
\[ \kappa_t = \frac{\sum_{n=0}^{4} p_n\lambda^n}{\left[\sum_{n=0}^{2} q_n\lambda^n\right]^2}, \]
where
\[ p_4 = \mu_{12} - 4\alpha\mu_{10} - 4\mu_3\mu_9 + 6\alpha^2\mu_8 + 12\alpha\mu_3\mu_7 + 6\mu_3^2\mu_6 - 4\alpha^3\mu_6 - 12\alpha^2\mu_3\mu_5 + \alpha^4\mu_4 - 12\alpha\mu_3^2\mu_4 + 4\alpha^3\mu_3^2 + 6\alpha^2\mu_3^2\mu_2 - 3\mu_3^4 \]
\[ p_3 = 4(\mu_{10} - 3\alpha\mu_8 - 3\mu_3\mu_7 + 3\alpha^2\mu_6 + 6\alpha\mu_3\mu_5 + 3\mu_3^2\mu_4 - \alpha^3\mu_4 - 3\alpha^2\mu_3^2 - 3\mu_4\mu_3) \]
\[ p_2 = 6(\mu_8 - 2\alpha\mu_6 - 2\mu_3\mu_5 + \alpha^2\mu_4 + (\mu_2 + 2\alpha)\mu_3^2) \]
\[ p_1 = 4(\mu_6 - \alpha^2\mu_2 - \mu_3^2) \]
\[ p_0 = \mu_4 \]
\[ q_2 = p_1/4 \]
\[ q_1 = 0 \]
\[ q_0 = \mu_2. \]

We now solve the fourth degree algebraic equation given in (21), and follow the same criterion as with the skewness for choosing a solution.
A.2 Adjusting Subband Auto-correlation

Assuming \( L \) is a rectangular grid of \( N \times M \) pixels, we will use the following estimator for the (circular) autocorrelation of an image \( \bar{x} \):

\[
A(n,m) = x(i,j)x(|i + n|N,|j + m|_M),
\]

where \( |a + b|_N \) indicates the sum of \( a \) and \( b \) modulo \( N \). The partial derivatives of this statistic with respect to the pixel at location \((i,j)\) are given by

\[
\frac{\partial A(n,m)}{\partial x(i,j)} = \frac{1}{|L|} [x(|i + n|N,|j + m|_M) + x(|i - n|N,|j - m|_M)],
\]

Following equation (10) we arrive at an expression for the projected image:

\[
x'(i,j) = x(i,j) + \frac{1}{|L|} \sum_{(n,m) \in \mathcal{N}} \lambda_{n,m} [x(|i + n|N,|j + m|_M) + x(|i - n|N,|j - m|_M)],
\]

where \( \mathcal{N} \) is the neighborhood composed by all the (one-sided, non-redundant) samples \((n,m)\) of the autocorrelation we want to adjust (for example, if we choose to fix the central \(7 \times 7\) samples of the autocorrelation, then \(|\mathcal{N}| = (7^2 + 1)/2 = 25\), and \(\{\lambda_{n,m}\}\) is a set of unknown real constants. We can write the previous expression as

\[
x'(i,j) = x(i,j) \otimes h_{\mathcal{N}}(i,j),
\]

where \( \otimes \) indicates circular convolution and \( h_{\mathcal{N}}(i,j) \) is an even-symmetric kernel with spatial support equal to a symmetrized version of \( \mathcal{N} \). Thus, the autocorrelation is adjusted by applying a zero-phase moving average filter to the image.\(^5\)

We can solve for the (non-redundant) samples of the filter \( h_{\mathcal{N}} \) by setting the autocorrelation samples of the updated image to be the desired ones:

\[
A'(n,m) = \sum_{(k,l) \in \mathcal{N}} \sum_{(p,q) \in \mathcal{N}} h_{\mathcal{N}}(k,l)h_{\mathcal{N}}(p,q)
\]

\[
[A_l(n + p + k,m + q + l) + A_l(n - p + k,m - q + l) + A_l(n + p - k,m + q - l) + A_l(n - p - k,m - q - l)], \quad \forall(n,m) \in \mathcal{N}.
\]

This system of \(|\mathcal{N}|\) quadratic equations and \(|\mathcal{N}|\) unknowns might have up to \(2^{|\mathcal{N}|}\) valid solutions. As we are interested in a filter that changes the image as little as possible, a natural initial guess for the solution is the identity filter, \( \delta(i,j) \) (the Kronecker delta). However, a better initial guess can be computed by solving for the even symmetric kernel \( A_k(n,m) \) with \(2|\mathcal{N}|-1\) non-zero samples that satisfies

\[
A_l(n,m) = A(n,m) * A_l(n,m),
\]

for \((n,m) \in \mathcal{N}\), where \( * \) indicates convolution.

Arranging the samples of the current autocorrelation \( A(n,m) \) that influence the convolution result in a circulant matrix and \( A_k \) and \( A_l \) in column vectors, the previous expression

\(^5\)Accordingly, if we wanted to fix the autocorrelation using an orthogonal projection, we would use the inverse operation: a zero-phase auto-regressive (all pole) filter localized in \( \mathcal{N} \). But the calculation of such a filter is more difficult than in the moving average case.
can be written as a system of $|\mathcal{N}|$ linear equations and $|\mathcal{N}|$ unknowns. When the resulting $A_h$ is positive definite (i.e., its DFT, which is real, is non-negative), this kernel can be interpreted as $A_h(n, m) = h_{\chi}(n, m) * h_{\chi}(-n, -m)$, and we can solve for a $h_{\chi}$ satisfying the constraints by computing the square root of its Fourier transform and inverse transforming. In general, this Fourier spectrum will not be positive, and we will have to use the square root of its absolute value:

$$h_{\chi}(i, j) \approx \text{DFT}^{-1} \left\{ \sqrt{\text{DFT} \{ A_h(i, j) \}} \right\}. \quad (29)$$

Despite the use of this somewhat crude approximation, we obtain accuracy typically greater 70 dB SNR after only a few iterations of the synthesis loop.

### A.3 Adjusting Subband Cross-Correlations

At the coarsest scale of the pyramid decomposition, we need to adjust the cross-correlation of coefficient magnitudes at all $K$ orientations. Given the set of subbands $\{x_k(i, j), k = 1 \ldots K\}$, the elements of the $K \times K$ correlation matrix $C$ are computed as:

$$C_{n,m} = x_n(i, j)x_m(i, j). \quad (30)$$

The partial derivatives of these matrix elements with respect to a coefficient of the $k$th subband are:

$$\frac{\partial C_{n,m}}{\partial x_k(i,j)} = \begin{cases} \frac{1}{|\mathcal{N}|}x_n(i, j), & m = k \\ \frac{1}{|\mathcal{N}|}x_m(i, j), & n = k \\ 0, & \text{otherwise.} \end{cases} \quad (31)$$

Applying equation (8) for obtaining the gradient, vectorizing, and dropping the scale factor yields:

$$\bar{x}_n' = \bar{x}_n + \sum_{m=1}^{K} \lambda_{n,m} \bar{x}_m, \quad (32)$$

for $n = 1 \ldots K$, where $\lambda_{n,m} = \lambda_{m,n}$. That is, the updated subbands are a symmetric linear combination of the original subbands. Arranging our $K$ vectors $\bar{x}_k$ as the rows of a matrix $\mathbf{X}$, we can express the previous equation as:

$$\mathbf{X'} = \mathbf{M}\mathbf{X}, \quad (33)$$

where $\mathbf{M}$ is a symmetric $K \times K$ matrix containing the $\lambda_{n,m}$. The cross-correlation of the original subbands may be expressed in matrix form: $\mathbf{C} = \frac{1}{|\mathcal{N}|}\mathbf{X}\mathbf{X}^T$.

We must now solve for $\mathbf{M}$ that achieves the desired cross-correlation. This may be expressed as:

$$\frac{1}{|\mathcal{N}|}\mathbf{X}'(\mathbf{X}')^T = \frac{1}{|\mathcal{N}|}\mathbf{M}\mathbf{X}(\mathbf{M}\mathbf{X})^T = \mathbf{M}\mathbf{C}\mathbf{M}^T = \mathbf{C}_t, \quad (34)$$

corresponding to a system of $K(K + 1)/2$ quadratic equations and the same number of unknowns (distinct elements of $\mathbf{M}$). As in the case of the autocorrelation, we can obtain a good approximation for a solution of this system using the following direct technique. First, we compute the eigenvector factorization of both the desired and the current correlation matrices:

$$\mathbf{C} = \mathbf{V}\mathbf{D}\mathbf{V}^T, \quad \mathbf{C}_t = \mathbf{V}_t\mathbf{D}_t\mathbf{V}_t^T, \quad (35)$$
where the $D$ matrices are diagonal with strictly positive entries, and the $V$ matrices are orthogonal. By substituting these eigenvector expansions into equation (34), it is easy to verify that the complete set of solutions for $M$ are of the form:

$$M = V_t D_t^{1/2} O D^{-1/2} V^T,$$

where $O$ is any orthonormal matrix. A solution that is nearly optimal (specifically, it becomes symmetric as $C \to C_t$) is:

$$O = V_t^T V.$$

In contrast with the auto-correlation adjustment, this solution provides an exact adjustment of the cross-correlation.

### A.4 Adjusting Cross-Correlation with Fixed Subbands

Our sequential algorithm proceeds from coarse to fine scales. At all scales but the coarsest, we need not adjust only the cross-correlation of coefficients across the $K$ orientations, but also the cross-correlation with the previously adjusted subbands at the coarser scale. This is done for both the coefficient magnitudes, and also for the phase-doubled complex coefficients. We define the cross-correlation matrix $B$ of the subbands to be adjusted with a set of $M_s$ subbands $\{y_k(i,j)\}$ defined on the same lattice $L$:

$$B_{n,m} = \frac{1}{L} \bar{y}_m(i,j) y_m(i,j).$$

Differences in the sampling rates between the two subbands are eliminated by upsampling and interpolating the coarse-scale bands.

The gradient contains the following components:

$$\frac{\partial B_{n,m}}{\partial \bar{x}_k(i,j)} = \begin{cases} \frac{1}{L} y_m(i,j), & n = k \\ 0, & \text{otherwise}. \end{cases}$$

Combining these components with those computed in the previous section, vectorizing, and discarding scale factors, we obtain an expression for the updated coefficients:

$$\bar{x}_k' = \bar{x}_k + \sum_{n=1}^{K} \lambda_{k,n} \bar{x}_n + \sum_{m=1}^{M_s} \mu_{k,m} \bar{y}_m,$$

for $k = 1 \ldots K$. As before, $\lambda_{k,n} = \lambda_{n,k}$, but note that $\mu_{k,m}$ need not exhibit symmetry. Analogous to the development of the previous section, we write this equation in a matrix form:

$$X' = MX + KY,$$

where $M$ is an unknown $K \times K$ symmetric matrix, and $K$ is an unknown $M_s \times K$ matrix. We must now solve for $M$ and $K$ that achieve the desired cross-correlations:

$$\frac{1}{|L|} X'(X')^T = \frac{1}{|L|} [MXX^TM + MXY^TK + KYX^TM + KYY^TK^T]$$

$$= MCM^T + MBK^T + KB^TM + KEK^T$$

$$= C_t,$$

and
\[
\frac{1}{|\mathcal{L}|}X'Y^T = \frac{1}{|\mathcal{L}|} \left[ MXY^T + KYY^T \right] \\
= MB + KE \\
= B_t, \tag{43}
\]

where \( E = YY^T \). Solving equation (43) for \( K \) gives:

\[
K = (B_t - MB)E^{-1}. \tag{44}
\]

Substituting this into equation (42) gives a symmetric quadratic constraint on \( M \):

\[
M \left[ C - BE^{-1}B^T \right] M^T = C_t - B_tE^{-1}B_t^T. \tag{45}
\]

This constraint is in the same form as equation (34), and thus the solution for \( M \) may be found using the same eigenvalue technique. The solution for \( K \) is then obtained by substituting \( M \) into equation (44).
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