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With  the advent  of cloud computing and online services, large enterpr ises rely heavily on their  datacenters 

to serve end users. A large datacenter  facility incurs increased maintenance costs in  addit ion to service 

unavailability when there are increased fa ilures. Among different  server  components, hard disk dr ives are 

known to contr ibute sign ificant ly to server fa ilures; however , there is very lit t le understanding on the 

major  determinants of disk fa ilures in  datacenters. In  th is work, we focus on the in ter-relat ionship 

between temperature, workload, and hard disk dr ive fa ilures in a large scale datacenter. We present  a 

dense storage case study from a populat ion housing thousands of servers and ten thousands of disk dr ives, 

host ing a large scale on line service at  Microsoft . We specifica lly establish cor relat ion between 

temperatures and fa ilures observed at  different  locat ion granular it ies: a) inside dr ive locat ions in  a server  

chassis, b) across server  locat ions in  a rack and c) across mult iple racks in  a datacenter. We show that 

temperature exhibits a st ronger  correlat ion to fa ilures compared to the cor relat ion of disk u t ilizat ion with 

dr ive fa ilures. We establish that  var iat ions in  temperature are not  sign ificant  in  datacenters and have 

lit t le impact  on fa ilures. We also explore workload impacts on temperature and disk fa ilures and show 

that  the impact  of workload is not  sign ificant. We then exper imenta lly evaluate knobs that control disk 

dr ive temperature, including workload and chassis design knobs. We corroborate our  findings from the 

real data study and show that  workload knobs show min imal impact  on temperature. Chassis knobs like 

disk placement  and fan speeds have a larger  impact  on temperature. F inally, we a lso show the proposed 

cost benefit  of temperature opt imizat ions that  increase hard disk dr ive reliability.  
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1. INTRODUCTION 

As large en terpr ises move to modular  da tacenters [Hamilton  2007] and efficien t  

cooling pract ices become prevalent [Greenberg et  a l. 2006], we move closer  to the 

limits of cost  efficiency ach ievable in  that  domain. Capita l and opera t ional cost  

margins are fir st  order  constra in ts for  large scale on line services like Search and 

Cloud Comput ing. Tradit ional da tacenter  designs that  guaranteed stable operat ing 

condit ions are giving way to more flexible designs that  cu t  cost  a t  the expense of 

datacenter  opera t ing condit ions. Hence understanding impact  of da tacenter  
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operat ing condit ions on server  and datacen ter  reliability is of u tmost  impor tance in  

large sca le da tacenters. 

 

Server  components are typica lly composed of commodity elect r ica l and mechanica l 

par ts, and hence they are prone to fa ilu res. Frequent  fa ilu res reduce in frast ructure 

availability and increase the cost  of da tacenter  operat ions. In  addit ion, the server  

design in  it self cou ld be a  major  ca ta lyst  for  most  of the server  component  fa ilu res. 

For  instance, we found that  a  par t icu lar  dr ive loca t ion  in  a  dense storage 

configurat ion under  a fa ir ly constan t  workload was cont inuously exposed to h igh 

temperature condit ions, even under  nominal in let  tempera ture to the server . We 

found a h igher  number  of dr ives in  th is loca t ion fa iling more often, thereby showing 

st rong correlat ion to operat ing condit ions. Understanding the reason beh ind such 

fa ilu res enabled us to address the design issues, thereby increasing the availability of 

machines for  the par t icu lar  on line service. Ava ilability of on line services is a  key 

differentiator in todayôs competitive market. Higher server reliability ensures that 

online services can have increased ava ilability. Increasing the number  of available 

servers a lso delays the need for  provision ing new server  deployments in  datacenters. 

New server  deployments have a longer  delay cycle, and might  cause a h igh  impact  

launch to be delayed, thereby causing sign ificant  financia l damage to the enterpr ise. 

Hence, having more servers tha t  are readily available affects the financia ls of a  large 

enterpr ise. 

1.1 Motivation – Hard Disk Failures in Datacenters  

 
Server  componen t  fa ilu res have indeed been recognized as impor tant  and pr ior  works 

have studied individual componen t  reliability, such as for  hard disks [Schroeder  et  a l. 

2007] [Pinheiro et  a l. 2007] and memory [Schroeder  et  a l. 2009]. F igure 1 presents 

actual data on the different  kinds of fa ilu re types observed over  a per iod of two years 

from typica l large-scale datacenters housing more than 100,000 servers. We see 

clear ly that  hard disk dr ives account  for  71% of the known fa ilu res, making it  the 

most  dominant  fa iling par t . Th is is in  par t  due to the mechanica l moving par ts of the 

disk dr ives and a lso due to the extensive use of commodity SATA dr ives in  large 

deployments. SATA disk dr ives are known for  fa iling more often than SAS dr ives, but  

are a lso cheaper  for  storage capacity per  dollar  [HP 2003]. Given  tha t  hard disk 

dr ives are the most  sign ificant  fa iling component  and recen t  previous studies 

established no conclusive rela t ionsh ip between temperature and hard disk dr ive 

fa ilu res [Pinheiro et  a l. 2007], we evaluate whether  temperature exper ienced at  the 

hard disk dr ive has st ronger  cor relat ion to fa ilu res in  th is work. 



 

1.2 Datacenter Total Cost of Ownership (TCO)  

 
Tota l Cost  of Ownersh ip defines the overa ll cost  that  a  large en terpr ise incurs to 

bu ild and opera te a large da tacenter . In  addit ion  to capita l expenditure costs, the 

TCO incorporates the operat ional costs of ma in ta in ing the datacenter , and hence is a 

holist ic represen ta t ion of the cost . We use the Tota l Cost  of Ownersh ip (TCO) model 

for  a  datacenter  given by Hamilton [Hamilton et  a l 2008]. We use the TCO model 

with  the following assumpt ions: We use a typica l large sca le da tacenter  with  10MW 

cr it ica l power  capacity, and a Power  Usage Effect iveness (PUE) of 1.25. PUE refers to 

the fract ion of power  consumed by the ent ire facilit y including cooling divided by the 

power  consumed by IT equipment  a lone. A PUE closer  to 1 denotes a  very efficien t  

datacenter  facility (1.25 PUE is typica l of t radit ional da tacenters similar  to the one 

used in  our  study). We use $10 per  Watt for  construct ion costs and a cost  of $0.10 per  

Kilowat t -hour for  u t ility power  costs. We assume that  the tota l cost  of an individual 

server  is $2000 and each server  has a typica l power  draw of 200 Watts to ca lcu late 

the Server  Capita l Expenditure. We assume a  3 year server  amor t izat ion  and a 15 

year da tacenter  amor t izat ion for  comput ing the amor t iza t ion  costs.   

 

             
 

As can be seen  from Figure 2, 61% of the tota l cost  of ownersh ip of a  datacenter  is 

contr ibuted by the actual cost  of the server . Th is is desirable, since we wan t  to spend 

as much as possible in  put t ing in  more servers in to the datacen ter . However, 

 
Figure 1. Breakdown of Hardware Componen t  Errors in  a  Large Datacenter 

 

 
Figure 2: Datacenter  3 year  Tota l Cost  of Ownersh ip 



approximately 30% of the cost  is con tr ibu ted by the power  rela ted expenses. 

Datacenter  designers like to reduce th is cost  and make t radeoffs accordingly. One 

st ra ight forward methodology is to increase the temperature at  which the datacenter  

operates, and hence reduce the amount  of cooling overhead. However , th is 

methodology comes with  a consequence ï it  increases the fa ilu res in  the da tacenter , 

and hence makes it  necessary to purchase more servers or  repa ir  the servers that  

fa iled. That  increases the TCO of the datacen ter , since we need to stock more 

hardware componen ts in  our  supply, and a lso main ta in a larger  team of technicians 

to replace fa iling components. Hence, there is a  clear  t radeoff between reducing 

cooling costs through temperature control, and the reliability in  a datacenter . Given 

that  hard disk dr ives contr ibute to more than two-th irds of a ll hardware 

replacements, we explore th is t radeoff with  respect  to hard disk dr ive fa ilu res and 

temperature in  th is work. 

 

1.3 Major Contributions  

 
In  th is work, we establish the differen t  aspects of cor rela t ion between  temperature 

and disk dr ive fa ilu res observed from the large datacenter  case study. In  addit ion  to 

temperature impact  a t  different  granular it ies, our paper  quant ita t ively evaluates the 

impact  of var ia t ions in  temperature as measured in  a live product ion environment . 

We a lso explore whether  workload var ia t ions cause temperature behavior  to be 

impacted, and a lso if workload in tensity has correlat ion to fa ilu res observed in  the 

datacenter . We conduct  exper imenta l studies to va lidate our  observat ions from real 

data. 

 

In  summary, our  major  contr ibut ions are: 

1) We show st rong correla t ion between temperatu re observed a t  different  

loca t ion granular it ies and fa ilu res observed. Specifica lly, we establish 

correlat ion between temperatures and fa ilu res observed a t  the following 

loca t ion granular it ies: a) inside dr ive locat ions in  a server  chassis, b) across 

server  loca t ions in  a rack and c) across mult iple racks in  a da tacenter . 

2) Although average temperature shows a  correla t ion  to disk fa ilu res, we show 

that  variations in  temperature or  workload changes do not  show sign ificant  

cor relat ion to fa ilu res observed in  dr ive loca t ions. 

3) We corroborate our  findings from the da tacenter  study through an 

exper imenta l evaluat ion  and show that  Chassis design knobs (disk 

placement , fan speeds) have a larger  impact  than  tun ing Workload knobs 

(in tensity, differen t  workload pa t terns), on disk temperature. 

4) With the help of Ar rhenius based temperature models and the da tacenter  

cost  model, we quan t ify the proposed benefits of temperature opt imiza t ions 

and increased hard disk dr ive reliability and show that  datacenter  

temperature control has a sign ificant  cost  advantage over  increased fan 

speeds. 

 

We believe that  th is work shall mot ivate new research in  analyzing t radeoffs for  

datacenter  opt imizat ions, given the recent  investment  in  large sca le cloud comput ing. 

 

Our  paper  is organized as follows: Sect ion 2 discusses rela ted work in  th is field, while 

Sect ion 3 specifies our  exper imenta l in frast ructure, including datacenter  

measurement  in frast ructure and workloads. Sect ion  4 presen ts the da ta and 

observa t ions from a large sca le da tacenter  study on the impacts of tempera ture and 



workload on disk dr ive fa ilu res. In  Sect ion 5, we discuss the exper imenta l eva luat ion  

of the differen t  temperatu re control knobs tha t  we considered in  our  study. Sect ion  6 

presents the Arrhenius based reliability model and an applica t ion of the model, while 

in  Sect ion 7, we provide a cost  analysis of the different  opt imiza t ions. Sect ion 8 

discusses fu ture work, and we conclude the paper  in  Sect ion 9. 

2. RELATED WORK  

 
Server  component  fa ilu res and reliability are yet  to be understood completely. 

Previous research works in  th is field have genera ted conflict ing resu lts, especia lly in  

rela t ion to subjects like the impact  of tempera ture on disk dr ive fa ilu res. With  

respect  to large sca le insta lla t ions, Gray et  a l [2005] observed fa ilu re ra tes ranging 

from 3.3-6% in  two large web proper t ies at  Microsoft . Schwar tz et  a l [2006] repor t  

fa ilu re rates of 2-6% in  the dr ive populat ion at  the In ternet  Arch ive. E lera th  et  a l 

[2004] repor t  that  end-user  fa ilu re rates can  be as much as ten  t imes h igher  than 

what  the dr ive manufactu rer  might  expect  in  their  study on server  class disk dr ives. 

Schroeder  et  a l [2007] find that  in  the field, annua l disk replacement  ra tes typica lly 

exceed 1%, with  2-4% common and up to 13% observed on some systems. The authors 

a lso present  in terest ing per-componen t  fa ilu re percentages for  three differen t  types 

of systems that  they considered. They a lso repor t  a  sign ificant  overest imat ion of 

mean t ime to fa ilu re by manufacturers. Schroeder  et  a l [2006] in  their  study of 

fa ilu res in  petasca le computers, review sources of fa ilu re in format ion for  compute 

clusters and storage systems, and project  cor responding fa ilu re rates. There are 

research  works tha t  explore the t radeoffs between workload character ist ics and 

temperature with  the help of simu lat ion  [Kim et  a l. 2006], but  do not  consider  

reliability impacts. Our  paper  considers the in ter-rela t ionsh ip between workload, 

temperature and disk dr ive reliability. 

 

One of the most  closely rela ted works to th is study is by Pinheiro et  a l [2007], which  

ident ified correlat ion between disk er rors and SMART at t r ibu tes from a large 

populat ion of ser ia l and para llel ATA dr ives. Th is paper  a lso concluded that  

temperature and act ivity levels had less correla t ion to disk fa ilu res and was a 

surpr ising resu lt  when compared to previous studies [Cole et  a l. 2000][Yang et  a l. 

1999]. Recent ly, E l-Sayed et  a l [2012] show tha t  temperature correlat ion to fa ilu res 

are weaker  than expected in  a  diverse popula t ion  of disks, and poin t  out  there m ight  

be other  factors tha t  are more dominant  than temperature, whereas we t ry to 

elim inate the impact  of diverse factors by select ing a more controlled environment. 

Yang et  a l [1999] establishes tha t  a  25 C delta  in  temperature dera tes the MTTF by a  

factor  of 2 in  their  study on Quantum hard disk dr ives. Cole et  a l [2000] from 

Seagate, present  thermal de-rat ing models showing that  MTTF could degrade by 

close to 50% when going from operat ing temperatures of 30C to 42C. Our  resu lts 

agree with  the observat ions made by Cole. Our  measured fa ilu re ra tes a lso exceed 

the AFR rates tha t  manu facturers ment ion in  their  datasheets [Seagate ES 2011]. 

Also in terest ingly, Vishwanath et  a l [2010] repor t  no correla t ion between fa ilu res 

and locat ion of servers with in  a  rack. We find in  our  case study that  temperature 

does have a st rong correla t ion to fa ilu res (with in  chassis, racks and across racks). We 

propose tha t  tempera ture impacts for  datacen ter  sca le environments should be 

factored in  knowing the server  configura t ion and datacenter  in let  temperature range. 

 

 

 

 



3. EXPERIMENTAL INFRAST RUCTURE 

3.1 Temperature Measurement Infrastructure  

 
We per form our  data  measurements on a populat ion measur ing thousands of servers 

and ten thousands of hard disk dr ives. All the servers in  th is study are ident ica l, 

with  dual CPUs and an addit ional storage enclosure con ta in ing up to 40 SATA dr ives 

in  a RAID 1+0 configurat ion. In  our  server  chassis, we are able to fit  5 disk dr ive 

columns (3.5ò SATA HDD) across the length of the server. The traditional datacenter 

racks have a cold a isle from which cold a ir  is pu lled across the server  and exhausted 

out  in  the hot  a isle [Hoelzle et  a l. 2009]. Hence the a ir  gets preheated by the t ime it  

reaches the in ter ior  hard disk dr ives and leads to h igher  tempera tures for  those hard 

disk dr ives. 

 

The temperature measurements are collected by SMART coun ters (counters 

monitored as part of every disk driveôs self-monitor ing facility) from a  sensor  

included in  the HDD enclosure in  every hard disk dr ive. The SMART coun ters for  

temperature are logged every 20 minutes by the ar ray controller  a t  a  loca l controller  

log a long with  severa l other  SMART counters. Every day th is loca l server  log is 

sh ipped to a centra l server  and arch ived. Since the populat ion is in  a live product ion  

environment  and there are var ious data that  is collected, the dura t ion of sampling is 

limited to 20 minu tes on account  of data storage limita t ions. 

 

3.2 Server Test Con figuration  

 
For  evaluat ing the impact  of server  chassis design parameters including placement  of 

disk dr ives and fan speeds, we use a dense storage disk enclosure [HP 2011] a long 

with  a standard enterpr ise server . Th is dense storage enclosure is setup to m imic the 

actual product ion setup as close as possible. However , th is does not  direct ly reflect  

any product ion storage configurat ions for  propr ietary reasons. The test  server  a lso 

has a  con troller  tha t  can log instantaneous tempera ture at  each disk dr ive. 

 

 

The storage enclosure has 5 columns of hard disk dr ives ar ranged from r igh t  to left  

as shown in  F igure 3. For  th is en terpr ise configurat ion, there are 34 disk dr ives 

present  in  an enclosure that  can hold up to 35 disk dr ives. Th is presents an 

oppor tun ity on which disk bay to leave empty, and we explore th is t radeoff in  la ter  

 
Figure 3: Dense Storage configurat ion and layou t 



sect ions. The logica l dr ive is made up of a ll the 34 disk dr ives in  a RAID 1+0 

configurat ion that  is typica l of an en terpr ise RAID setup. 

3.3 Workloads  

 
For  ana lyzing workload behavior  and its resu ltan t  impact  on varying temperatures, 

we use real datacenter  storage workloads obta ined from t race character izat ion. 

Enterpr ise storage systems are designed to suppor t  mult iple concurrent  users in  

order  to amor t ize the cost  of da ta access over  a  large number  of users. Hence 

enterpr ise workloads are typica lly composed of random IO operat ions, with  h igh  

in ter-ar r iva l ra tes. Table 1 shows the four  workloads that  we consider  being 

represen ta t ive of large sca le da tacenter  workloads.  

 

Workload  

Rd:Wr 

Ratio  Random % 

Dominan t 

B lock 

Size 

Ave rage  In te r-

arriva l (m s)  

Email 1.4 83% 8K 1.48 

UserContent 7.0 91% 4K 22.22 

Exchange 2.0 66% 32K 0.71 

Messenger 9.6 99% 8K 0.30 

Table 1: Datacen ter  Workload Character ist ics ï random access with  shor t  in ter-

ar r iva l t imes. 

 

A denser  storage solu t ion typica lly acts backend storage for  applicat ions that  requ ire 

a lot  of da ta storage, like Email and OLTP applicat ions, since denser  solu t ions makes 

it  possible to pack more storage in  lesser  space. Hence for  test ing such a h igh density 

storage solu t ion, we use storage profiles of Email backend server  (Email), a  large 

sca le file system server  at  Microsoft  (UserContent), Exchange server  (Exchange) and 

an OLTP backend profile (Messenger) that  represents user  meta-data for  a  large 

on line service. The t race character izat ion framework is based on ETW (Event  

Tracing for  Windows) [Park et  a l. 2007] and it  captures the disk IO even ts a t  the OS 

level. Th is ensures that  if we design a system that  is configured similar ly, 

regenerat ing IOs as captured dur ing the t race will be t ru ly representat ive of a  

datacenter  workload. We use publicly available disk IO genera tor  like IOMeter  

[IOMeter  2011] to replay the workload for  our  exper iments. 

 

As can  be seen from Table 1, a ll workloads have shor t  in ter-ar r iva l t imes. 

UserContent  is a  file server  workload with  m in imal storage requests, and has a  

larger  in ter-ar r iva l t ime of 22.2 milli seconds between  IO requests. Note that  the 

other  applica t ions including Email, Exchange and Messenger  (OLTP) workloads have 

less than  2 milli seconds between  each IO request . Also, note that  a ll these workloads 

are most ly random (66%-99%). Random IO requests requ ire disks to seek to 

par t icu lar  loca t ions on the disk dr ive, and hence consume more power  and hence 

cou ld resu lt  in  possible increase in  tempera ture. Since most  of these workloads are 

random, the disk dr ives are cont inuously per forming seek act ivity and a lso has no 

t ime to shut  down or  save power , since in ter-ar r iva l t imes are rela t ively shor t . In  

addit ion, typica lly for  en terpr ise workloads, seek act ivity is composed main ly of 

shor t-distance seeks [Kim et  a l. 2006] and hence there is m in ima l impact  on  

temperature. We use th is observa t ion in  the la ter  sect ions to mot iva te our  

exper imenta l evalua t ion to select  different  knobs that  have impact  on temperature. 

 



4. REAL DATACENTER CASE  STUDY 

 

In  th is sect ion , we present  a  case study with  data collected from a  live da tacen ter  

facility. We analyze the major  determinan ts of hard disk fa ilu res, and explore 

temperature correlat ion in  depth. The hard disk dr ive fa ilu res that  are considered 

here denote actua l hardware replacements as viewed from the da tacen ter  

management  perspect ive. Deta iled fa ilu re ana lysis tha t  can  ident ify sub-componen t  

er rors or  fa lse posit ives (similar  to manufacturer  lab analysis) is not  typica l in  such  

h igh secur ity environments. Throughout  the paper  we define fa ilu res as events 

leading to system downt ime tha t  was fixed by a replacement  of the component  in  the 

datacenter  floor  except  when specified. 

 

4.1 Hard Disk Drive Failure Determinants  

 
There are a number  of factors tha t  can in fluence hard disk dr ive fa ilu res, including 

age of the disk dr ive, u t ilizat ion on the hard disk dr ive (genera l wear  and tear  due to 

use), tempera ture of opera t ion, and vibrat ion.  

 

4.1.1 Age of the Disk Drive 

 
Severa l previous studies have established different  fa ilu re rates with  respect  to the 

age of the disk dr ive populat ion [P inheiro et  a l. 2007]. A typica l fa ilu re curve across 

age resembles a Weibu ll bath tub shaped curve with  a large number  of in fant  

mor ta lity, stable mid-life curve and steady increase in  fa ilu res again  a t  older  age. In 

our  study, most  of the disk dr ives are of similar  age since a ll the servers were 

deployed around similar  t imeframe when  the da tacenter  became opera t ional, and are 

past  the in fant  mor ta lit y stage. Hence the age factor  does not  become a major  

determinan t  for  our  study. Th is is ext remely beneficia l since th is helps isolate the 

impact  of other  factors on fa ilu re rates in  datacen ters.  

 

4.1.2 Vibration and SMART Monitors 

 
There cou ld be sign ificant vibrat ion due to dense storage; however  modern hard disk 

dr ives balance in terna l vibrat ion through vibra t ion compensat ion techn iques in  the 

servo mechanism of the hard disk dr ives [Guo et  a l. 2003]. We current ly do not  have 

metr ics that  expose the level of induced vibra t ion, and measur ing the impact  of 

vibrat ion is one of our  projects tha t  are current ly underway. We do collect  severa l 

SMART data  from the disk dr ive popula t ion, including Reallocated Sector  count , 

Seek er rors, Spin  up t ime, ECC errors, Temperature etc. Though we see SMART 

counters being indica t ive of some fa ilu res, a  predict ive methodology is hard to obta in . 

For  one of our  large populat ions, such a  methodology would have been able to account  

for  less than 20% of a ll disk fa ilu res. We do not  presen t  the deta ils here in  in terest  of 

space. Previous conclusions made by Pinheiro et  a l. [2007] a lso suggest  tha t  SMART 

counters do not  provide a confident  way of predict ing hard disk dr ive fa ilu res. 

4.1.3 Utilization vs Temperature 

 
The remain ing two sign ificant  fa ilu re determinants are disk u t ilizat ion and 

temperature. We need to isola te the impact  of these two metr ics tha t  are locat ion  



dependen t . One of the pr imary factors tha t  can cause more wear  on the hard disk 

dr ive is the disk u t iliza t ion (we use u t ilizat ion as a proxy for  workload duty cycle), 

which denotes the amount  of act ivity on the hard disk dr ive. According to the volume 

and data layout , cer ta in  disks might  be more st ressed than other  disks (for  instance, 

a  data volume in SQL might  have h igher  level of act ivity than a Backup volume). We 

conducted a preliminary invest igat ion to determine which of these two metr ics is 

h igh ly cor related to hard disk dr ive fa ilu res.  

F igure 4 presents the resu lts of the analysis on a tota l of 10000 hard disk dr ives 

spread across two clusters.  We correlated the ósectors read/ minuteô and ósectors 

write/ minuteô experienced by the disk drive in a particu lar  locat ion as seen by the 

controller  over  its ent ire lifet ime, to the fa ilu res observed in  that  locat ion over  a year . 

On the other  hand, we a lso correla ted the temperature observed in  those disk 

loca t ions to the number  of fa ilu res. We plot  the resu lt ing coefficient  of cor relat ion in  

F igure 4. As can be seen  from the figure, the read and wr ite act ivity on the disk 

dr ives correlate min imally with  the fa ilu res. However , dr ive temperature inside the 

chassis shows st ronger  cor rela t ion to disk fa ilu res in  the par t icu lar  loca t ion  with in  

the chassis (R va lue for  temperature is above the cr it ica l R va lue line, a t  df=30 for  a  

two-ta iled test  a t  level of sign ificance = 0.01). Hence for  the remainder  of the paper , 

we concentra te on disk dr ive tempera ture and do an in-depth temperature 

measurement  and correlat ion analysis across disk dr ive loca t ions inside chassis, 

loca t ion of a  server  with in  a rack and loca t ions of racks in  a da tacenter . 

 

4.2 Correlation of Disk Failures with Average Temperature  

 

We present  a case study where specific da tacenter  design parameters and a dense 

storage chassis design resu lted in  h igher  number  of disk fa ilu res, under  h igh 

operat ing temperature. The case study was conducted in  a ra ised-floor  da tacenter , 

conta in ing tens of thousands of hard disk dr ives in  a dense storage server  and fa ilu re 

data was collected for  a  per iod of 1 year .  

 

 
Figure 4 Temperature shows bet ter  cor rela t ion  to HDD fa ilu res than 

Workload Ut ilizat ion 

 



The resu lt  of our  study is surpr ising since ear lier  studies [Pinheiro et  a l. 2007] 

establish that  disk dr ive fa ilu res do not  increase with  increase in  temperature in  the 

field. F igure 5 shows the actual HDD temperature in  increments of one degree and 

the corresponding AFR for  our  ent ire populat ion. We see clear ly that  with  increase in  

HDD temperature, the AFR ra te increases. There are some data poin ts a t  the end of 

the spectrum that  have smaller  number  of samples and hence a  h igher  skew. For  the 

major  par t  of the dist r ibut ion (shown by PDF columns), we see that  AFR steadily 

increases as HDD temperature increases. In terest ingly, we found that  the cer ta in  

disk locat ions in  the heavy storage enclosure were exposed to h igh temperature for  a  

longer  durat ion even under  nominal in let  opera t ion temperatures. We a lso observed 

a sign ificant  difference between the in let  temperatures measured at  different  

loca t ions in  the da tacen ter. In  the next  sect ion , we presen t  our  analysis and 

observa t ions ca tegor ized by locat ion granular ity. We divide our  cor rela t ion  analysis 

in to three dist inct  temperature impact  zones: Dr ive locat ions inside the server  

chassis; Server  locat ions with in  a rack and mu lt iple rack loca t ions across the 

datacenter . There are different  factors tha t  come in to play for  each of these 

temperature zones. We shall discuss each in  more deta il in  the following sect ions. 

 

4.2.1 Correlation inside the Server Chassis 

 
Server  design is an impor tant  factor  in  determin ing the availability of machines in  a  

datacenter . Depending on the placement  of the hard disk dr ives, there cou ld be 

sign ificant  var ia t ion in  dr ive temperature. Th is is especia lly t rue in  the case of dense 

storage, since cold a ir  flows from the front  of the storage enclosure to the back. Given 

that  the workload running on the disk dr ives are similar  (no sign ificant  du ty cycle 

var ia t ions), we can establish the correla t ion if there are more fa ilu res for  dr ives 

which exper ienced h igher  opera t ing temperatures. We present  the layou t  of a  dense 

storage device in  F igure 3 that  was used in  our  case study. There are five hard disk 

dr ives columns where HDDs are arranged one beh ind the other  from the front  of the 

enclosure to the back. Hence the a ir  gets preheated by the t ime it  reaches the in ter ior  

hard disk dr ives and leads to h igh tempera tures for  those dr ives. Th is resu lts in  an 

increase in  number  of fa ilu res observed in  that  locat ion. 

 
Figure 5 Failure ra tes at  different  hard disk dr ive temperatures 

 



Figure 6 (a) shows the average tempera ture observed in  each hard disk dr ive column 

(1 through 5) across a ll the mach ines under  th is study. Note tha t  the temperatures 

increase from 27 C in  the front-most  hard disk dr ive (HDD1) to 39 C in  the four th  

hard disk dr ive column (HDD4). Th is is just  the average tempera ture measurement , 

and there were hard disk dr ives tha t  were a t  temperatures grea ter  than  45 C in  

hot ter  par ts of the da tacenter  as shown in  Figure 4. The last  dr ive (HDD5) closer  to 

the hot  a isle has a reduced temperature due to heat  dissipat ion a t  the out let . The 

corresponding tota l fa ilu res observed across the ent ire server  populat ion  over  a 

per iod of 1 year are denoted by the AFR line. Note tha t  we present  Annual Failure 

Percent  (which is a  measured populat ion based value and should not  be considered as 

the Annua lized Failure Rate, which is a  ca lcu lated metr ic that  manufacturers 

provide) for  our  populat ion that  is on cont inuous mode of opera t ion throughout  the 

year  (For  a discussion on different  annual fa ilu re ra tes, please see E lera th  et  a l. 

[2004]). The fa ilu re ra tes measured here are hence not  reflect ive of manufacturer  

quoted rates, and should be considered on ly as number  of fa ilu res ou t  of the 

populat ion under  deployment .  Out  of the hard disk dr ives tha t  were in  the front-

most  par t  of the server  chassis (HDD1), on ly 4% fa iled, whereas, for  the four th  hard 

disk dr ive (HDD4) around 6% of the tota l disks fa iled. Th is is a lmost  1.5X the 

number  of fa ilu res compared to the fron t of the chassis. Th is resu lt  shows a  st rong 

correlat ion  between temperatures observed through the SMART logs collected a t  the 

machines and the observed fa ilu res repor ted in  th is da tacenter . In  fact , the 

correlat ion coefficient  measured across the en t ire populat ion for  (average tem perature 

for drive locations inside the chassis, num ber of failu res) pa ir  is R = 0.79, wh ich is 

sign ificant ly h igh. Our  exper ience with  th is da taset  does poin t  out  tha t  lower  

temperature loca t ions do have lower  fa ilu res, and as system designers it  is a  st rong 

mot ivat ion for  reducing temperature impact  inside a chassis design. Fan speed and 

a ir flow management  helps reduce such temperature impact . 

 

Observa tion: There is a  sign i fica n t  cor rela t ion  (r  = 0.79) betw een  a ctua l  

ha r d  d r ive tem p er a tu r e insid e a  server  cha ssis d esign  a n d  the nu m ber  of 

d r ive fa i lu res. Hence cha ssis d esign  shou ld  incorp ora te tem p era tu r e 

red uct ion  op t im iza t ions. 

 

4.2.2 Correlation across Servers in a rack 

 

A datacenter  rack consists of mult iple server  chassis ar ranged on top of each other . 

The cool a ir  comes through vents closer  to the bot tom of the rack and r ises upwards. 

It  is pu lled across the server  as it  r ises up and that  direct ion is hor izonta l (as shown 

in  Figure 3). However  as it  moves up through the ver t ica l direct ion, there is an 

increase in  a ir  temperatu re due to heat  dissipat ion. There are a lso other  mechanica l 

impacts such  as the differences in  a ir  pressure (cfm) at  differen t server  locat ions 

with in  a rack. In  th is sect ion we explore if the server  locat ion and in let  temperature 

observed a t  each locat ion correlates with  the number  of disk fa ilu res observed at  tha t  

server  loca t ion.  

 

From Figure 6 (b), we see that  for  the cooler  servers (Locat ion 9, 10, 11, 12) that  are 

on the bot tom of the rack, the number  of fa ilu res is lesser  (closer  to 5%) as compared 

to hot ter  servers (Loca t ion 2) a t  6% fa ilu re rate. Th is shows a st rong correla t ion  

between server  locat ions inside a rack and the number  of fa ilu res. Th is again  

reitera tes our  observat ion that  temperature and a ir  movement  across a rack are 

sign ificant  determinants for  server  fa ilu res. The cor rela t ion coefficient  computed for  

(in let tem perature for server location with in  rack, num ber of failu res) pa ir  is R = 0.91. 



 

Obse rva tion: There is a  sign i fica n t  cor rela t ion  (R  = 0.91) betw een  the in let  

t em p er a tu res observed  w i th  resp ect  t o the p osi t ion  of t he ser ver  in t h e ra ck  

a nd  nu m ber  of fa i lu r es for  t ha t  server . The h igher  t h e a vera ge in let  

t em p er a tu re a t  a  server  loca t ion  w i th in  a  r a ck , t he h igher  t he nu m ber  of 

fa i lu res. 

 

 

4.2.3 Correlation across multiple rack location 

 

Having seen that  dr ive bay locat ion  and server  locat ion  temperatures are indeed 

major  determinan ts for  number  of fa ilu res observed in  that  loca t ion , we a lso 

determine whether  the temperatures observed across rack locat ions inside the 

datacenter are correlated to the number  of fa ilu res observed. F igure 6 (c) presents 

the tempera ture observed at  the par t icu lar  rack loca t ion  (averaged across the servers 

in  the rack). Every cluster  in  the datacen ter  has columns of mult iple racks. Each  

column has an in let  cold a isle and a corresponding hot  a isle. Every rack has 12 

servers. 

  

 
a) Within Server Chassis    b) Within a rack 

 

 
c) Across rack locations within datacenter 

 
Figure 6: Correla t ion  across differen t  locat ion granular it ies 



One impor tan t  observa t ion from Figure 6 (c) is tha t  we would expect  the 

Tempera ture line to be fa ir ly hor izon ta l a t  a  fixed datacenter  set-poin t  temperature. 

However  th is is not  the case and there is sign ificant  var ia t ion in  tempera tures across 

the datacen ter  floor . Th is is possible due to a var iety of reasons including inefficient  

hot  a isle/cold a isle conta inment , other  networking or  server  gear  ven t ing hot  a ir  in to 

the cold a isle and hot  a ir  recircu la t ion around the edges. There are other  sign ificant  

pat terns observable from the Figure, especia lly that  the r ises in  tempera ture are 

accompanied by r ises in  fa ilu res, however  we note that  there are severa l places in  the 

fi gure where th is is not  the case. However , the cor rela t ion coefficien t  for  the ent ire 

set  of data (tem perature at datacenter location, failu res at that location) is R = 0.30. 

There is indeed a posit ive correla t ion and is sta t ist ica lly sign ificant  (cr it ica l va lue of 

R at  df=120 is 0.232 for  a  two-ta iled test  a t  level of sign ificance = 0.01). Also, it  is 

clear  that  the lower  temperature racks have lower  fa ilu res and hence the mot ivat ion 

to be tempera ture-aware in  datacenter  and server  design is st ill va lid. 

 

Observa tion: There ca n  be va rying d egrees of d ev ia t ion  from  the Da t a cen ter  

set-p oin t t em p era tu re in  d i fferen t  p a r t s of t h e d a ta cen ter  floor . Hence hot  

a nd  cold  a isle con ta inm en t  solu t ions a r e n eed ed  for  h igher  efficiency in  

t ra d i t ion a l  d a t a cen ters. 

 

4.3 Impact of variations in temperature on failures  

 

Having observed the correla t ion of fa ilu res with  average temperature measured a t  

different  granu lar it ies, we explore whether  var ia t ions in  the temperature 

exper ienced by the disk dr ive has any correla t ion with  fa ilu res. Instead of just  

compar ing var iance or  standard deviat ion which  has no reference to the mean around 

which the var ia t ion occurs, we use the coefficient  of var ia t ion as a representa t ive 

metr ic. Th is metr ic is a  normalized measure of dispersion of a  probability 

dist r ibut ion and it  computes the var ia t ion of temperatures rela t ive to the mean (CV 

= ů/Õ). We saw tha t  average tempera ture exper ienced by disk dr ives a lready has a 

st rong correlat ion to fa ilu res. We a lso want  to answer  if large var ia t ions in  

temperature impact  fa ilu re ra tes. 

 

F igure 7 shows the correlat ion between  CoV (Coefficien t  of var ia t ion) clustered in to 

discrete buckets (each with  0.001 CoV) and the corresponding AFR for  a ll disks 

fa lling in to th is bucket . We a lso plot  the PDF of the dist r ibut ion to show places where 

there are h igh frequencies in  the dist r ibut ion. As can be seen from the figure, the 

actual var ia t ion of temperature measurements is around 0.8% - 3.4% of the mean for  

most  of the hard disk dr ives. Th is number  in  it self is rela t ively small, since typica l 

average temperature ranges between  35C-40C and th is var ia t ion amounts to a small 

deviat ion from th is mean . Th is is due to the fact  that  in  a t radit ional datacenter , 

in let  tempera ture to the servers is t ight ly con trolled by a ch illed water  loop 

[Pat terson  2008], and is expected to show lesser  var ia t ion. Moreover , the 

temperature difference that  we observe is between differen t  disk dr ive locat ions 

across the chassis and rack and is not  loca lized to each disk dr ive. Th is a lso agrees 

wit h  our  observat ion that  workload var ia t ions (seek requests) are expected to cause 

min imal var ia t ion to individual disk dr ive temperature. 



 

From the figure, we observe that  there is no sign ificant  cor rela t ion between the CoV 

and the resu lt ing AFR (R value of 0.21 is lower  than cr it ica l va lue of R required for  

sta t ist ica l cor relat ion), though there is a  slight  upt rend and a posit ive correlat ion at  

cer ta in  CoV. For  compar ison purposes, note tha t  cor relat ion coefficien t  of average 

temperature a t  differen t  chassis and rack locat ions with  fa ilu res was in  the 0.8-0.91 

range. Note that  th is populat ion is from an ident ica l server  design, housing a 

homogeneous load-balanced datacenter  applicat ion, and hence has lit t le var ia t ion in  

terms of age, disk dr ive model or  workload in tensit ies. 

 

Observa tion : Th is a n a lysis show s th a t  1) t em p era tu r e va r ia t ion  rela t ive to 

a ver a ge tem p er a tu re in  la rge d a t a cen ters is m in im a l  (less tha n  5%) a nd  2) 

t em p er a tu re va r ia t ion  d oes not  show  a  st rong cor rela t ion  to ha r d  d isk  d r ive 

fa i lu res in  t he p op u la t ion  und er  stu d y.   

 

4.4 Impact of Workload on temperature and failures  

 

In  the above sect ion we ident ified tha t  var ia t ions in  tempera ture do not  cor rela te 

with  fa ilu res. However , we a lso want  to independent ly see whether  workload 

var ia t ions were the cause of either  temperature or  fa ilu re. In  th is sect ion, we 

compare workload measurements to temperature and fa ilu re measurements 

separately. 

 

 

4.4.1 Workload Intensity and Temperature 

 

The collected data set  a lso conta ins the tota l number  of read and wr ites operat ions 

done on the disk dr ive a t  every collect ion in terva l. Th is is a  usefu l metr ic to have, 

since we can  figure out  the disks that  were st ressed more when  compared to other  

disks. We can then correla te the observed temperature a t  the disk dr ive to see 

whether  the disk that  had a lot  of workload requests was a t  a  h igher  temperature 

than other  disks. 

 

 
Figure 7: Correlat ion between AFR (fa ilu re rate) and CoV (Coefficient  of 

Var ia t ion) 

 



 

In  F igure 8, we plot  the workload in tensity a t  each dr ive and the corresponding 

average temperature exper ienced by the dr ive a t  that  par t icu lar  workload in tensity. 

We plot  both  read and wr ite in tensit ies. Note that  these in tensit ies are a lso 

measured for  a  20 minute in terva l due to the datacenter  da ta collect ion limita t ions. 

However , we expect  heavily accessed disks to have consistent  h igh access rates 

dur ing the ent ire per iod of operat ion, since essent ia lly in tensity is a  sum of a ll 

requests over  a 20 minute window and to have a sum that  is large, the individual 

in tensity measured every second (IO opera t ions per  second or  IOPS) should have 

been large. From the figure, we are able to note that  for  both  read and wr ite 

operat ions, increasing in tensit ies do not  show a rela t ive increase in  temperature of 

the dr ive. As we move to the h igher  wr ite and read in tensit ies, we see temperature 

swings tha t  are very h igh ï th is is due to the fact  that  the sample size at  those h igh  

in tensit ies is low and averaging them yields skewed temperature numbers. We show 

th is data  in  the graph for  completeness, bu t  a t  most  in tensit ies where there is 

sufficien t  number  of samples; we see no direct  cor rela t ion between tempera ture and 

in tensit ies. Th is confirms our  ear lier  hypothesis tha t  enterpr ise workloads have very 

lit t le idle t ime [Gurumurth i et  a l. 2003], and the resu lt ing cont inuous operat ion  

typica lly shows lit t le or  no change in  tempera ture behavior  of the disk dr ive 

[Gurumurth i et  a l. 2005], such that  it  devia tes by a sign ificant  amount  from the 

average temperature exper ienced throughout . 

 

Observa tion : Work loa d  va r ia t ions d o not  im p a ct  t em p er a tu re va r ia t ions 

sign i fica n t ly for  ou r  loa d-ba la nced  d a t a cen ter  a p p l ica t ion . 

 

 
Figure 8: Tempera ture a t  increasing read and wr ite in tensit ies at  a ll disk 

dr ives 



4.4.2 Workload Intensity and Failures 

 

In  th is sect ion, we correla te workload in tensity exper ienced a t  each disk dr ive, with  

the fa ilu res exper ienced by disk dr ives. F igure 9 shows the correlat ion between  

average reads/ average wr ites and the corresponding fa ilu res for  disk dr ives tha t  

exper ience that  read/wr ite in tensity. In  both  the char ts, X-axis plots increasing read 

and wr ite in tensit ies measured per  20 min. Y-Axis plots the fa ilu re rate for  a ll disk 

dr ives that  exper ienced that  read in tensity. We a lso plot  the pdf to show the 

dist r ibut ion of read and wr ite in tensit ies over  the measured popula t ion. We see from 

both  the char ts that  there is no correla t ion  between the read or  wr ite in tensity to the 

fa ilu res exper ienced by the disk dr ives. Th is conclusively shows that  workload 

var ia t ion in  it self does not  impact  hard disk dr ive fa ilu re a t  da tacenters. 

 

Observa tion : There is no sign i fica n t  cor rela t ion  betw een  w ork loa d  

in tensi t ies a nd  fa i lu re ra tes in  t he d a ta cen t er  p op u la t ion. 

 

4.5 Summary of observations from Datacenter data  

 

In  summary, we see tha t  average temperature has a st rong correlat ion to disk 

fa ilu res at  different  locat ions inside chassis, rack and across datacen ter  floor . 

However , we do not  observe a sign ifican t  cor rela t ion between var ia t ions in  

temperature and disk fa ilu res. The var ia t ions in  temperature are with in  5% of the 

average and hence are not  sign ifican t  enough a concern for  datacen ter  design. We 

a lso see tha t  workload var ia t ions have min imal impact  on temperature var ia t ions or  

hard disk dr ive fa ilu res in  the datacenter . 

 
 

 
Figure 9: Correla t ion  between workload in tensit ies and fa ilu re rates 

 



5. EVALUATION OF TEMPER ATURE CONTROL KNOBS  

 

Given the resu lts of the da tacenter  study, tha t  showed sign ificant  cor rela t ion 

between temperature and fa ilu re ra tes, we evaluate the va lidity of our  observat ions 

through controlled lab exper iments. In  th is sect ion, we con trol knobs that  can  

in fluence tempera ture and exper imenta lly quan t ify the benefit  of each knob. Th is 

evalua t ion is done on  a  real system resembling the actual product ion  system in  a 

controlled lab environment . We evalua te the following temperature con trol knobs in  

th is sect ion: 

1) Workload knobs (In tensity, Different  workloads) 

2) Chassis design knobs (Disk placement , Fan speeds) 

 

5.1 Workload Knobs  

 

In  Sect ion 4, we saw that  workload var ia t ions have min imal impact  on temperature. 

We want  to va lidate th is with  the help of an exper iment , where we cont rol two 

workload knobs ï we modulate the workload in tensity by con trolling in ter-ar r iva l 

ra tes; and we a lso run different  workloads tha t  have differen t  access pat terns on the 

same exper imenta l system. We then compare the impact  of these two knobs on disk 

dr ive temperature. 

5.1.1 Impact of Workload Intensity on disk temperature 

 

We modula te the in ter-a r r iva l ra te of the workload by delaying the t ime between  

every IO request . We simulate var ious in ter-ar r iva l ra te from 1 ms, 10 ms, 100 ms, 

1000 ms and 10000 ms. We a lso simulate an ar t ificia l workload with  0 in ter-ar r iva l 

t ime ï basica lly, the workload sends as much requests as it  can lim ited by the queue 

size specified (1024 in  th is case). F igure 10 plots the tempera ture measured by our 

thermal sensors in  each of the 34 dr ives in  our  exper imenta l setup. As can be seen  

from the figure, different  workload in tensit ies do not  impact  the dr ive temperature at  

each dr ive. The reason for  th is can be a t t r ibuted to the fact  tha t  the spindle motor  

contr ibutes to a sign ificant  por t ion of the power  consumpt ion of the disk dr ive 

[Sankar  et  a l. 2008] and as long as there is any act ivity on the VCM that  moves the 

read/wr ite heads, the in tensity of the operat ion  does not  have an impact  on  

temperature. 

5.1.2 Impact of workload patterns on disk temperature 

 

In  order  to ident ify whether  there is a  difference between workload access pa t ters we 

run our  su ite of different  workloads on the exper imenta l system. We do not  change 

the RAID 1+0 par t it ions to mainta in  un iform in frast ructure for  a ll our  exper iments. 

F igure 11 shows the dr ive temperature for  the different  workloads. As we can see 

from the char t , there is no sign ificant  change in  temperature exper ienced by the disk 

dr ives running different  workloads. The maximum difference is a delta  of 3C between  

Email and Messenger  (OLTP) workloads. OLTP workloads have a h igher  read:wr ite 

rat io and has a h igher  in ter-ar r iva l t ime compared to Email. They are a lso largely 

random and hence has a  slight ly h igher  seek act ivity tha t  can resu lt  in  the minor  

difference between temperatures. 

 

In  th is sect ion, we saw that  workload in tensit ies or  var ia t ions in  actual profiles do 

not  cause sign ifican t  changes in  temperature behavior  a t  the disk dr ive. Th is agrees 



with  our  observat ions from our  datacenter  study that  shows low correlat ion  between  

workload behavior  and temperature of the hard disk dr ives. Given th is low 

correlat ion a t  the disk dr ives, we believe that  invest ing in  workload modula t ion to 

control temperature at  disk dr ives yield low benefit  with  respect  to reducing 

temperature or  increasing reliability. Compared to CPU temperature control using 

DVFS schemes or  t-sta tes in  processors [Govindan  et  a l. 2009], workload modulat ion 

ach ieves lower  reduct ion in  disk tempera tures. 

 

5.2 Chassis Knobs  

 

Server  chassis is composed of severa l components including the sheet  meta l casing 

that  includes a ll the individual components like the CPU, motherboard, power  

supply, fans, memory and the hard disk dr ives, in  addit ion to a ll the cables 

connect ing the differen t  components. The layout  of each component  on the chassis is 

delibera ted and posit ioned in  a way that  opt imizes the floor  plan, signal in tegr ity and 

cost  of the overa ll solu t ion. The thermal behavior  of each componen t  in  the server  

system is impacted by the posit ion of the system relat ive to in let  temperature at  the 

cold a isle and a lso the cooling solu t ion employed. CPUs have heat  sinks tha t  absorb 

heat  produced from the processor . Hard disks however  do not  con ta in  heat  sinks in  

 
Figure 10: Temperature of 34 dr ives at  different  workload in tensit ies 

 

 
Figure 11: Impact  of runn ing different  workload profiles on disk temperature 

 



the typica l en terpr ise scenar io; however  they are cooled by chassis level fans that  

move a ir  through the chassis. The pressure difference mainta ined across the chassis 

by the rotat ing fans resu lts in  a ir  flow tha t  removes heat  from the system. Typica lly, 

the components closer  to the cold a isle have a lower  temperature, and due to the 

preheat ing effect  and the direct ion of a ir  flow, the componen ts a t  the back of the 

chassis have h igher  temperature. In  Sect ion 4.2.1 we saw the impact  of difference in  

temperature across the chassis impact  disk fa ilu res differen t ly. In  th is sect ion, we 

measure the impact  of control knobs that  can impact  tempera ture differences across 

the chassis, including disk placement  and fan speeds, on the temperature 

exper ienced by disk dr ives. 

 

5.2.1 Impact of disk placements inside the chassis  

 

In  our  exper imenta l system, there are a tota l of 35 disk bays where disk dr ives cou ld 

be connected. However , there is a  requ irement  for  on ly 34 disk dr ives in  our  system. 

We use the one available open slot  to exper iment  the impact  of disk placement  on 

temperature exper ienced by the disk dr ives. We use the column posit ions 1 t ill 5 to 

place the empty slot  in  the middle of the chassis (refer  to Sect ion 3.2). F igure 12 

shows the impact  of an empty slot  in  the system. We denote the tempera tu re of the 

empty slot  to be 0 in  the char t . Note that  whenever  there is a  sharp dip in  the ser ies, 

a fter  7 consecut ive posit ions, there is another  small dip in  temperatures. Since there 

are 7 disk dr ives ar ranged in  each column, the second dip in  each ser ies cor responds 

to the disk dr ive direct ly beh ind the empty slot . Th is exper iment  shows that  the 

posit ion of hard disk dr ives and empty slot  in fluence a ir  flow and can resu lt  in  

reducing tempera ture in  storage enclosures. We see tha t  an empty slot  can  reduce 

the temperature exper ienced by the disk dr ive behind the empty slot  by close to 5C-

7C. Hence based on the requirement  of enterpr ise applicat ions, it  might  be beneficia l 

to a llow empty slots with  the purpose of cooling disk dr ives that  exper ience a h igher  

temperature.  

 

 
Figure 12: Empty slots with  temperature of zero creates a dip in  

temperature of the dr ive direct ly beh ind the slot  (a fter  7 places) 

 



 

5.2.2 Impact of fan speeds on disk temperature 

 

Fans are the most  common solu t ion used in  servers for  moving cold a ir  across the 

server  chassis to cool hard disk dr ives. In  th is sect ion, we measure the impact  of 

different  fan RPMs on the temperature of disk dr ives in  our  exper imenta l setup. An  

increase in  fan RPM resu lts in  increase in  power  consumed by the fans since power  is 

propor t ional to the cube of the RPM.  Hence we need to eva luate the benefit  of 

reducing temperature on  reliability compared to the cost  of increased power  for  

increasing fan RPM. Figure 13 shows the rela t ionsh ip between fan speeds and 

temperature. In  our  setup, we can  con trol the fan speed RPM from 7000 RPM 

(denoted by 7000-wkld) to 12000 RPM (denoted by 12000-wkld) and we increase the 

fan RPM in  steps of 1000. We see a drop in  temperature of 5C when we increase fan  

speed from 7000 RPM to 12000 RPM. 

 

6. MODEL FOR HARD DISK RELIABILITY  

 

From our  rea l da tacenter  study and exper imenta l evalua t ion, we ident ify that  

average tempera ture has st ronger  cor rela t ion to disk fa ilu res. In  order  to quant ify 

the impact  of different  da tacen ter  in let  temperatures exper ienced by the servers, we 

needed to come up with  a model for  measur ing the reliability of the hard disk dr ives 

that  are the pr imary fa ilu re components in  the system. We used a physica l Ar rhenius 

model and est imated the act iva t ion energy based on the fa ilu res from the field. 

Ear lier  studies have est imated duty cycle has a negat ive effect  on AFR (h igher  duty 

cycles have h igher  accelerated fa ilu res) [Cole et  a l. 2000]. We factor  in  the effect  of 

duty cycle in  the propor t ional mult iplier  for  Ar rhenius model in  the next  sect ion. 

Using th is model, we est imate the AFR (Annualized Failure Rate) and consider  tha t  

to be a baseline for  compar ison between different  da tacenter  in let  temperature 

decisions. 

 

 
Figure 13: Increasing fan speeds reduces tempera tu re of disk dr ives 

 



6.1 Arrhenius model for Acceleration Factor  

 

 

The fa ilu re ra te due to elevated tempera ture is governed by the Arrhenius equat ion  

[Cole et  a l. 2000]. The Arrhenius accelerat ion factor  (AF) can be expressed as: 

 

           
Where, 

A, is a  propor t ional mult iplier   

Ea, is the act iva t ion  energy determined empir ica lly 

K, is the Boltzmannôs constant that relates energy at  the par t icle level with  

temperature observed a t  macro level 

T , is the absolu te temperature observed at  elevated tempera ture poin ts 

respect ively 

 

Accelera t ion  Factor  (AF) can a lso be expressed as the ra t io between  the t ime it  took 

to fa il under  normal temperature versus the elevated temperature. Rewr it ing above 

equat ion, 

             
Where, t2 is the t ime for  fa ilu re with  elevated temperature and t1 is the t ime to 

fa ilu re with  normal temperature. 

 

Act ivat ion energy E
a
, can be ca lcu la ted from the above equat ion . We know 

empir ica lly from Sect ion  4 that  we had a lmost  twice the number  of fa ilu res with  12 C 

increase in  temperature. Subst itu t ing the va lues in  the equat ion, we get E
a  

= 0.464 

eV. We est imate the propor t ional mult iplier  (A) for  the Arrhenius Accelera t ion  

Factor  equat ion to be 1.25 based on  workload duty cycle expectat ions. Th is mult iplier  

is ca lcu lated as a funct ion  of the du ty cycle expected and the duty cycle rated by the 

manufacturer  (similar  to [Cole et  a l. 2000]). We base our  ca lcu lat ions on the worst  

case duty cycle for  the workload (100%). We use the above empir ica lly ca lcu lated 

va lue to compose the Arrhenius model for  est imat ing Accelerat ion Factor  a t  different  

temperatures. 

 

Table 2 shows the increase in  Accelera t ion Factor  and the corresponding impact  on  

reliability (AFR). We use the 40C row as the baseline temperature and AFR value 

since it  is der ived from typica l HDD manufacturer  data sheets (eg: [Seagate ES 

2011]). We see tha t  operat ing the hard disk dr ive a t  55C increases the AFR by a lmost  

twice when compared to the AFR quoted by manufacturers at  40C. The table 

provides a handy reference sheet  for  expected fa ilu res when the hard disk dr ive 

exper iences a par t icu lar  temperature. Given a chassis design, it  is st ra ight forward to 

compute the delta  T observed by the hard disk dr ives at  different  locat ion inside the 

chassis. We computed the delta  T from SMART logs and when running a constant  

workload at  specific temperatures. We can then use Table 2 to est imate the fa ilu re 

rate for  the par t icu lar  chassis design, given the corresponding datacenter  in let  

temperature. Thus, th is provides a methodology for  select ing da tacenter  setpoin t  

based on expected reliability. 



 
Table 2. HDD tempera ture and corresponding AFR (40C is baseline) 

 

 

6.2 Application to Datacenter Setpoint Selection  

 

Th is sect ion discusses the applicat ion of Table 2 in  select ing the datacen ter  setpoin t  

temperature. The setpoin t  tempera ture determines the ch illed water  temperature. 

The lower  the setpoin t  temperature requ ired, h igher  the energy required by the 

ch iller  un its to br ing down the temperature. Hence, fixing an opt imal setpoin t  

temperature by a da ta-dr iven reliability-aware approach wou ld lead to energy 

conservat ion and bet ter  efficiency a t  the datacen ter . 

 

Table 3 presents two server  chassis design. One design conta ins the HDDs in  the 

front , and therefore is exposed to the cold a isle. The delta  T between  the 

temperatures exper ienced by the front  HDDs and the datacenter  setpoin t  

temperature is min imal (1 C). The other  server  design consists of the inner  HDDs, 

which has HDDs arranged one beh ind the other . We presen t  on ly the case of the 

worst  HDD in  the design. Because of preheat ing, the delta  T in  cold temperatures is 

20C. However  as the a ir  gets hot ter , the chassis fans will be sped up to prevent  the 

HDDs from overheat ing with  a delta  T of 10C.  For  tempera tures in-between, the 

delta  T will be assumed to be linear . Hence at  in let  of 50C, the hot test  dr ive 

exper iences a temperature of 60C. We assume tha t  for  temperatures below 40C there 

is no AFR increase and we keep tha t  as baseline AFR and compute the rela t ive AFR 

from tha t  da ta poin t. 

 

 
Table 3. Choosing Datacenter  Setpoin t  for  a) HDDs in  Front , b) Bur ied HDDs 



 

As we can observe from the table, a  fron t  facing hard disk dr ive design exper iences 

fewer  fa ilu re events at  50C in let  temperature. However , the bur ied HDD design has 

sign ificant  increase in  the rela t ive AFR of the disk dr ives. Hence we need to make 

the decision  about  housing the second design in  a datacenter  more carefu lly. If the 

threshold for  disk fa ilu res can be fixed, (say a t  1.05X the adver t ised AFR rates, a  5% 

increase over  baseline), then we need to adjust  the da tacenter  setpoin t  in let  

temperature for  a  da tacenter  having the second design at  25C. However , if a ll our  

servers had the first  design, then the setpoin t  temperature cou ld be 40C. The 15C 

delta  between these two setpoin ts is a  sign ifican t  temperature delta  to operate a  

datacenter . A 15C difference in  setpoin t  temperatu re is close to 150KW difference on  

the datacen ter  floor . Hence it  is usefu l to have such a methodology in  place for  

set t ing da tacenter  setpoin t  temperature. 

 

Obse rva tion: Da t a cen t er  setp oin t  t em p er a tu re shou ld  be selected  in  a  

rel ia b i l i t y -aw a re m a nn er  to a void  p oten t ia l  in crea ses in  server  fa i lu r es d ue 

to tem p er a tu re im p a cts. 

 

7. COST ANALYSIS OF TEM PERATURE OPTIMIZATIONS 

 

In  the preceding sect ions we saw different  temperature opt imiza t ions tha t  control 

disk temperature. In  order  to quan t ify the cost  of different  opt im izat ions, we use 

available power  costs from [Hamilton 2008] and publicly available sources to 

compare the cost  of opt imizat ions. On the other  hand, we a lso evaluate the cost  of 

increased fa ilu res by using the Arrhenius model to predict  fa ilu re increase with  

temperature. The cost  ca lcu lat ions are a measurement  of the rela t ive differences 

between different  opt ions. We use publicly available sources for  est imat ing the cost , 

and th is shou ld not  be viewed as the actua l cost  in  a typica l datacen ter . A different  

deployment  would have a different  cost  ca lcu la t ion, specific to tha t  deployment . 

 

In  th is sect ion, we consider  two opt im iza t ions: 1. Cost  of fan speed increase and 2. 

Cost  of datacenter  ch iller  costs. In  order  to est imate the cost  of fan speed increase, we 

ident ify the tota l power  increase exper imenta lly. The increase from 7000 RPM to 

12000 RPM increases the power  of the system by 137 wat ts and reduces temperature 

by 5C. We need to ca lcu la te both  the power  cost  and the cost  of increased fa ilu res to 

see which  of the cost  we should incur . For  the cost  analysis, we assume a  typica l 

power  cost  of 0.10$ per  Kilowat t-hour, and a constan t  number  of servers in  the 

datacenter  (we assume 10000 servers each rated at  1000 Wat ts to con tr ibute to an  

overa ll power  capacity of 10 Megawatts. 10 Megawatts is a  typica l da tacenter  size for  

large enterpr ises).  To compute the increase in power  cost  a lone, 

 

Power  cost  = number  of servers * increase in  power  * power  cost  (adjusted to 1 year) 

= 1.5 Mil lion / year. 

 

We use the Arrhenius equat ion to determine the difference between 5C decrease in  

temperature. We ca lcu late the difference in  accelerat ion  factor  and est imate the 

number  of fa iling disks in  the popula t ion. We assume that  the average operat ing 

temperature was 45C and a 5C decrease in  tempera ture resu lted in  a 40C operat ion. 

We plug these tempera ture va lues in  the Arrhenius equat ion, and show that  

Accelera t ion Factor  (AF) for  45C = 1.648. Compared to the AF at  40C (1.257), we see 

a 31% increase in  Accelerat ion factor  and hence the AFR% also increases by 31%. 

The average AFR quoted by disk dr ive vendors for  enterpr ise class disk dr ives is 



close to 3% of the populat ion. Assuming th is va lue, we est imate the AFR at  45C to be 

3.93%. Applying to the populat ion of 10000 servers with  34 disk dr ives each, we 

expect  an extra 3162 dr ives to fa il every year  (0.93% of overa ll popula t ion). The cost  

of replacing 3162 dr ives that  are under  warranty is min imal; however  datacenter  

environments do not  return disk dr ives to manufacturers to protect  sensit ive 

in format ion with in  the disk dr ives. Instead, they shred the disk dr ives to protect  

data. Hence, the cost  of tota l replacement  is $632,400 (at  200$ per  dr ive). To th is 

number , we add addit ional service cost  of replacement  (we assume 15% of the disk 

cost  to be the cost  of service for  each replacement  ï note that  we do not  have typica l 

numbers for  th is service, since it  is negot ia ted different ly by each vendor  for  specific 

use case [Vishwanath et  a l. 2010]). The tota l cost  of service then becomes $94860. 

The tota l cost  to the datacenter  opera tor  for  the increased fa ilu res is $727,260. 

 

The power  cost  that  a  da tacen ter  opera tor  would pay for  a  year  to increase the fan  

speeds ($1.5 Million) is a lmost  twice that  of the cost  of increased fa ilu res ($0.73 

Million). However  note that  we do not  include the cost  of service downt ime. For  

datacenter  opera tors, service downt ime is a cr it ica l metr ic, and to obta in  a 1% 

increase in  that  metr ic, they might  be willing to incur  th is ext ra cost . 

 

Another  opt im izat ion  tha t  can be used a t  the da tacen ter  level is to change the 

datacenter  setpoin t  temperature. Th is a lso lowers the tempera ture of the ent ire 

server  chassis in  addit ion to lower ing the temperatu re for  the ent ire da tacenter . The 

power  consumpt ion of the datacenter  increases, and hence there is power  cost  

associated with  th is knob. We compare the cost  for  the addit ional power  requ ired to 

increase the da tacenter  setpoin t  tempera ture. A decrease of 5C incurs addit ional 

power  usage of 60 Kilowat t for  a  typica l datacenter  facility. Th is power  is spent  in  

reducing the datacenter  ch illed water  tempera ture, and to mainta in  the temperature 

at  5C below the ear lier  operat ing temperature. Our  observat ions correlate with  a 

study conducted by [Namek et  a l. 2011] where they consider  a 4000 ton  ch illed water  

plant  serving a 100,000 square feet  da ta center  at  150 W/sf. According to their  

resu lts, they est imate a tota l power  consumpt ion of 695 Megawatt-hour annually for  

2F decrease in  temperatu re. For  a 5 C decrease, we can compute the resu lt ing power  

usage from their  ca lcu la t ions (est imated at  3129 Megawat t-hour resu lt ing in  a power  

cost  of $312,900). Th is cost  is lesser  when compared with  the cost  of increase in  

fa ilu res computed ear lier  ($0.73 Million). 

 

 
F igure 14: Cost  compar ison between reducing temperature and increase in  fa ilu res 

 



From F igure 14, we can see tha t  the cost  of datacenter  cooling increase is 

sign ificant ly lower  than the cost  of server  fan power  increase, and is a lso lower  than  

the cost  of increased fa ilu res. In  th is case, da tacenter  setpoin t  temperature reduct ion 

is recommended to decrease fa ilu res. However  note that  runn ing ch iller  plants at  

lower  tempera tures reduces their  efficiency since the temperature delta  increases 

between the ch illed loop temperature and external temperature [Microsoft  2009] and 

hence th is methodology should be reeva luated for  lower  temperatures. 

 

Summary: 

There is a  cost  associa ted with  increasing cooling to facilita te lower  tempera tures at  

disk dr ives. Similar ly there is a  cost  associated with  reducing cooling to increase 

datacenter  power  efficiency, a t t r ibuted to the cost  of the resu lt ing increase in  

fa ilu res. We propose that  these costs should be factored in  before datacenter  design 

decisions are taken. In  ou r  cost  analysis we show that  cer ta in  chassis design knobs 

and datacen ter  knobs are bet ter  a t  overa ll tempera ture con trol, and workload knobs 

do not  provide sign ificant  benefit  to disk dr ive temperature control. 

 

8. FUTURE WORK 

 

There has been a sign ificant  move to efficient  cooling mechanisms in  datacenters like 

a irside economizers, such  as by Microsoft  [Microsoft  2009] and more recent ly by 

Facebook [Facebook 2011]. The under lying pr inciple beh ind the cooling mechanism is 

that  outside a ir  is cold enough for  a  major ity of hours dur ing the year  to cool servers 

inside da tacenter , and water  based ch iller  un its can be removed. Dur ing the hot ter  

summer  months, these datacenters use adiabat ic cooling in  addit ion  to free-a ir  

cooling [In tel 2008]. Th is methodology of cooling datacenters causes sign ificant  

var ia t ions in  in let  temperature and the da tacen ter  setpoin t  temperature is not  

mainta ined a t  a  constant  level like we saw ear lier  in  t radit ional datacenters. Every 

server  componen t  exper iences var ia t ions in  temperature according to outside 

temperature, in  addit ion to rela t ive humidity differences based on outside humidity 

and adiabat ic cooling. Th is presents a  completely different  set  of cha llenges in  terms 

of quan t ifying reliability and is subject  of fu ture work. 

 

9. CONCLUSION 

 

Server  and datacenter  reliability are fir st  order  constra in ts tha t  determine profit  

margins for  large en terpr ises. Previous works on hard disk dr ive fa ilu res and 

temperature impact  are h igh ly var iant  in  their  cla ims and do not  evaluate var ia t ions 

in  temperature or  the in ter-rela t ionsh ip between workload, tempera ture and fa ilu res. 

In  th is work, we eva luate the impact  of tempera tu re on hard disk dr ive reliability, 

model rea l wor ld data on  temperature and fa ilu res and a lso focus on the resu lt ing 

impact  on server  design  and datacenter  cost . Th is work h igh lights the need for  

temperature aware server  design for  increased datacenter  efficiency. 
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