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Abstract— The 1/0 subsystem on servers consumes consider-quite low in server environments [5]. Therefore, Tradidbn
able energy leading to cost, reliability and environmentalcon- power Management (TPM) schemes, which are effective in
cerns. Hence, there is a need for reduction of energy consurtipn mobile/laptop environments, are rendered ineffectivesiver

of server disks. Most of the idle periods for server disks are . . L
shorter than the total time taken to spin down the disks and environments, even if accurate prediction of the start and

bring them back up. Traditional Power Management (TPM) duration of idle periods is possible [5].

schemes, which completely shut the disks down during peried  In a previous study, it has been shown that Dynamic
of inactivity, are therefore ineffective. In a previous stuy, it Rotations per Minute (DRPM), [4], [17], [6], [7] a power

has been shown that Dynamic Rotations per Minute (DRPM), & 1,504 0ement scheme that modulates disk rotation speed based
power management scheme that modulates disk rotation speed . . . . .
based on request arrival patterns is an effective solutong ©ON request arrival patterns, is an effective solution tc thi
this problem. However, DRPM disks do not exist yet. This Problem in server environments. However, design of a DRPM

paper intends to evaluate both TPM schemes combined with /O disk would be complex and such disks are not yet available
Prefetching and DRPM. Using both synthetic and real workloas i the market.

and both idealistic and realistic versions of TPM, DRPM and Therefore. in order to improve existing TPM schem th
Prefetching, we have a conducted simulations which reiteta erefore, in order to improve existing schemes, the

the necessity of alternate techniques such as DRPM for semve idle period lengths for server disks need to be extended.
power management. One way to extend the idle period lengths is to predict,
prefetch and cache future requests. Prefetching can create
I/O burstiness if performed aggressively and accuratedynd)
Data centers are required to provide high processing @bth synthetic and real storage workloads and both idealist
pacities, processing speeds, storage capacities, féeatwe, and realistic versions of TPM, DRPM and prefetching, we
reliability and availability. Unfortunately, these cafiéles conduct simulations to evaluate the effectiveness of TPM
for data centers also lead to increased power consumptiupled with prefetching vis-a-vis DRPM.
and cooling requirements [1]. These additional factorsadre  The rest of this paper is organized as follows. In the next
paramount importance in data center design. Storage demaggktion, a comprehensive overview of various disk power
for data centers would Undoubtedly increase in the nearéutlilnanagement schemes is provided_ Subsequenﬂy, the simula-
[2] and so would their power consumption requirements Whigfpn environment is described and the simulation resulés ar

is estimated to be in excess of 200W/ft]. This would in examined in section 3. Finally, the contributions of thisrkvo
turn lead to the energy costs at data centers being a subbtaRke summarized in section 4.

part of their total cost of ownership [2]. Furthermore, powe
consumption due to storage is a very high percentage of Il. DISK POWER MANAGEMENT OVERVIEW
the overall power consumption at data centers [3]. These
challenges have motivated research towards efficient gnergMany current hard disks offer different power modes of
management of server disks [4], [5], [6], [7]. operation. A disk is in active mode when it is servicing a
Traditionally, there have been efforts towards efficient emiead or write request. It is in idle mode when it is spinning
ergy management of mobile/laptop devices in order to extehdt not servicing any requests. It is in standby mode when
their battery life [8], [9], [10], [11], [12], [13], [14], [B], it is neither spinning nor servicing requests. Active anie id
[16]. Most mobile/laptop disks have low spin-up and spinmodes of operation for a disk consume the highest amount of
down times and their traffic is usually not very 1/O intensivepower. The standby mode consumes comparatively less power.
Energy management schemes for such devices shut the dilkdransition to the standby mode from the active mode, the
down during periods of inactivity, that are predicted basad disk needs to be spun down and to transition from the standby
prior history of lengths of idle periods. mode to the active mode, the disk needs to be spun up.
On the other hand, most server disks have high spin-Figure 1 shows various disk power modes, the power
up and spin-down times and their traffic is much more I/@onsumed in these modes, the time taken and the power
intensive. Response time degradation toleration levelsimo consumed to transition between these modes. This data is for

I. INTRODUCTION



B. DRPM

Dynamic Rotations per Minute (DRPM) [4] is a scheme
that dynamically modulates disk angular velocity to save th
energy expended in the spindle motor driving the disk pigtte
The disk spindle motor angular velocity directly impacts th
idle power consumption of the disk that is a very high
percentage of its total power consumption [4]. Specificalig
idle power consumption of the disk has a quadratic relation
with the rotation speed of the disk [4]. To take advantage

Fig. 1. Disk Power Modes of this fact, DRPM proposes a range of active/idle modes of

operation for a disk in addition to the standby mode. Low
RPM modes consume less power than high RPM modes and

an IBM Ultrastar 36215 [18], [7] type disk that is used imence, during periods of idleness, instead of spinning at th
several server environments. highest RPM, the disk could transition to any one of several

Periods of time between consecutive read/write requesfy RPM modes depending on the lengths of idle periods to
arrivals to the disk are called idle periods. If an idle péri® save energy.
detected to be long enough to outweigh disk spin-up and spin-The time taken for the disk to service a read/write request
down times and power costs, it is considered to be a suitaplehe sum of the seek time, the rotational latency and the dat
idle period for spin-down of the disk. Managing the energifansfer time. The rotational latency and the data trartisfes
consumption of disks involves detecting lengths of idleiqs  haye a linear relation to the disk’s angular velocity. Thekse
and spinning the disk down during idle periods that have thigne is independent of the disk’s angular velocity. Henbe, t
potential to facilitate energy savings. If a request asmhen time taken to service requests at low RPM modes is higher
the disk is in the standby mode, it needs to be spun up tian that in high RPM modes. The disk should service requests
the active mode before it could service the request thatsnciyt the highest possible RPM mode to minimize the service
additional latency and power costs. time. The time taken to transition from one RPM mode to

Idle time predictors facilitate detection of idle period$iey another has a linear relation to the difference in their RPM
track the history of past idle period lengths to make préafist ratings [4]. Since the power consumed has a quadraticoalati
about lengths of future idle periods. Golding et al. [13] éiavto the rotation speed of the disk, and both the request servic
conducted a detailed study of idle time predictors and thgjme and the mode transition time have a linear relation ¢o th
effectiveness in disk power management. During idle perioghtation speed of the disk, it is possible to benefit more from

that were predicted to last longer than the total spin-dovéhergy savings than the loss in performance with DRPM.
and spin-up times, the disk could be spun down and pro-

actively spun up before its next request arrival, provideatt ¢ TPM versus DRPM

prediction of lengths of idle periods is accurate. Howewnet, Several components of the disk such as the spindle motor,
many prior studies have focused on this methodology. Lu which spins the platters, the actuator, which moves the disk
al. [10] provide an experimental comparison of several digkad/write head, the disk cache and the electrical comgsnen
power management schemes proposed in literature on a sirggletribute to its overall power consumption. Of these, the

SEEK(27.28W)
IDLE ACTIVE
23.98W, 27.28W,

SPINDOWN(2.5W, 1.5 SPINUP(30W,10.9s)

disk platform. spindle motor accounts for a major fraction of the power
Broadly, disk power management schemes fall into twaonsumption [4]. Both TPM and DRPM intend to optimize
categories: the spindle motor power consumption.
1) Traditional Power Management. TPM might require longer idle periods to spin the disk
2) Dynamic Rotations per Minute. down, remain in the standby mode and to spin the disk back

up without delaying subsequent disk requests. DRPM is more

A TPM fine-grained to exploit shorter idle periods to save energy

A disk power management scheme would be effective if due to the existence of intermediate power modes. Also, with
ensures that the disk is in standby mode as often as possiBIRPM, the disk need not be spun up to its full speed before
Traditional Power Management (TPM) schemes transition tBervicing requests as is done in TPM. Instead, the disk could
disk to the standby mode during idle periods that last longservice requests at one of the intermediate power modes.
than a threshold value. This value is set to less than 20 deco@pting to service the request at a speed less than full speed
for a mobile hard disk drive [19]. Alternatively, this valuewould stretch the request service time although the triansit
could also be adaptively varied during execution of progranime to that power mode would be lower than the transition
[8], [9]. However, a transition from the standby mode to théme to the standby mode.
active mode needs to take place before the disk is able toThe energy savings, either with TPM or with DRPM, is
service any subsequent requests. It is clear that TPM wouectly related to the distribution of the lengths of idlerijpds
be efficient if the frequency of occurrence of long idle pdso for a disk. An ideal version of TPM that provides maximum
is high. energy savings and always services requests at full speed is



idle period. We shall henceforth refer to th@ombined
. Pxponental Mean inter-Arfval Time Workloads scheme as (TPM+DRPM). The reason we have considered
- (TPM+DRPM) is due to the fact that if DRPM is feasible for
a disk, (TPM+DRPM) should also be feasible for the disk.

To investigate the potential benefits of both Tpdf and
DRPMperf, we have performed an experiment to simulate
TPMperf and DRPMerf using random block access patterns,
request sizes and read/write behavior. We have used expo-
nential mean inter-arrival time synthetic workloads foisth
experiment. As is well understood, exponential arrivalsieio
a purely random Poisson process and to a large extent model a
regular traffic arrival behavior(without burstiness). trig 2(a)
is a plot of TPM and (TPM+DRPM) total energy consumption
normalized with respect to full speed energy consumption fo

! 10 ean - Arival Tomemsy 100 exponential workloads with different mean inter-arriviaiés.
The left bar for each workload depicts the TPM total energy
consumption and the right bar depicts the (TPM+DRPM) total
(a) Normalized TPM and (TPM+DRPM) Energy Consumption for energy consumption.
Exponential Workloads . .
It is apparent from Figure 2(a) that both TPM and
(TPM+DRPM) consume similar amounts of energy for very

Normalized Energy
o
@

Exponential Workloads, Idealistic Prefetching, TPMperf and DRPMperf |Ong and Very Short mean |nter'arrlval tlme Workloads Ié'd
* ‘ : : ‘ periods are very long, TPM performs better than DRPM. This
//'/’ﬁ/ is so because TPM completely stops spinning the disk during

oo o o q such idle periods whereas DRPM spins the disk, albeit at a low
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/ speed. If idle periods are very short, neither TPM nor DRPM
/ has the opportunity to transition the disk to a low power

I | or standby mode. But, (TPM+DRPM) outperforms TPM for

workloads with mean inter-arrival times in the entire range

Percentage Savings in TPM with Prefetching over (TPM+DRPM)

-100( 1 between these two extreme values. TPM does not provide
much scope for energy savings for these workloads since most
el —o—ims | of the idle periods are not long enough to enable the disk to
e 1ooms transition to the standby mode. But, DRPM transitions ttsk di
—— Looooms to one of several intermediate low power modes and hence
200 5 10 15 20 2 %0 35 saves energy.

Number of Lookahead Levels

Very simple versions of a DRPM type disk drive have
started appearing in the market. Hitachi's Deskstar 7K400

(b) Percentage Savings in TPM with Prefetching over (TPMPRR [20] is an example of one such disk drive that provides both
for Exponential Workloads power and acoustics management. It has four power modes,

the Normal mode, the Standby mode and two additional low

Fig. 2. power modes called the Unload mode and the Low RPM

mode. Each of these modes has a different rate of energy

consumption and recovery time to the Normal mode which is
called perfect TPM or TPMerf [4]. In this scheme, the disk where all requests are serviced. Still, full fledged DRPM dis
transitions to the standby mode only if the idle period isglondesign is complex and is more of only a proposed technique.
enough to accommodate both spin-down and spin-up timegequent disk spin-up and spin-down operations decrease th
and if the total energy for the idle period is minimized. Ammean time between failures for server disks. Other issu#s wi
ideal version of DRPM that provides maximum energy savingsspect to the physical realization of a DRPM disk such as
and always services requests at full speed is called perfariintaining the read/write head fly height, read/write head
DRPM or DRPMerf [4]. In this scheme, the disk transitionspositioning servo design and data channel design have been
to a low power mode only if the idle period is long enoughliscussed in some detail in [4].
to accommodate both ramp-up and ramp-down times and ifAll the discussions in this section suggest that, either a
the total energy for the idle period is minimized. Both thesdifferent power management scheme other than TPM and
schemes assume perfect knowledge of future idle periods. DRPM should be implemented, or the effectiveness of TPM

A Combined scheme determines which of the two schemetfiself should be improved. Figure 2(a) suggests that in rorde

TPM or DRPM, provides maximum energy savings for ato improve energy savings with TPM, idle periods need to be
idle period and implements the chosen scheme for thattended to enable the disk to transition to the standby mode



Parameter Value

Number of RPV Levels 5 for exponential mean inter-arrival time workloads. We ob-
Maximum RPM Value 15000 tained the idle period profiles for these workloads using the
Minimum RPM Value 3000 f f : : P :
Spin-up Powier oW ;lmulatqr. These idle per!od proﬁles.contaln informatiboat
Spin-down Power 25 W idle periods of all the disks. We simulated Prefgteti for
Active Power ey various lookahead levels on these idle periods profiles to
Idle Power @15000 RPM 23.08 W obtain new idle period profiles assuming 100 % accuracy in
Idle Power @3000 RPM 589 W prediction of future requests. Lookahead levels are theldev
Standby Power 25 W hi . f disk h . | d
Spin-up Time 109 sec of prefetching in terms of dis requests. We t en simulate
Spin-down Time 15 sec TPMperf and DRPMerf on these new idle period profiles
Time taken to transition to the 12000 RPM power 145.8 ms . . . :
mode from full speed to estimate their total energy consumption with TPM and
Time taken to transition to the 9000 RPM powér 291.6 ms (TPM+DRPM).
mode from full speed A _
Time taken to transition to the 6000 RPM power 437.4 ms The total energy corjsumptlon is the sum of the ramp-down,
mode from full speed hold, ramp-up and active energy consumption. The ramp-down
E?;e‘;kirj‘“‘gpgggs't"’“ to the 3000 RPM power 583.2 ms energy is the energy consumed to transition the disk froin ful
Disk Controller Cache Size 16 MB speed to either one of the intermediate low power modes or
TABLE | to the standby mode. This energy might be different from the
SIMULATION PARAMETERS spin-down energy which is the energy consumed to transition

the disk from full speed to the standby mode. The ramp-down
power is the power rating of the mode the disk transitions
) . to. The hold energy is the energy consumed by the disk to

more often. To achieve this end, TPM schemes could be cQdiain idle at a power mode. The ramp-up energy is the
pled with prefetching. The latter tends to create burssnes gnergy consumed to transition the disk from either one of the
performed aggressively and accurately that leads to BI€IC jntermediate low power modes or the standby mode to full
of idle periods. In the rest of the paper, we leverage TPWheed. This energy might be different from the spin-up energ
with prefetching to evaluate its effectiveness with resgec \yhich is the energy consumed to transition the disk from the
DRPM. standby mode to full speed. The ramp-up power is the power
rating at full speed. The active energy is the active powees
the active time for the disk.

In this section, we describe the simulation platform, work- Figure 2(b) is plot of percentage savings in TPM total
loads and present the results of combining TPM and prefet@hergy consumption with prefetching over (TPM+DRPM)
ing and compare it with DRPM. total energy consumption for various lookahead levels for
exponential workloads. For very short (1 ms,10 ms) mean
inter-arrival time workloads, TPM energy consumption is

We have conducted all experiments using the DiskSinery close to (TPM+DRPM) energy consumption for various
simulator infrastructure [21] augmented with a disk powebokahead levels. This is so because most of the idle periods
model [4]. DiskSim provides a large number of timing anéhefore prefetching are not long enough to be exploited eithe
configuration parameters to specify the disks, controderd by TPM or by DRPM and most of the idle periods after
buses for the I/O interface that has been shown to be accuiatefetching are not long enough to be exploited by TPM.
[22]. The disk power model records the energy consumpti®r very long (100000 ms) mean inter-arrival time work-
of the disks during operations such as data transfers, seRgls, TPM performs uniformly slightly better compared to
or when just idling. It also accounts for queuing and servigg PM+DRPM) for various lookahead levels. This is so because
delays caused by changes in the RPM of the disks. We hawest of the idle periods before prefetching are long enough
also incorporated a realistic sequential prefetching meheto be exploited equally well by both TPM and DRPM and
on top of the simulator's cache module. We have used digkost of the idle periods after prefetching are long enough
controller caches within the simulator and have set the digk be exploited by TPM. For the 100 ms mean inter-arrival
controller cache size to 16 MB [23]. time workload, TPM does not break-even with (TPM+DRPM)

A complete list of our simulation parameters are listed igven for higher lookahead levels although the gap between
Table I. As mentioned before, this data is for an IBM Ultrastahem reduces considerably for very high lookahead levels.
362715 [18], [7]. This gap before prefetching is considerable since DRPM is

i able to exploit most of the idle periods that TPM is not able
B. Exponential \orkloads, Prefetchperf, TPMperf and i expoit. After prefetching, this gap reduces since TPM is
DRPMperf able to exploit most of the idle periods. For the 1000 ms mean

If perfect knowledge of future requests is available, pfe inter-arrival time workload, with close to 12 lookaheaddksy
accuracy would be 100 % (Prefefnf). We performed an TPM breaks even with (TPM+DRPM) and its performance
experiment to evaluate the performance of a combination sfales well with further increase in the number of lookahead
TPMperf and Prefetcperf with respect to that of DRPperf  levels for similar reasons. For the 10000 ms mean intevarri

Ill. EXPERIMENTAL SETUP, WORKLOADS AND RESULTS

A. Smulation Environment
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Fig. 3.

time workload, with close to 2 lookahead levels, TPM breaks
even with (TPM+DRPM) and its performance scales well with
further increase in the number of lookahead levels, again fo
similar reasons.

It is evident that the number of lookahead levels required
for TPM to break-even with (TPM+DRPM) is different for
different workloads. We have seen that the workloads with
mean inter-arrival time longer than 1000 ms provide godd
energy savings with TPM and sufficiently high lookahead
levels.

C. Real Workloads

Real Storage | Mean Inter- 90th Percentile
Workload Arrival Time of Inter-Arrival
Times
HPL Cello 99 278.35 ms 27 ms
HPL Openmail 70.73 ms 156 ms
TPC-H 14.77 ms 45 ms
Umass Financial 222.36 ms 112 ms
Umass Websearch | 15.78 ms 17 ms
OLTP 9.29 ms 2 ms
TPC-C 6.83 ms 11 ms
TABLE 1l

MEAN AND 90TH PERCENTILE OFINTER-ARRIVAL TIMES FORREAL

STORAGE WORKLOADS

HPL Cello 99 [24] was collected on a news server named
Cello at HP labs in 1999. Cello was a K570 class machine
with 4 CPUs running HP-UX 10.20 with about 2GB of
main memory.

HPL Openmail [25] was run on Atlanta Response Center
OpenMail Servers with a 640GB message store on EMC
3700 disk drives.

TPC-H [26], [5] is a benchmark that is used to capture
decision-support transactions on a database. There are
22 queries in this workload, and these queries typically
read the relational tables to perform analysis for decision
support. The workload was collected on an IBM Netfinity
SMP server with 8700 Mhz Pentium Il processors 15
IBM Ultrastar 10K RPM disks running EEE DB-2 on
Linux.

Umass Financial[27] was obtained by running OLTP
applications in a financial institution.

Umass Websearch[28] was obtained from a popular
search engine.

OLTP [29], [7] is an On-Line Transaction Process-
ing benchmark that was collected from a VIl-attached
database storage system connected to a Microsoft SQL
Server via a storage area network. The Microsoft SQL
Server Client connects to the Microsoft SQL Server via
Ethernet and executes the TPC-C benchmark for 2 hours.
TPC-C [30], [5] is an On-Line Transaction Processing
(OLTP) benchmark. It simulates a set of users who
perform transactions such as placing orders, checking the
status of an order etc. Transactions in this benchmark
are typically short, and involve both read and update
operations The tracing was performed for a 20-warehouse
configuration with 8 clients The traced system was a 2-
way Dell PowerEdge SMP machine with Pentium-II1 1.13
GHz processors with 4 10K RPM disks running IBM’s
EEE DB-2 [31] on the Linux operating system.

. Real Workloads, Prefetchperf, TPMperf and DRPMperf

The cumulative distribution function (CDF) of the idle
periods for the real workloads is shown in Figure 3(a) Figure
3(b) is a plot of the fraction of total idle time due to idle
periods in different ranges for these workloads. Theseaang

The real storage workloads we have used are descrideale been chosen based on the times taken to transition

below.

from full speed to each of the intermediate power modes



various lookahead levels.

Real Storage Workloads

[

For the HPL Cello 99 workload, the gap between TPM and
(TPM+DRPM) shortens with higher lookahead levels. This
is so because the fraction of total idle time due to longer
idle periods (1166.4 ms and higher) is high for this workload
With prefetching, these longer idle periods are furtheeergded
and are effectively exploited by TPM, especially for higher
lookahead levels. The Umass Financial workload shows a
similar trend for similar reasons. The fraction of totakidiime
due to very short idle periods (0.0 ms to 291.6 ms) is very high
for The TPC-H workload. TPM and (TPM+DRPM) provide
uniformly similar energy savings for various lookaheacklev
since neither TPM nor DRPM is able to exploit these very
Celo Openmall TPCH _Financial Websearch OLTP _ TPCC short idle periods and even with aggressive prefetchiregeh
idle periods do not extend enough to be exploited by TPM.
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(a) Normalized TPM and (TPM+DRPM) Energy Consumption for The tr_end is similar for the TPC—C_ workloqd. The fraction
Real Workloads of total idle time due to very short idle periods (0.0 ms to
291.6 ms) is very high for this workload. There is almost
a constant gap between TPM and (TPM+DRPM). This is
due to the idle periods in the 291.6 ms to 1166.4 ms range

Real Workloads, Idealistic Prefetching, TPMperf and DRPMperf
20 T T T T T T

that are exploited by DRPM but not by TPM. This gap
ol ,;///% | remains constant even with higher lookahead levels since
J7 the idle periods do not extend enough to be exploited by
_20/ | TPM. For the HPL Openmail workload, the gap between
TPM and (TPM+DRPM) is approximately 30 percent without
a0l | prefetching. This is so because DRPM is able to exploit the

idle periods in the 291.6 ms to 1166.4 ms range that form
a substantial fraction of the total idle time for this workth

Percentage Savings in TPM with Prefetching over (TPM+DRPM)

—o—Celo TPM is not able to exploit these idle periods. Furthermore,
—+&— Openmail . . .

. o Teen this gap does not reduce much with higher lookahead levels
- Webseareh since the idle periods are not extended enough to be exgloite
—¢—Trce by TPM.

0 é 1‘0 1‘5 2‘0 2‘5 30 35
umberefootahead Levels For the Umass Websearch workload, the gap between
TPM and (TPM+DRPM) is approximately 20 percent without
(b) Percentage Savings in TPM with Prefetching over (TPMPDR prefetching. TPM breaks even with (TPM+DRPM) for close
for Real Workloads to 4 lookahead levels and energy savings scale further with
increasing lookahead levels. This is so because the fraofio
total idle time due to very long idle periods is considerable
for this workload that are exploited by TPM for increasing
lookahead levels. For the OLTP workload, the gap between
and to the standby mode with (TPM+DRPM) which ardPM and (TPM+DRPM) is negligible for various lookahead
also listed in Table I. Figure 4(a) is a plot of TPM andevels. This is understandable for zero lookahead levelsesi
(TPM+DRPM) total energy consumption normalized withthis workload has idle periods primarily in two ranges, be-
respect to full speed energy consumption for real workloadsreen 0.0 ms and 291.6 ms and beyond 12400.0 ms. The
The left bar for each workload depicts the TPM total energprmer range is exploited neither by TPM nor by DRPM. The
consumption and the right bar depicts the (TPM+DRPM) tottdtter range is exploited both by TPM and (TPM+DRPM).
energy consumption. We notice that for HPL Cello 99, HPRIthough the fraction of the total idle time due to idle petso
Openmail, Umass Financial and Umass Websearch workloaldsiger than 12400.0 ms is high for this workload, even
there is a considerable gap between TPM and (TPM+DRPMijth higher lookahead levels, both TPM and (TPM+DRPM)
that could be bridged with prefetching. For all the othgurovide similar amounts of energy savings. The reason fer th
real workloads, TPM energy consumption is very close tmould be due to the fact that the longer idle periods created
(TPM+DRPM) energy consumption. Figure 4(b) is a plot afis a result of prefetching are not exploited any better by
percentage savings in TPM total energy consumption wilfPM than are the longer idle periods before prefetching by
prefetching over (TPM+DRPM) total energy consumption fofTPM+DRPM).

Fig. 4.



with the realistic prefetcher.
Figure 5(a) is a plot of percentage savings in TPM total

Real Traces, Realistic Prefetching, TPMperf and DRPMperf
T T T T T T

H A energy consumption with prefetching over (TPM+DRPM)
ER D) i i ] total energy consumption for various lookahead levelsufég

% \ 5(b) is a plot of the number of disk accesses for various
R ] lookahead levels normalized with respect to the numbersif di

§ o | accesses without lookahead. For the HPL Cello 99 workload,
& T Teen TPM energy consumption is almost at a constant offset from
;L so] || T Websearch the (TPM+DRPM) energy consumption for up to 16 lookahead
= ? o |lmemece levels and for 32 lookahead levels, this gap increases. This
g—wo ] is so because for 32 lookahead levels, the number of disk
f:m accesses is much higher than the number of disk accesses
§ 7 with no lookahead. For the HPL Openmail workload, TPM
& energy consumption is more than the (TPM+DRPM) energy
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0 s 10 e ook e ® consumption for moderate(up to 4) lookahead levels. TPM
performs almost as well as (TPM+DRPM) for 8 lookahead
levels. This is so because for 8 lookahead levels, the nuofber
disk accesses is much lower than the number of disk accesses
with no lookahead. However, for higher(16 and 32) lookahead
levels, the number of disk accesses increases again and the

(a) Percentage Savings in TPM with Prefetching over (TPMPBIR
for Real Workloads

Real Workloads, Realistic Prefetching, TPMperf and DRPMperf energy Consumpuon for TPM a|SO |nCreaseS
1.4 T T T T T T . .
—o—cello For the Umass Financial workload, the TPM energy con-
—+&— Openmail . . .
s} | TR | sumption is more than the (TPM+DRPM) energy consumption
inancial . . .
—+— Websearch but the gap between the two reduces with increasing looka-
12} | ——TPCC 1 head levels since the number of disk accesses reduces with

increasing lookahead levels. For the TPC-H workload, the
TPM energy consumption is almost at a constant offset from
(TPM+DRPM) energy consumption for various lookahead
levels. The number of disk accesses is similar for various
lookahead levels for this workload. The trend is similartfoe
Umass Websearch and the OLTP workloads. For the TPC-C
workload, the TPM energy consumption is almost at a constant
offset from the (TPM+DRPM) energy consumption for various
5 10 15 20 2 20 3 lookahead levels. Even though the number of disk accesses
umpertlookahesdtevels reduces with increasing lookahead levels for this workjoad
this reduction does not cause a major change in the TPM
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Fig. 5. F. Real Workloads, Realistic Prefetching, Realistic TPM and
Realistic DRPM

In the previous subsection, we performed the TieM and
E. Real Workloads, Realistic Prefetching, TPMperf and DRPMperfanalysis on the idle period profiles that we obtained
DRPMperf with the realistic prefetching scheme. Subsequently, we pe
formed experiments with realistic TPM and DRPM schemes.
In the previous subsection, we assumed the existence ofTdre realistic DRPM scheme we used in this experiment is a
idealistic prefetcher that has perfect knowledge of therkit heuristic DRPM algorithm [4] that dynamically modulatesidi
and hence performs accurate prefetching. In practice, auckpeed by setting tolerance levels for response time detipada
prefetcher does not exist. Consequently we used a realighiat finally leads to amplification in power savings. In this
prefetching scheme in our experiments. We performed sequeoheme, the array controller communicates a set of opgratin
tial read-ahead in our simulator for every request reactieg RPM values to the individual disks based on how the system
disk and also stored the prefetched data in the disk coetroltesponse time evolves and subsequently each disk uses local
cache in this process. The effectiveness of this sequentigbrmation to decide on the RPM transitions. The realistic
prefetching scheme depends upon the extent of sequgntialiPM scheme we used in this experiment transitions the disk
of the workloads [32] and the controller cache behavior aricbm the idle mode to the standby mode if an idle period lasts
management [7]. We once again performed the pBifland longer than 20 seconds [19] and transitions the disk back to
DRPMperf analysis on the idle period profiles that we obtainethe active mode upon the next request arrival.



Real Workloads, Realistic Prefetching, Realistic TPM, Realistic DRPM
20 T T T T T T

—_— ¢ —6— Cello
ﬁ*ﬁ-ﬁ( —+&— Openmail
3 —»— TPCH
40+ 1 Financial
—+— Websearch|
a OLTP
——TPCC

Percentage Savings in TPM with Prefetching over (TPM+DRPM)

. . . . . .
0 5 10 15 20 25 30 35
Number of Lookahead Levels

(a) Percentage Savings in TPM with Prefetching over (TPMPBIR
for Real Workloads

Real Workloads, Realistic Prefetching, Realistic TPM and Realistic DRPM
1.4 T T T T T T
—6— Cello
—+&— Openmail
13- —*— TPCH |
Financial
—+— Websearch
OLTP

1.2F | ——TPCC 4

0.9+ 1

Normalized Number of Disk Accesses

0.8 1

0.7 L L L L L L
0 5 10 15 20 25 30 35
Number of Lookahead Levels

(b) Normalized Number of Disk Accesses for Real Workloads

Fig. 6.

Real Workloads, Realistic Prefetching, Realistic TPM and Realistic DRPM
T T T T T T

—+— Cello
—6— Openmail
—%— TPCH
Financial

e
TPCC
—o— OLTP

—

Difference in Average Response Times between (TPM+DRPM) and TPM (ms)

. . . . . .
0 5 10 15 20 25 30 35
Number of Lookahead Levels

(a) Difference in Average Response Times between (TPM+DRPM
and TPM for Real Workloads

Fig. 7.

to higher number of disk accesses. For the HPL Openmail
workload, the TPM energy consumption is more than the
(TPM+DRPM) energy consumption for moderate(up to 4)
lookahead levels. TPM performs better than (TPM+DRPM)
for 8 lookahead levels. This is so because for 8 lookahead
levels, the number of disk accesses is much lower than the
number of disk accesses with no lookahead for this workload.
However, for higher(16 and 32) lookahead levels, the number
of disk accesses increases again and the energy consumption
for TPM also increases. For higher lookahead levels, the
average response time also increases for this workload due
to higher number of disk accesses.

For the Umass Financial workload, the TPM energy con-
sumption is more than the (TPM+DRPM) energy consumption
and the gap between the two remains almost constant with
increasing lookahead levels. The number of disk accesses
reduces with increasing lookahead levels for this workload
but this reduction does not cause a major change in either

Figure 6(a) is a plot of percentage savings in TPM total ethe energy consumption or the average response time. For
ergy consumption with prefetching over (TPM+DRPM) totathe TPC-C workload, the number of disk accesses decreases
energy consumption for various lookahead levels. Figub® 6@ith higher lookahead levels The average response times
is a plot of the number of disk accesses for various lookaheiadrease with higher lookahead levels. However, the TPM
levels normalized with respect to the number of disk acaessnergy consumption value is almost at a constant offset from
without lookahead. Figure 7(a) is a plot of the difference ithe (TPM+DRPM) energy consumption value for various
average response times between (TPM+DRPM) and TPM fookahead levels. For the TPC-H workload, the TPM energy
various lookahead levels. For the HPL Cello 99 workload, trmnsumption is almost at a constant offset from (TPM+DRPM)
TPM energy consumption is almost at a constant offset froemergy consumption for various lookahead levels. The numbe
the (TPM+DRPM) energy consumption for up to 16 lookaheaaf disk accesses is similar for various lookahead levels for
levels and for 32 lookahead levels, this gap increases. Thigs workload and the average response time values are also
is so because for 32 lookahead levels, the number of disiknilar. For the Umass Websearch workload, the number of
accesses is much higher than the number of disk accesdisk accesses decreases with higher lookahead levels and
with no lookahead for this workload. The average responggés causes the average response times to improve although
time also increases slightly for 32 levels of lookahead duke energy consumption does not change considerably with



various lookahead levels. For the OLTP workload, the av&rag9] D. P. Helmbold, D. D. E. Long, T. L. Sconyers, and B. Shdro
response time value for 16 lookahead levels is lower than tha

for 32 levels of lookahead due to slightly increased numbﬁb]

of disk accesses from 16 levels to 32 levels. However, the

TPM energy consumption value is almost at a constant off

lookahead levels.

We notice that for most of the real workloads, with realisti€'2]

5

from the (TPM+DRPM) energy consumption value for variou

prefetching, the gap between TPM and (TPM+DRPM) is
much higher for realistic TPM and DRPM schemes than for

TPMperf and DRPMerf. This is due to the effectiveness o
the realistic DRPM scheme over DRt in terms of saving
energy.

IV. CONCLUSIONS

f[13]

[14]

This paper has conducted a thorough examination of Tis;
ditional Power Management (TPM) schemes and Dynamic

Rotations per Minute (DRPM) in terms of their effective-
ness in saving energy for server disks. Simulation studies

16]

were conducted using DiskSim employing both synthetic and

real storage workloads. While theoretically, prefetchoam

[17]

enhance burstiness for better power savings with Tragition
Power Management schemes, the prefetching that is needed no. 5, pp. 271-283, 2004.
for such savings turns out to be extremely aggressive. At suéé!
aggressive levels of prefetching, the effects can in fagt tuj;q,

out to be detrimental when considering the implementation

a practical setting where there are bound to be inaccuracies
Consequently, the results of this paper reiterate the siéges|yq
of alternate techniques such as DRPM for server disk power

management.
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