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Abstract ing constraints [16, 11]. Such a timing violation will cause
the circuit to behave incorrectly and cause the processor it
With continuous scaling of transistors in each technology self to fail. Moreover, the impact of NBTI is exacerbated
generation, NBTI and Process Variation (PV) have becomepy Process Variation (PV). PV is the variation in the tran-
very important silicon reliability problems for the micro- sistor attributes (length, width, oxide thickness) cauhed
processor industry. In this paper, we develop an analytical ing the fabrication of the integrated circuits and maniest
model to capture the impact of NBTI in the presence of PV jtself as threshold voltage variations which results ini-var
for use in architecture simulations. We capture the follow- apility in circuit performance and power. Processors have
ing aspects in the model: i) variation in NBTI related to to be designed to provide adequate protection against both
stress and recovery due to workloads, ii) temporal varia- these problems.
tion in NBTI due to Random Charge Fluctuation (RCF)and  Both NBTI and PV have received attention in the archi-
iif) Random Dopant Fluctuation (RDF) due to process vari- tecture community in recent years and several mitigation
ation. We use this model to analyze the combined impaCttechniques have been proposed for each [1, 21, 18, 19, 20,
of NBTIl and PV on a memory structure (register file) and a 7], since both NBTI and PV affect the threshold voltage
logic structure (Kogge-Stone adder). We show that the im- of devices, these two problems should not be addressed in
pact of the threshold voltage variations due to NBTl and PV jgg|ation. To come up with the appropriate mitigation tech-
over the nominal degradation can hurtthe y|e|d of the struc- niquesy itis important to accurate|y gauge the impact dfibot
tures. Due to the combined effect of NBTI and PV acrossNBT| and PV and factor-in the impact of the workloads that
different benchmarks, 26 to 117 bits fail in a 8Kb size reg- ryn on the processor as well. For this purpose, an analytical
ister file and the execution delay increases by 18% to 28%model is required which captures the impact of both NBTI
in a Kogge-Stone adder. We then discuss the implications ofang PV in a coherent way and which is suitable for use in

these results for architecture-level reliability technés. architecture level analyses.
_ There have been several efforts in developing analyti-
1 Introduction cal models for NBTI and PV at the circuit-level. How-

ever, these models are suitable only for analyzing NBTI

We are in the era of multicore processors and it is ex- and PV effects over a very short time span and are not
pected that the number of the processing cores on a chip willreadily usable for architecture simulations. Architects,
steadily increase over the next decade, driven by Moore’sthe other hand, study microprocessor reliability by execut
law. While technology scaling paves the way for high per- ing different program benchmarks and extrapolate the col-
formance multicore processors, the scaling has a dark siddected statistics over a much longer timescale (typic@Hy,
too: silicon reliability. Processors are becoming increas 10 years). Throughout the benchmark execution, utiliza-
ingly susceptible to a variety of silicon reliability pravhs, tions of the microarchitectural structures vary. Also, itie
from soft errors and process variation to several hard er-teractions among the structures, the inputs to each stejctu
ror phenomena, which can cause permanent damage to thand bits stored within them change over the course of exe-
processor. One important hard error phenomenon is Nega<€ution of a benchmark. The analytical model for NBTI and
tive Bias Temperature Instability (NBTI), which affect®eth PV should be able to factor-in all these “variations” to be
lifetime of PMOS transistors. NBTI occurs when a neg- usable in architecture simulations to gain correct andsholi
ative bias is applied at the gate of a PMOS transistor andtic insight into these inter-related silicon reliabilithi@nom-
causes an increase in the threshold voltage of the device. Irena. In this paper, we leverage the prior research on NBTI
terms of its impact on microprocessor circuits, thisinseea and PV modeling from the circuits community to develop a
in the threshold voltage degrades the speed of the transismodel that captures the interactions between these two reli
tors and therefore degrades the speed of the circuit in whichability phenomena and which is usable at the architecture-
they are used, eventually causing the circuit to violate tim level.



There are different sources of variation inherentin NBTI affected by workloads that run on the processor and the sil-
and PV that affect the PMOS threshold voltage. One sourceicon process.
of variation in the threshold voltage due to NBTlvierk- NBTI affects the lifetime of PMOS devices and occurs
load variationwhich is caused by executing differentwork-  when a logic input of ‘0’ (i.e., a negative bias) is applied
loads on the processor. This variation is due to changingat the gate of the transistor. This negative bias leads to
patterns of utilization of the microarchitectural struetsi the genera’[ion of interface traps at tﬁe/SZOQ interface
and changes in the bit patterns within the structures. An-which originate from theSi — H bonds. TheSi — H bonds
other factor lies in the silicon process, known as the Ran- preak during the stress condition of negative bias and form
dom Charge Fluctuation (RCF), which causetemporal interface traps or trapped charges, which cause the thresh-
variationin threshold voltage on top of the workload vari- o|d voltage of the transistor to increase. However, some of
ation. Along with the variations due to NBTI, each device the interface traps can be eliminated by app|y|ng a |Ogic in-
also has Random Dopant Fluctuations (RDF) dygésess  put of ‘1’ to the device, putting the device into a “recovery
variation (details of the sources of these variations are dis- moge”.
cussed in the next section). The analytical model we have As shown in Figure 1, the impact of NBT! is affected by

developec:l(acgo%nhs for all thes_(z)vgrlatl(.)nsr.]. _ several factors. In a real processor, different microacehi

.strenge\%loe gno;\rq;g gggt%(;ﬁ'glqg 'gat tﬁrgabp(?t% NBTI tural structures exhibit different utilization patternased
and PV forpuse in arzhitecture simulatliaons on the characteristics of the workloads that exercise them.

e We use this model to show the combined impact of On top of the overall utilization of the structures, all the
NBTI and PV on a memory structure (register file) and PMOS devices within each processor structure are stressed
a logic structure (Kogge-Stone adder) in different ways throughout the workload execution due

« We show that the impact of the threshold voltage vari- to the varying data bit patterns (gate inputs of the devices)

within them. Therefore, workload execution leads to a vari-

ations due to NBTI and PV over the nominal degra- ™' """ : X
dation can hurt the yield of the structures. Due to ation in the threshold voltage degradation, which we call

the combined effect of NBTI and PV across different Workload variation The third factor lies in the silicon pro-
benchmarks, 26 to 117 bits fail in a 8Kb size register C€SS: known as Random Charge Fluctuation (RCF), which

causes d@emporal variationon top of the workload vari-
ation. Recent observations on PMOS devices with small
tions of these results for architecture-level reliability 9at€ areas show that the threshold voltage degradation is a
techniques. subject to random fluctuat|ons_ [9, 2]. These quctua’qons in-
The outline of the rest of this paper is as follows. The next crease as a function of stress time. The source of this behav-
section gives a brief overview of the different sources of i0r is the formation of a random number of trapped charges,
threshold voltage variation due to NBTI and PV. Section 3 Which can occur at random locations across the gate. Such
discusses the related work. The analytical model for NBT| random fluctuations of trapped charges result in a variation
and PV is described in Section 4. The experimental method-in the threshold voltage degradation and needs to be con-

ology is described in Section 5. The results are presented irsidered when studying NBTI. We call the impact of NBTI
Section 6 and Section 7 concludes this paper. which considers only the structure utilization and does not

. capture the effect of the workload variation and temporal
2 Overview of NBTI and PV variation asstatic NBTI

Furthermore, the degradation in processor lifetime due
to NBTI is exacerbated by Process Variation (PV). Process
variations can be broadly categorized into two groupsrinte
die and intra-die variations [10]. Due to inter-die vaiais,
the same device on a die can have different characteris-
tics across various dies, whereas, due to intra-die vansti
transistors can have different characteristics withimalsi
die. There are two more subcategories of intra-die varia-
tion: systematic and random variations. Due to systematic
variations, transistors close to each other are expected to
have relatively similar parameters (channel length and ox-
ide thickness) when compared to those farther away on the
die. On the other hand, random variation is mostly caused

Figure 1 shows the overall picture of the different by RDF. Due to RDF, transistors can have mutually inde-
sources of variation in PMOS threshold voltage degrada-pendent/; variation with respect to each other, regardless
tion due to NBTI and PV. We now describe how NBTI gets of their spatial location. We consider only the effect of RDF

file and the execution delay increases by 18% to 28%
in a kogge-stone adder. We then discuss the implica-

Figure 1. Different sources of V; variation in
PMOS devices.



in this work, for two reasons. First, RDF is expected to be ation.

the major contributor to transistor threshold voltage aari .

tions in the sub-65nm technology [10]. Second, we look 4 Ananalytical model for NBTI and PV

at individual processor microarchitectural structuregreh There have been several efforts in developing an analyt-

the devices within them are spatially proximate. The analyt ical model for NBTI based on the reaction-diffusion model

ical model we develop accounts for the combined effect of [22, 9]. These models have been extended to address dy-

workload and temporal variation due to NBTI in the pres- namic temperature and voltage variations in [23, 3] and are

ence of RDF. suitable for use in circuit-level simulations. Howevegsh
models cannot be directly used for architecture-level sim-

3 Related Work ulations. This is because these models assume continuous

Several recent studies have proposed techniques for mitSess on the PMOS devices in a circuit and do not cap-

igating NBTI to improve processor lifetime. [1] proposes lure scenarios Wher_e there are multiple sequences of vary-
and evaluates an NBTl-aware processor design with strate:"9 stress/recovery times, which IS the case when real work-
gies for writing special values to both combinational and loads run on the processor. In Fh|s work, we pr.ese-nt acom-
storage blocks whenever they are idle to reduce NBTI pact analytical model that is suitable for both circuit and a
stresses. [21] uses temperature-based job-scheduling ofhitecture simulations and also takes into account theteffe
a multicore processor along with;; and V; control to of PV. Before we present our model, we first discuss why
hide the effects of aging due to NBTI. [3] proposes a low- the existing models cannot be directly used in architecture

cost NBTI-Aware DVFS framework to reduce energy con- simulations.

sumption and increase the lifetime of the processor. [18]4.1 Challenges Posed by Existing NBTI

presents a multi-level optimization approach, combining models for Architecture Simulation
techniques at the circuit and microarchitecture levels,do

ducing the impact of NBTI on the functional units of a high- To explain the problems with t.he eX|st|n.g N,BTI, models,
performance processor core. [19] proposes a technique thaf'® choqse _th? model presented in [22] which is W|dely used
allows both PMOS devices in the memory cell to be putinto in the circuit literature. queyer, the problems we discuss
the recovery mode by slightly modifying the design of con- apply to th? use OT other circuit-level NBTI mo_dels _too.
ventional SRAM cells. All these works study the impact of The_penoq of ime when the PMOS trans_lstor IS nega-
static NBTI. While all of them focus on NBTI mitigation, tively biased is k_nov_vn as theiress phz_;\seThe Increase in
there are several other studies which aim for PV tolerant V¢ du€ to stress is given by the following equation:

system design. [20] presents an architectural framework 5 —EBg  2(Vgs Vi)

that applies cycle-time stealing to the pipeline to tolerat 2 Vis=(t2)2 Kiy/Cou(Vgs—Va).e T 7 TorFor T 020 43700

PV. [7] proposes a scheme of adjusting the clock speed of a
processor based on the instruction-level parallelism ef th

program phases to achieve overall performance 'mprove'temperature respectively,,. is the oxide thicknesg),, is

ment to address PV. . . . the gate capacitance per unit area &d E,, Ty, Fp1 and
All the aforementioned studies concentrate on e'therkare constants.

NBTI or PV without considering their interaction. There When a logic input of ‘1’ is applied at the gat&( =
have been several studies on the combined effect of NBTl() yhe transistor turns off eliminating some of the inteefa
and PV. [9] proposes a compact circuit-le¥gimodel that traps. This is known as thecovery phase The final in-
captures the impact of temporal NBTI variations in the pres- e a6 iny, after considering both the stress and recovery
ence of PV and shows how tempo#él variations can af-

e _ Lo phases is given by:
fect the lifetime and performance of different circuit tépo

wheret ;.55 1S the time under stres$ is the threshold
voltage at that timeV,, andT" are the supply voltage and

gies. [4] presents a methodology to develop standard cells 9%t + / B
which can be used in timing critical sections of circuit, and Ay, = AV,,.(1 - Sifor fee Orec )
[12] designs a comprehensive IC reliability analysis frame (1+ 8)tos + \/e;—ETa (tatress + trec)

work. Both [4] and [12] consider the combined impact of

static NBTI and PV. Finally, [8] proposes NBTI (static and wheret,.. is the recovery time ané,, & andé§ are con-

workload variation) and PV tolerant micrarchitecture desi  stants.

technigues to improve processor lifetime. This model has two limitations when used in an archi-
While all these prior works study some combinations of tecture simulation, which we will now explain:

NBTI (static, or temporal variation, or workload variatjon i) The model isnot additive:

with or without PV, to our knowledge no prior work has Let us consider a hypothetical scenario where a PMOS de-

holistically analyzed the combined effect of temporal and vice is stressed fot;, to and¢3 units of time and the

workload variations on top of static NBTI with process vari- degradations in threshold voltage due to these stresssevent



areVi(t1), Vi(t2) and Vi (t3) respectively. If the device is the architecture simulations update fjevalues of the de-
stressed fot; time units followed byt,, andts is equal to vices due to NBTI at different points of time throughout
(t1 +t2), then we expedy;(ts) = Vi(t1) + Vi(t2). However, the execution of a workload, the lack of the additive prop-
the model does not possess the additive property. Figure Zrty in the model results in incorrect estimation of fhie
describes this behavior. The x-axis is the time and y-axis isdegradation. Also, real workloads show varying patterns of
the threshold voltage. In the figure, once stress timg of  stress/recovery for different structures within the pesce.

is applied initially, the model computes the thresholdvolt Hence, the assumption of continuous stress on the PMOS
age to reach A. At this point, if stress time®fis applied, devices does not capture the realistic scenario. The next
instead of reaching a value of B, the model computes it to section discusses how to modify the model to address these
be C, whereas the value should be B after{¢2) units of two limitations.

time. The reason for this problem is becausg;, has an
exponential relationship with the stress time and we know
that(t; + t2)” # (t1° + t2%). Therefore, using the model,

Vi

— .. — actual
expected

we do not achieve the expected valuéffs) which should R
be equal to V;(t1) + Vi (t2)]. B J
/
" i 4
a - ‘iz t t !
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Figure 3. The existing circuit-model NBTI
3 model does not capture multiple sequences
— of stress and recovery events.
| t t2 !
 —

° 4.2 Adapting the NBTI model for Circuit

Figure 2. The existing circuit-level NBTI and Architecture Simulation

model lacks the additive property. From the original model, we know th&tV, is a func-
tion of voltage, temperature, instantanedisandt;,css,
whereas AV, after recovery is a function AV, tsiress
andt,.... We can rewrite the original model as:

ii) The modd is not usable with multiple stress/recovery
events:

To understand this problem, let us consider another hypo-
thetical example where a PMOS device gets stressed fol-

lowed by a single sequence of stress and recovery events. AVig = fstress(V, T, V;).t%522 (1)
Figure 3 illustrates this situation. From the figure, witk th

first set of stress and recovery events,theeaches a value _
of B and A respectively. At this point of time, with a sub- AVy = AVis. frec(tstress, trec) (2)

sequent stress event, the threshold voltage degradation pa  |n this model, thé/; value represents the history of stress
tern should follow the pattern of the first stress event start and recovery events (the total degradation)_ The main idea
ing from point A, since both instants havé/avalue of . pehind our proposed model is to represent the degradation
Therefore, after applying the second stresg fdime units,  hjstory in terms of the equivalent stress time experienced
the finalV; value should be, B whereas the model provides py the PMOS device. Since the existing model is applicable
a different value of C. Thus, the model is not able to cap- for a single stress/recovery event, we transform the pusvio
ture multiple sequences of stress/recovery events pgoperl multiple stress/recovery events into a single stress eeht
The reason for this problem is because the model uses th;se that equivalent stress time with the new stress/regover
instantaneou¥; value as the history of degradation. From eyent. Note that in this case, we always use the nontinal

the stress phase equation, we can see that the valN&of  value. After the aforementioned modification, we get the
depends on the value df;. For a fixed stress time, the following model:

model would produce differedV;, values for different;

values. In this hypothetical scenario, the first stress teven

uses the nomindl; value and the second stress event uses AVis = fstress(Vy T)-(tequizstress + tstress)" >0 (3)

the degraded; value. Therefore, the two stress events of

7il1e'ts|me unit starting from point A produce two different val- AV, = AVig frec|(tequizstress + tstress)s trec) (4)
Both these properties need to be modeled correctly for  wheret.qui—stress IS the equivalent stress time resulting

an architecture level analysis of NBTI degradation. Since from previous stress and recovery eventsQpgl _ s¢ress =

4



0 att= 0. Now we discuss how to calculate the value of groups of devices where all the devices within each group
experience similar stress/recovery patterns and havéasimi
final V; values.

Moreover, as mentioned in Section 1, the temporal vari-
ation in the underlying degradation process due to RCF
causes additional variation on top of the workload variatio
From [13], if a group of devices are stressed in a similar

tequi—stress .

From equation 1, we gekV,,, which is the increase in
threshold voltage due to the stress titgg.ss. If we reor-
ganize equation 1, we find the following:

AVis 4

t R P A (5) way, the variation caused by RCF is:
stress [fstress (‘/7 Ta V;f)
This equation expresses the stress time experienced due OCROF = Ktop AVig
to the previous stress/recovery events when the increase Ay

in threshold voltage is known. Using equation 5 with ] o o
the nominalV; and the givenAV;, which is a result of where,ocrcr is the standard deviation of tHé distribu-

previous stress and recovery events, we can calculate thdon, 4y is the gate area of the devidg, is the oxide thick-
ness,AV; is the nominal degradation due to NBTI aid

is a constant. Since workload variation results in multiple
groups of devices experiencing similar kinds of stress pat-
terns, temporal variation within each group of devices re-
sults in severaV; distributions. After combining all the
distributions, we get a findV; distribution which captures
the effect of both workload and temporal variation (Stan-
dard Deviation =4 rcH+RCF))-

Furthermore, to combine the effect of PV, we know from

A 4 [13]

7fstress‘(/§/, T)] +tstress}0'25 (7) a

ORDF — \/A—q

whereorpr is the standard deviation of thé distribution
due to RDF,4, is the gate area of the device, ands a

tequi—stress:

AV, 2

tequi—stress = [m] (6)

After combining equations 3, 4 and 6, we get the follow-
ing final model:

A‘/ts - .fstress (‘/7 T){[

AV, A
W] + tstress}a trec) (8)
constant.

where AV;; is the final threshold voltage degradation  Finally, combining the effect of NBTI (static, workload
and AV; is the threshold voltage degradation due to pre- and temporal variation) and PV, we get the following stan-
vious stress and recovery events @&, =0 att=0. dard deviation:
Note that, this model captures the effect of voltage and
temperature variation as well. Since the equivalent stress o (py 4 N1y = \/a(ARCH+RCF)2 + orpF?
time is also a function of voltage and temperature, when-
ever there is a variation in either voltage or temperature or  This completes the model. From the equations 7 and 8,
both, the equivalent stress time gets calculated under thewve get the meal; degradation and equation 9 gives e

Av;ff = Av;fs-frec({[

(9)

new stress condition.

4.3 Capturing the impact of Workload
Variation, Temporal Variation, and

standard deviation.
5 Experimental Setup

To carry out the architecture simulations, we use the M5

PV simulator [5]. We simulate a 4-wide issue core, which runs
The NBTI V;, model presented in the previous section at a 3 GHz clock frequency and is representative of cores
assumes the nominal or static degradation for each dethatis used in multicore processors today. We use the 32nm
vice without considering the workload variation or tempo- process with a supply voltage of 0.9V. We assume the ini-
ral variation. As described in Section 1, in a realistic sce- tial threshold voltage of the PMOS devices to be 0.2 V and
nario, the nominal NBTI for each structure is impacted by the service life of the processor to be 7 years [21]. Our
the workload execution due to the variation in the utilieati ~ workloads consist of benchmarks from the SPEC CPU2000
of the structure and its bit patterns. While executing a work benchmark suite [24]. We present simulation results for 8
load, for a given structure, we track the stress/recovetry pa representative benchmarks - 4 integer and 4 floating-point.
terns for each device within that structure. Using the model The benchmarks are compiled for the Alpha ISA and use the
presented in the previous section, we géf; aistribution reference input set. We perform detailed simulation of the
(Standard Deviation = 2gcg). This results in multiple  first 200-million instruction SimPoint for each benchmark



[17]. Our circuit-level simulations are performed usingth  V; distribution is due to RDF (the leftmost distribution in
Cadence Virtuoso Spectre circuit simulator [6] taking the the figure). But once the workload is executed and the
technology parameters of 32nm process from the Predictivestress/recovery statistics on the RF are extrapolatedis, 7 y
Technology Model [14]. In this paper, we focus on the im- the V; distribution shifts to the right due to NBTI. As the
pact of NBTl and PV on one memory structure - the register figure indicates, the effect of temporal variation in thespre
file (RF) and one logic structure - the Kogge-Stone Adder ence of RDF merely causes a shift in the mean of the dis-
(KSA). The RF is a 128x64 size SRAM array made up of tribution, but once the workload variation is factored e t
6T bitcells and the KSA is implemented for 64-bit inputs.  distribution widens. In order to understand why the width
RF Reliability Metric: NBTI and PV affect the read and increases, we need to understand howlthef the PMOS
write delays and the read Static Noise Margin (SNM) of the devices get affected by workload and temporal variation.
SRAM cells. Previous work [11] has shown that the SNM As mentioned in Section 4.3, workload variation results in
is the one that is most heavily affected by NBTI. Therefore multiple groups of devices which experience similar stress
we use SNM as the reliability metric for the RF. patterns, leading to simildr; values. However, because of
KSA Reliability Metric: Since NBTI affects the threshold the temporal variation, each group of devices ends up in a
voltages of PMOS devices in the KSA, the delay of the KSA V; distribution. Therefore, when we take into account all
increases, which could potentially cause a timing viokatio  the V; values in the structure, we get a wider distribution.
Therefore we use delay as the reliability metric for the KSA. Itis important to note that without considering the effect o
Before exercising the RF and the KSA with workloads, RDF, the distributions due to NBTI with temporal, work-
the SNM and the delay of the RF and KSA respectively load, and the combined variations would be much narrower.
are already degraded because of PV. We calculate this deHence it is important to consider the effect of NBTI in the
graded SNM distribution and delay by using the Spectre cir- presence of PV along with temporal and workload variation
cuit simulator. The SNM and delay degrades further after to avoid any significant error in the lifetime estimation of
the structures get exercised by the workloads, due to NBTI.the structure. Now we show how thé distributions affect
We capture this impact by tracking the stress and recoverythe yield of the RF, using the RDF as the baseline.
cycles on all the PMOS devices in the RF and the KSA over
the course of the architecture simulation and extrapotegte t o
statistics to calculate the final degradationtinafter the f S Antner
7-year service life. We calculate the megnand the dif-

—¢— ARCH+RCF+RDF|

ferent standard deviation values due to temporal, workload
and the combined variations for both the RF and the KSA.
We then feed these values into the Spectre circuit simylator

and calculate the degraded SNM distributions of the RF and
delays of the KSA.

6 Results

200

0.05 01 0.15 0.2 0.25 03 035 04 045
V¥

We now quantitatively analyze the effect of NBTI in the
presence of PV in RF and KSA. We evaluate four different  rigure 4. v, distributions of the RF due to
conditions: i)RDF. considering only the impact of RDF RDF, temporal, workload and combined vari-
without the effect of NBTI, ii)RCF+RDF considering the ation for the mcf benchmark.
impact of NBTI only with the temporal variation on top of
the RDF effect, ii)ARCH+RDF considering the impact of The required design coverag#’f) of a memory is a
NBTI only with the workload variation on top of the RDF  function of the target yield and the memory density and is
effect, and finally, iv)ARCH+RCF+RDE considering the  expressed by the following equation [15]:
impact of NBTI with both the temporal and workload vari-
ation on top of the RDF effect. N, = ¢71(Ymemﬁ)

6.1 RF Results wherep! is the inverse standard normal cumulative distri-
We now explain the impact of NBTl and PV onthe RF by bution, Y;,..., is the yield of the memory, andy;;;, is the

means of an example. We first show fiedistributionsun-  total number of bitcells in the memory. Once the design

der different conditions. From the simulations, we caltalla coverage is calculated, from the expected SNM distribu-

the following standard deviationso gpr, o0(rcF+RDF) tion (baseline:usyar—rpr, csNyv—rDF), the minimum

oarcH+rDF) @Ndopy 4 nprr))- Figure 4 shows th&; allowed SNM can be calculated as:

distributions of the RF for one of the benchmarks we eval-

uate -mcf. Initially, before the workload is executed, the SNMpin = tsNM—RDF — Ny * OSNM—RDF



Under each NBTI and PV condition, we count the num- 6.2 KSA Results
ber of bitcells whose SNM values are less tiaN M,,,;., . To explain the impact of NBTI and PV on the KSA, we

We denote this number gbit sair. again begin with thd/; distributions under different con-
ditions. Figure 6 shows thg, distributions of the KSA for

mef. The leftmost/; distribution in the Figure is due to the
s ERCF+RDF  CIARCH+RDF [ ARCH+RCF+RDF RDF and this distribution gets shifted to the right because
& w of NBTI. Similar to the RF, the effect of temporal variation
g o and the workload variation in the presence of RDF is less
g 50 than their combined impact. However, unlike the RF, the
fw curves for the temporal variation and the workload varia-
g a0 tion are close to each other. The reason why the workload
2w .EI .|:I .EI variation does not contribute ¢ changes significantly be-
8, yond the temporal variation is because of the circuit design
& & & & & &£ ¢ of the KSA. Based on the inputs to the KSA, bits propagate
Benchmarks through the internal nodes of the circuit. The inherent de-
sign of the circuit generates internal node values of 0’s and
Figure 5. Number of bits experiencing SNM 1's within the structure in a balanced manner, which pro-
below the minimum allowed value in a RF due duces a comparatively smaller workload variation. Overall
to temporal, workload and the combined vari- the combined effect of NBTI and RDF is significant, similar
ation for the different benchmarks. to the RF. We now show the implication of th& distribu-

tions on the delay of the KSA.

Figure 5 shows the#bits,;; in the RF under
three different conditionsRCF+RDF, ARCH+RDF, and e
ARCH+RCF+RDH for different benchmarks. #bit 1 . Yy
ranges from 5 to 17 for th®CF+RDF condition where 0
only the temporal variation is considered in the presence of .
PV. It ranges from 8 to 45 for thARCH+RDFcondition, :
whereas it ranges from 26 to 117 for ABRCH+RCF+RDF
condition. As expected from the, distributions, this re-
sult shows that the impact of the temporal variation alone
is less than the impact of the workload variation, whereas
the combined effect is much greater than the sum of the
individual effects. This is due to the widening of thé
distribution, as explained before. Itis also importantaten
that the effects of the variations vary significantly acrbes
benchmarksmcf, lucas andswim benchmarks have large
#bit 45 values (117, 108 and 92 respectively) under the
ARCH+RCF+RDFcondition. The reason behind this is due As before, we use thBDF condition as our baseline.
to workload variationsmcf, lucas and swim experience  We calculate the percentage increase in delay with respect
much highew 4grcy as compared to the other benchmarks to the baseline for the other three conditions to analyze the
because of the bit patterns and the long residence times ofmpact of different variations due to NBTI.
the bits in each register. Generally, we find that most of  Figure 7 shows the percentage increase in delay in the
the registers tend to have more 0’s in the higher order bitsKSA with respect to the baseline due to NBTI in the pres-
and a random mix of O's and 1's in the lower order bits, ence of PV for three different conditions for different benc
which contribute to the variability of the stress/recoveay- marks. The increase in delay ranges from 9% to 15% for
terns of the register bits. Also, these benchmarks expegien the RCF+RDFcondition, 11% to 20% for thARCH+RDF
high L2 cache miss rate which causes stalls in the processocondition, whereas it ranges from 18% to 28% for the
pipeline. Therefore, the contents of the register files do no ARCH+RCF+RDFcondition. Just like the RF behavior,
get updated often. As a result, some bits tend to experiencehis result also shows that the impact of the temporal varia-
more stress whereas others experience less stress. Becausen is less than the impact of the workload variation. Ualik
of this, the bits in the RF experience high workload vari- RF, in this case the combined effect is not higher than the
ation. The impact of workload variations, combined with sum of the individual effects. This is because of the can-
temporal and process variations leads to a higher failurecelling effect of the variations in the same timing paths of
rate. the logic structure. Each timing path of the structure con-

200

100

Figure 6. V; distributions of the KSA due to
RDF, temporal, workload and combined vari-
ation for the mcf benchmark.



sists of many PMOS devices which have different threshold
voltages and the effect of the slower devices gets offset to
some extent by the faster devices. Although, the combined

presented in Section 4 can be used to carry out such
studies.

effect of the workload and temporal variation causes an in- 7 Conclusion
crease in_the delay for each benchmark, this impact doesnot NBT| and PV are very important silicon reliability prob-
vary significantly across the benchmarks. Again, the reasongms facing processor designers. In this paper, we develop

balances the values of 0's and 1's within the structure andjn cjrcuit and architecture simulations. We capture the fol

reduces the impact of the variability in the utilization and
bit patterns on the KSA across the different benchmarks.

B RCF+RDF O ARCH+RDF @ ARCH+RCF+RDF
2 2
£ =
E 20
£ 4
£ o
o}\q é"Q b& @é @@ ,;,‘\@ \o‘?ﬁ &
Benchmarks

Figure 7. Percentage increase in delay in a
KSA due to temporal, workload and the com-
bined variation for different benchmarks.

6.3 Implications of the Results

e Asthe results indicate, both PV (RDF) and NBTI have
a significant impact of¥;. More importantly, as Fig-
ures 4 and 6 show, if we consider only the impact of
RDF or only Static NBTI (as is the case in a large num-
ber of architecture studies [1, 21, 18, 19, 20, 7]), then

one does not get an accurate picture of the impact of [9]

these related reliability phenomena on thedistribu-
tions. For example, if only RDF is considered, then the
shift in the mean of th&; distribution due to NBTI is
not captured. Even within NBTI, unless both temporal

and workload variations are accounted for, the widen- [

ing of the V; distribution will not be captured. It is

lowing aspects in the model: i) variation in NBTI due to
workloads, ii) temporal variation in NBTI and iii) process
variation. We use this model to analyze the combined im-
pact of NBTI and PV on a memory structure (register file)
and a logic structure (Kogge-Stone adder). We show that
the impact of the threshold voltage variations due to NBTI
and PV both need to be captured in order to get an accurate
view of silicon reliability.
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