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Abstract

Intermittently connected mobile networks don’t have a
complete path from a source to a destination at most of
the time. Such an environment can be found in very sparse
mobile networks where nodes meet only occasionally or in
wireless sensor networks where nodes always sleep to con-
serve energy. Current transmission approaches in such net-
works are primarily based on: multi-copy flooding scheme
and single-copy forwarding scheme. However, they incur
either high overheads due to excessive transmissions or
long delay due to possible incorrect choices during for-
warding. In this paper, we propose a A Utility-based Dis-
tributed routing algorithm with Multi-copies called UDM,
in which a packet is initially replicated to a certain num-
ber of its neighbor nodes, which sequentially forward those
packets to the destination node based on a probabilistic
routing scheme. Some buffer management methods are also
proposed to further improve its performance. Theoretical
analyze and simulations show that compared to Epidemic
routing, Spray and Wait routing, UDM routing scheme pro-
vides a nearly optimal delay performance with a stable
packet arrive rate in the community mobility model.

1 Introduction
Over the past years, tremendous development of tech-

niques such as IEEE 802.11 and low power radios has pro-
duced a significant stimulus to wireless ad hoc networks.
In a wireless ad hoc network, packets can be forwarded by
the intermediate nodes if a pair of source node and destina-
tion node can not communicate directly. One of the most
basic requirement for the wireless ad hoc network is that
a continuous end-to-end path between a pair of source and
destination nodes always exits. However, in intermittently
connected mobile networks, i.e. Delay Tolerant Networks
(DTN), such continuous connections can not be guaranteed
due to mobility [1], power management [2], wireless range,
sparsity [3], or malicious attacks [4]. Examples of DTN

include wildlife monitoring sensor networks [2], interplan-
etary communication networks [5], vehicular ad hoc net-
works (VANETs) [1], terrestrial wireless networks, ocean
sensor networks [6, 7]. Therefore, conventional internet
routing protocols (e.g. RIP, OSPF ) as well as ad hoc net-
work routing schemes, such as DSR [8] and AODV [9] that
assume a complete source-destination path cannot be ap-
plied to DTN directly.

One group of routing schemes proposed for DTN is
based on flooding [2, 10, 11]. Despite their increased ro-
bustness and low transmission delay, flooding-based routing
schemes (i.e. epidemic routing schemes) consume much en-
ergy, bandwidth, and memory space that are crucial to the
performance of wireless network applications. In particu-
larly, under high traffic loads, they suffer from severe re-
source contention and packet drops, which significantly de-
grade their scalability performance. On the other hand, an-
other group of routing schemes proposed for DTN is single-
copy based routing, such as two hop direct routing [12],
predicted routing [13]. In the two hop direct routing, the
source node spreads the packets to several mobile nodes.
These mobile nodes keep these packets until meet the des-
tination node. In predicted routing, the packets are for-
warded to mobile nodes that have higher probability to meet
the destined node. Although these schemes bring about
much lower overhead for packet transmission, which con-
sequentially save a considerable amount of node resources,
they are likely to suffer from severe transmission delay if a
wrong path for the delivery are chosen .

In this paper, we present the design, implementation and
evaluation of a utility-based distributed routing algorithm
with Multi-copies (UDM) for intermittently connected net-
work. Taking advantage of current connectivity information
and predictions of future connectivity information, UDM
“stores and forwards” the packet to the destined node in a
distributed manner. The basic idea of UDM is that when
a source node want to transmit a packet to a destination
node, it initially replicates a packet to a certain number of its
neighbor nodes. These nodes independently “store and for-



ward” the packet copies to another node that has a higher
utility (the possibility to meet the destination node) of the
packet’s destined node. This process will continue until one
of the packet copies arrives at the destination. Fundamen-
tally, the benefit of UDM is that it allows the transmission
to be spread over multiple relays while using a constrained
amount of overhead. It makes the transmission much more
robust to relay failures or some bad choices caused by the
single copy predicted routing, leading to a high transmis-
sion performance. Moreover, based on some buffer man-
agement methods such that replace low utility packets (back
up packets) with other high utility packets (core packets),
delete out-dated packets and give higher transmission pri-
ority to the delaying or emergent packets, UDM outper-
forms traditional flooding-based and single copy based rout-
ing schemes in respect to the delay, congestion avoidance,
and packet receiving rate.

Spyropoulos et al. [10] also proposed a multi-copies
routing method with constrained number of routing copies
called Spray and Wait (SW). UDM differs SW mainly in
two aspects: (1) UDM uses predicted routing after replica-
tion phrase while SW uses direct routing. (2)Several buffer
management approaches are employed in UDM to deal with
the packets congestion in the buffer while SW only uses a
simple TTL scheme to management buffer.

Simulations results confirm that UDM improves the per-
formance of SW in terms of the number of received packets
and transmission delay. In the next section we go over ex-
isting related work. Section 3 presents UDM routing algo-
rithm. Simulation results are presented in section 4. Finally,
section 5 concludes the paper.

2 Related Work
Although numerous routing protocols for wireless ad hoc

networks have been proposed [9, 14, 8], traditional routing
protocols are not appropriate for DTNs that are sparse and
disconnected. These protocols don’t work well even if the
network is only “slightly” disconnected [12].

An intuitive idea to deal with connectivity disruptions in
DTNs is to reinforce connectivity on demand by sending
out a number of specialized nodes (e.g. robots, satellites)
which are assigned to fill the “communication gap” when a
disconnection happens [15, 16]. However, this approach is
not applicable in a highly dynamic self-organized networks
needed to be “fixed” at all time.

Predicted routing is another approach for DTN [17, 3, 5,
3, 13]. They determine the routing path before transmis-
sion. In [2], nodes record the history of past encounters in
order to make fewer but more informed decisions. Those
routing paths are predicted either by statistics of a mobil-
ity module or by a historical moving path record. However,
these schemes reduce the transmission overhead of flood-
based routing at a significant penalty on delivery delay. In

[13], the author points out that consulting the age of the last
node encountered when making forwarding decision results
in superior performance than flooding. [3] propose a for-
warding algorithm to minimized the average delay of packet
delivery using oracles about the current network topology.
However, Balasubramanian in [18] argue that, even the sim-
plest oracle in [3] is very hard to be implemented because
the connection opportunities are affected by many factors in
practice such as weather, radio interference and etc.

The third transmission approach for DTN is opportunis-
tic routing. A simplest approach is direct routing that lets
the source or a moving relay node carry the packet all the
way to the destination [19]. Although these schemes can
achieve high throughput performance, the delay will be very
long, especially when base stations are sparse in the system.
A faster way to perform routing in DTN is epidemic routing
[11] which is based on packets flooding. This scheme can
guarantee a optimal short delay with a infinite buffer by lo-
cating a shortest routing path at the cost of high network re-
source consumption. There are some improved approaches
proposed to reduce the overhead of the epidemic routing
[20–23]. In [20], a packet is “gossiped” to other nodes in-
stead of flooding in which a packet is forwarded to partial
neighbors. In [22], nodes remove redundant copies of cer-
tain packet when that packet has been transmitted by ex-
changing a “metadata” containing the ID of delivered node.
Network coding [23, 21, 24] have also been used to improve
the performance of the flood routing. In [24], the author use
erasure coding technology to achieve the desired data de-
livery ratio with minimum overhead. He also implement a
fault tolerance message which indicates the importance of
the messages. The decisions on message transmission and
dropping are made based on fault tolerance for minimizing
transmission overhead. Chen et al. in [25] proposed a hy-
brid routing method which fully combine the robustness of
erasure coding based routing techniques, while preserving
the performance advantages of reputation techniques.

Although all these schemes can improve the perfor-
mance of epidemic routing to a certain extent, they still
inherits the shortcomings caused by flooding and can not
significantly reduce transmission delay.

3 The UDM Protocol
In this section we describe the UDM protocol. We start

off by describing the goals of UDM design and then discuss
the approaches to achieve the goals. We will also discuss
the various aspects of the protocol in details.

To be an optimized protocol for DTN, UDM has the fol-
lowing goals and corresponding approaches.

(1) In order to reduce the delay of existing single-copy
schemes and make the transmissions more robust to
relay failures or bad choices, UDM replicates a certain
number of copies of a source packet to other nodes.



(2) In order to reduce the forwarding delay of traditional
direct forwarding scheme, UDM adopts probabilistic
routing to “guide” a packet forwarding in a corrective
path. Even in the situation where nodes carrying pack-
ets fail to make right forwarding choices at all the time,
UDM will degenerate to “Spray and Wait”scheme [10]
which has been proved to outperform most current
routing methods.

(3) In order to improve the transmission performance in
a high loaded system, UDM uses buffer management
methods to efficiently manage the buffer by replacing
the low utility packets with other high utility packets,
detecting out-dated packets and giving higher trans-
mission priority to the delaying or emergent packets.

Since the replication of one unique packet does not af-
fect the replication of another packet, all the transmissions
can be regarded as states in a Markov chain. UDM routing
spreads a number of copies generated per packet, therefore a
number of transmissions can perform in the entire network.
Specifically, UDM has three phases listed below:

(1) Replicate phase: For every packet originating at a
source node, Nc packet copies are initially spread and
replicated to Nc distinct closed relays. If the destina-
tion node is among these nodes, the transmission of
this packet is completed. Otherwise, it goes to the for-
warding phase.

(2) Forwarding phase: For every node in the system, it will
hold a utility vector that include the meeting possibil-
ity value for every other node it has met. The utility
vector indicates how likely this node will be able to
deliver a packet to the other node. Based on these util-
ity information, each copy of the packet is forwarded
to the node with a higher utility value intentionally un-
til one of those copies arrives at the destination node.
If the buffer is full, the packets with higher utility value
will replace the packets with low utility value.

(3) Clear phase: After the transmission is completed, the
destination node sends a message or piggybacks it on
other packets back to the system. This message in-
cludes the identifiers of the offloaded packets received
in destination node. The nodes in the system will up-
dated the information of offloaded packets and delete
those packets in their buffers if they have them.

3.1 Mobility Models

The traditional popular simulation scenarios such as ran-
dom walk, random way-point model [26] assume that each
node may move equally frequently to every network loca-
tion with identical, and independently distributed mobility
process. However, numerous recent studies based on mo-
bility traces from real networks (e.g. university campuses,
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conferences, etc.) have demonstrated that these two as-
sumptions rarely hold in real-life situations [12]. For this
reason, we simulated UDM under a more realistic mobil-
ity model, called “Community-based Mobility Model” that
better resembles real node movement [27]. In reality, every
people have their living habits and moving routines . That
is, they usually go to some places with high probability but
other places in low probability. Therefore, in the commu-
nity mobility model, a node selects a destination and moves
to it at a selected speed, and then repeats this process. If
the node is at home community, it will go to a gathering
place (e.g. in reality it can be a mall for the people, feeding
ground for the animals, or certain bus stop) with a high pos-
sibility, but it can still go to other places. If it at a gathering
place, it is very likely that the next destination of the node is
a home community. Moreover, if the node is in other places,
it will definitely go back to the home community.

3.2 Delivery Utility Calculation

There are serval factors that can be used to determine a
node’s transmission utility to others according to different
systems based on different mobility models, such as time
aging and transitivity utility using in [13] and the distance
utility adopting in [12]. However, in DTN, the communi-
cation time between two nodes is limited. After one in-
teraction, it will take a while to forward the packets to the
destined node again. In this paper, we devise a new util-
ity called meeting time possibility in the community model.
The packets are always forwarded to the nodes with higher
utility to the destined node. The calculation of the meeting
possibilities has three steps. The first thing to do is to update
the utility whenever a node is encountered, so that nodes
frequently encountered have a high meeting predictability.
The calculation is shown below.

P(i,j) =
T(i,j)

T(i)
,

whereP(i,j) denotes the utility of node imeets node j, T(i,j)

is the total meeting time between node(i) and node(j) in
a time interval T (i). T (i) denotes a time period between
node(i) leaving home community in consecutive two times.
For example, the first time when node(i) leaves home com-
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Figure 2. Packets replication tree

munity is at t0, and the second time it leaves at t1, then
T (i) = (t0 − t1). However, when calculating the current
utility of the node, the old utility value of the node should
be also brought into account, since the latest acquiring util-
ity may not accurately reflect the meeting probability of
two nodes because of the signal interference or link break.
Therefore, every time when nodes leave home, they will re-
calculate P(i,j) as

P(i,j)current
= αP(i,j) + (1− α)P(i,j)new

and then clear T(i,j) and Ti in order to record the next round
meeting possibility P(i,j)new

, where α is a weighing con-
stant (α ∈ (0, 1)). The packets forwarding are based on the
value P(i,j)current

.

3.3 Packet Replication

UDM uses replication strategy to increase the probabil-
ity that a packet copy is offloaded to a destination node.
Too much replicas will result in traffic congestion or unnec-
essary node energy consumption in the system. Therefore,
UDM generates a small number of replicas to be transmit-
ted in the system. The number of replicas should be chosen
based on the optimized trade-off between energy consump-
tion and robustness provision, influenced by system size,
mobility model or number of nodes in the system [10]. The
replicated packets are sent to randomly selected neighbor
nodes.

Suppose that there are Nc packet copies in the system.
These packet copies should be replicated as fast as possible
as well as the replication process can be terminated when
Nc − 1 copies are presented. Therefore, an approach is
needed to ensure a node knows the number of replicated
packets. A replicate distributing approach called locally-
optimal tree [22] is adopted by UDM to replicate the copies.
Figure 2(a) shows that at time t = 0, node n1 knows there
are Nc copies required in the system. Thus, when node
n1 comes across node n2, it entitles n2 to replicate Nc−1

2

copies to other nodes while itself remains Nc−1
2 transmis-

sions. Sequentially, if node(2) meets node(3), each node
will be entitled to have half of the remaining transmissions,
i.e. Nc−2

4 . The process is continuous until each node has
only one copy of the packet. Figure 2(b) shows a source tree

algorithm (only source node can replicate copy to other).
Compared to the source tree which need O(N) time steps
to replicate the copies, optimal tree algorithm only needs
O(log2Nc) time steps. Meanwhile, Figure 2(c) shows a bi-
nary routing tree algorithm (each node can only replicate
copies to two other nodes). It is easy to find that the optimal
tree algorithm can replicate the packet to another node with
possibility of 1 at all time, while the binary tree algorithm
only has a possibility of 5/7 in this case. Although the bi-
nary routing tree algorithm also has a replication time step
in the order of O(log2Nc), the replication process is still
slower than the optimal tree algorithm.

3.4 Buffer Management

Buffer size has a critical impact on the performance of
wireless sensor network. The limited buffer size will lead
to serious traffic congestion, deteriorating network perfor-
mance. In UDM, several buffer management methods are
adopted to release the burden of the buffer and increase net-
work throughput with reduced transmission delay.

3.4.1 Copy Management in the Buffer

In section 3.3, a packet is replicated for Nc nodes with dif-
ferent utility values to the destined node. However, since
the replicated nodes are randomly chosen, some selected
nodes may have low utilities to the destination node. In or-
der to save the buffer resources, the buffer slots taking up
by copies should be assigned to more promising packets,
that is, the packets which are more liked to by transmit-
ted to their destined node. Therefore, a utility threshold is
assigned to the buffer to classify the packets into two cat-
egories: core-copy and backup-copy. If the utility of the
packet’s destination node is lager than the threshold, the
packet is regarded as a core-copy, otherwise a backup copy.
Pasztor [28] also proposed a classifying method that each
kind of packets only have one master copy storing in the
neighbor node with highest utilities until it reach the desti-
nation node. However, their method is not applicable here,
since in UDM, the packets will be further forwarded after
replication process. Therefore, which node can be the mas-
ter copy can not be guaranteed in a long term.

When two nodes inquire each other’s utilities for the
packets forwarding, they also exchange the information of
the number of the empty buffer slots and number of backup-
copy in their buffers [28]. Packet copies forwarded to the
other nodes firstly use available empty slots and then over-
write the slots of the backup-copy. Since backup-copy has
a lower possibility to meet destination node in a short time,
and the core-copy of this certain packet is still remain in
a certian other node in the system, replacing this backup-
copy in the buffer will not degrade the delay performance
of transmission.



3.4.2 Copy deletion from the Buffer

Although the backup-copy and core-copy packet manage-
ment can significantly release the burden of the buffer, when
the buffer is full of core-copy, some promising packets from
other nodes will be dropped. Therefore, we also propose a
copy deleting approach to guarantee the robustness of the
transmission.

When a node is about to load off packets to the destina-
tion node, the destination node sends a hash table containing
the identifiers of the already received packets to that node at
first. After that, the node deletes the packets indicated in
the hash table if it has and forwards the remain packets to
the destination node. After receiving the new packets, the
destination node updates its hash table. This hash table peri-
odically exchanges with this neighbor nodes or piggybacks
them on other packets. The neighbor nodes that receive the
hash table message will update their own hash table and get
rid of the unnecessary packets.

3.4.3 Maintain the Forwarding Sequence

Since the transmission between two mobile nodes occurs
only when they are within transmission range of each other,
the time for packet transmission is especially in a highly
dynamic situation. To ensure short transmission delay, a
packet should be delivered to the destination node as soon
as possible. However, a rely node may have several pack-
ets with various destinations at a time. In addition, when
a rely node meets another relay node along its way, it
can hand over very few packets, since the duration during
which they are in each other’s communication range is very
small. Hence, UDM needs a scheme to decide which pack-
ets have higher priority to be transmitted during communi-
cation time.

In addition to the traditional field such as the IDs for
source node and destination node, GSR includes two new
fields into each packet’s head : priority and time stamp.
Priority is used to indicate the delivery urgency of pack-
ets indicated by the applications. time stamp is used to
record the elapsed time since packet creation. In a node’s
buffer, the packets are arranged in decreasing order of pri-
ority. Within each level of priority, the packets are sorted
in decreasing order of time stamp. When two nodes meet
each other, the bundles are delivered based on the sequence
in the buffer. The employing of time stamp guarantees that
the longer a bundle stays in a buffer, the higher priority it
has to be delivered. It avoids the worst delay in the commu-
nication in which a packet always stays in a buffer.

4 Analysis of the Performance of UDM
There are two kinds of routing methods for DTN cur-

rently, namely single-copy routing and multi-copies rout-
ing. However, although single-copy routing can reach a
high throughput, it will lead to a much longer delay com-

pared to multi-copies routing.

Theorem 4.1 Signal-copy transmission can not achieve an
average delay of less than O(M).

Proof Suppose a packet is transmitted in an optimal lin-
early path to the destination node. Therefore, ETd = L/v,
where ETd denotes the transmission delay and L is the dis-
tance between a source node and a destination node; v is
the average transmission speed. Because in any time, the
packet is not duplicated and are held by at most one user,
no further relay will happen in the transmission. Suppose
d = M/C, where M denotes the number of nodes; C is
the number of cells, therefore, d denotes the nodes’ den-
sity in the networks. From the formula above, we can get
that L = O(C), ETd = O(L) and C = O(M), therefore
ETd = O(M).

Epidemic routing can reach an optimal delay perfor-
mance in a lightly loaded transmission environment since
a node can find a shortest path to the destined node by
flooding the copies to all the nodes it meets before one of
the copies is offloaded. However, flooding based transmis-
sions consume significant energy and resources, which is
precious to some micro-devices such as wireless sensor. T.
Small [22] indicates that restriction of transmission traffic
can save energy in the network. We give the proof below.

Theorem 4.2 Given a large Nc, adding more copies will
lead to constant energy consumption but negligible delay
decrease.

Proof Given the same amount of energy for each node.
Suppose the average packet offloading possibility of each
node is p and there areNc copies of the packets in the DTN.
The average energy consuming of each transmission is E.
Therefore, to replicate Nc copies, Nc − 1 transmission are
needed, consuming (Nc − 1) · E energy. If Nc were con-
stant over the entire lifetime of the packets, offloading delay
would be a geometric process with mean 1

Ncṗ . With another
packet replication, the reduction of the packet offloading de-
lay is 1

Ncṗ −
1

(Nc+1)ṗ = 1

(Nc+1)(̇Nc)ṗ
. Therefore, with the

increase of copies in the system, packet offloading possibil-
ity increases less and less while the energy consuming rate
increases constantly at rate of E.

Therefore, in the UDM, a packet from a source node is
replicated to a certain number of Nc (Nc � M ) nodes to
increase the possibility of a packet to be delivered to its des-
tined node as well as reduce the overheads in the networks.
Although, each ofNc relays looks for routing path indepen-
dently in the forwarding phrase, delay in replication phrase
will inevitably affects the delay performance in forward-
ing phrase and sequently deteriorate the whole transmission
process.
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Theorem 4.3 Delay in the replication phrase will signifi-
cant affect the delay performance in the forwarding phrase.

Proof Suppose the average delay in the replication phrase
is T time period. T. Spyropoulos [10] showed that the meet-
ing time of randomly selected node i and j is exponentially
distributed with average ETd, and the expected duration
of the forwarding phrase ETf is ETf = ETd

Nc
. There-

fore, the average number of replications in each time slot
is ETd

(Nc/T )ṫ
where t ∈ [1, T ]. Then, the average delay is

ETf =
∑T

t=1
ETd

(Nc/T )ṫ
. The average total delay in a packet

transmission is approximately

T + ETf = T +
T∑

t=1

ETd

(Nc/T )× t

= T +
T∑

t=1

ETd × T
Nc × t

=
ETd × T
Nc

O(lnt)

The equation shows that as the delay in the replication
prase T increase, the total transmission delay will increase
in the order of O(ln t).

That is also why in the replication phase, the source node
in UDM would like to replicate the packet to its neighbor
nodes as soon as possible regardless their utilities, rather
than only replicate the packet to the node with higher utility
as the forwarding phase do, because it is very likely that the
node initially with low utility to the destined node will meet
a intermediate node with high utility node later.

Theorem 4.4 In the UDM routing method leads to delay
performance O(

√
N) > ETd > O(log(N))

Proof In [29], Neely proved that no algorithm (with or
without redundancy) that restricts packets to 2-hop paths

can provide an average delay better than O(
√
N). There-

fore, in the worst situation of the forwarding phrase in the
UDM where nodes with copies can not find a higher utility
node for the relaying, UDM will deteriorate to a two-hop
multi-copies routing, the delay of which is in the order of
O(
√
N). On the other hand, if packets in UDM can always

find a better relay node (with a higher utility) to , the de-
lay performance of the UDM is like an optimal redundancy
multi-hop transmission [29], whose delay performance is
O(log(N))

5 Performance Evaluation
This section demonstrates the distinguishing properties

of UDM through simulation built on a custom discrete
event-driven simulator [12] in comparison with Epidemic
routing [11], and Spay and Wait routing [10]. We used
“Community Model” [13] as the simulation scenario. This
scenario consists of a 500×500m area where 100 nodes are
identical, independent distributed placed. Every 10 nodes
share a home community and a gathering place. The home
communities and gathering places are identical distributed
in the area. The mobile nodes move in the scenario at speeds
of (0−20m/s), with pause time 0−5s. Nodes are randomly
chose to generate a new packet for a randomly selected des-
tination with transmission rate 1 packet per node for 2000s.
The hop count of Epidemic routing is 5 hops. The num-
ber of replicas of UDM and Spray and Wait routing is 16.
When a node is in a home community, it will go to a gather-
ing place with possibility of 0.8, and go to other randomly
choose places with possibility of 0.2. When a node is in a
gathering place, it will then go home with possibility of 0.5,
other places with possibility of 0.5. When node is at other
places, it will go back to home community directly. All re-
sults were average over 5 runs. A warm up period of 500s
is used in the beginning of the simulations to initialize the
utility of UDM.

We used two metrics in the simulation:
(1) Packet delivery delay: the average time that it takes a
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Figure 4. Number of Received Packets

packet to be delivered.
(2) Packet delivery ability: the number of the packets

that is able to be delivered to the destination.

5.1 Packet Delivery Delay

Figure 3 (a) and figure 3 (b) present the packet deliv-
ery delay with different transmission ranges 20m and 40m.
Comparing these two figures, we can notice that the trans-
mission delay rapidly decrease with the increase of the
transmitting range of the node. The reason is that a larger
transmission range makes it easier to find other neighbor
nodes, which may be the potential receivers or promising
relay nodes. Moreover, the speed of the electromagnetic
wave moves much faster than the moving node, thus data
transmission with larger transmission range is faster. The
figures also show that with the increase of the buffer size,
transmission delay is decreased. It is because a larger buffer
size enables more packets to be buffered, thus packets have
low possibility to be thrown away.

The figures also indicate UDM has the best delay per-
formance with a small buffer size. Although in UDM rout-
ing scheme, a packet is replicated to several nodes as Spray
and Wait scheme does, some buffer slots taking up by the
backup-copy can be replaced by other promising packets if
the buffer is full, and the core-copy with the highest pos-
sibility to be delivered still remain in the system. With
the buffer management approaches, the transmission in the
UDM will not be significantly affected by the buffer size.
However, Relying on flooding, the Epidemic routing suffer
from severe congestion because of the limited buffer size.

Moveover, figure 3 shows UDM outperforms Spray and
Wait routing where the nodes are equipped with large buffer
size. It is due to the reason that in the forwarding phase,
UDM uses a probabilistic routing while Spray and Wait
just adopts direct routing leading to a little more delay as
O( N

Nc
).

The factor that delay of the UDM is almost the same as
Epidemic routing with a large buffer size can also be found

in the figure, which means UDM can reach the lower bound
of the delay performance[11]

5.2 Packet Delivery Ability

The figure shows that the UDM is less sensitive to the
buffer size changes than Epidemic routing for its significant
buffer management approaches, and the Epidemic routing
with flooding nature is still manifest to suffer from the con-
gestion severely especially under high load. Figure 4 also
indicates in a low load, where the butter is large enough for
all the packets, the transmission performance of UDM can
still reach the upper bound as Epidemic routing does.

Figure 4 also shows that as the buffer size increases,
so does the number of the packets delivered to their des-
tination. A larger buffer size means more packets can be
buffered, and the possibility that a packet is thrown away
decreases. Therefore, the number of packets received by
the destination nodes will increase.

Since a shorter transmission range of a node leads to a
smaller possibility of nodes to meet neighbor nodes, that
is why the number of received packets are reduced with
the decrease of transmission range. Meanwhile, in the
Spray and Wait routing scheme, direct transmission with a
Time To Live (TTL) threshold is adopted in the forward-
ing phase. However, it is very likely that the packets are
dropped when TTL expires. That is why it is so obvious in
the figures that Spray and Wait suffers more than other rout-
ing schemes from the decrease of the transmission range.

6 Conclusions
Traditional routing scheme in wireless ad-hoc networks

can not achieve a good performance in Delay tolerate net-
works (DTN), since DTN can not guarantee a end-to-end
link established all the time. Epidemic routing and Spray
and Wait routing are two representative routing schemes for
DTN. The former is based on flooding routing and the lat-
ter is a hybrid routing combining direct routing and multi-
copies routing. In this paper, we proposed a A utility-based



distributed routing algorithm using multi-copies for DTN,
namely UDM. UDM replicates a new packet to a certain
number of nodes. These nodes hold the copies until they
meet another node with a higher utility for the packet’s des-
tination. The packets is forwarded in this way until one of
the copies reaches the destination. Simulation results based
on community mobility model show that UDM outperforms
the Epidemic routing scheme and Spray and Wait scheme in
terms of packet delivery delay and packet delivery ability.
In the future work we intend to implement UDM to other
mobility modules such as random walk model and random
way point model to see whether UDM can still keep high
performance.
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