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Abstract—Cooperative broadcast, in which a packet receiver
cooperatively combines received weak signal power from differ-
ent senders to decode the original packet, has gained increasing
attention. However, existing approaches are developed based
on the assumption that there is a single flow in the network;
thus, they are not suitable for multi-flow broadcasting in which
broadcasts are initiated by different nodes and consist of more
than one packet at any point in time. In this paper, we aim
to achieve low-latency multi-flow broadcast in wireless multi-
hop networks with fading channels. We formulate this problem
as a Minimum Slotted Delay Cooperative Broadcast (MSDCB)
problem, and prove that it is NP-complete and o(logN) inapprox-
imable. We then propose two heuristic algorithms named PCBH-
S and PCBH-M to solve MSDCB. Our experimental results show
that our algorithms outperform previous methods.

I. INTRODUCTION

In wireless networks, broadcasting is a particularly impor-
tant mechanism for disseminating a message from one source
to all other nodes. Blind flooding, in which each node forwards
the broadcast packet exactly once has been the simplest way to
implement broadcasting. The major drawback of blind flood-
ing is its high cost and excessive redundant transmissions that
lead to increased contention and collisions. Thus, many ap-
proaches have been proposed for efficient broadcasting, based
on broadcast tree [1], [2], Minimum Connected Dominated Set
(MCDS) [3], [4] and cooperative communication [5]–[10].

Broadcast tree and MCDS based approaches [2]–[4] im-
prove the broadcast efficiency by determining a small subset
of connected nodes as forwarders from which all other nodes
in the network can be reached. However, most of these works
use simple deterministic topology or link metrics to determine
the relay nodes. They suffer a low delivery rate in fading envi-
ronments [2]–[4] where the transmissions between relay nodes
are vulnerable to failure. To mitigate the detrimental effects
of fading, cooperative diversity [5]–[10] has been exploited.
Due to the broadcast nature of the wireless channel, packets
transmitted between senders and receivers can be overheard by
some other nodes. If these nodes are utilized for cooperative
relaying, i.e., relaying the overheard packets to their intended
recipients, error rates can be significantly reduced. Cooperative
relaying enables broadcasting without the usual multiplexing
loss because of intrinsic retransmissions in broadcasting. Thus,
it is particularly promising to exploit cooperative diversity for
improving broadcast efficiency. However, none of these works
can guarantee successful communication with high probabil-
ity in fading environment. Recently, a cooperation diversity
approach [1] has been proposed to address broadcasting in

fading environments, which firstly uses the probability of suc-
cessful communication as a metric for constructing broadcast
backbone. It aims to reduce the broadcast delay, defined as
the number of slots required for one packet to be distributed
throughout the entire network. It incorporates the Rayleigh
fading model [1] into tree construction and keeps the size of
the tree low in order to minimize the broadcast delay. However,
[1] assumes that only a single broadcast by a single node is in
progress at any point in time. Hence, it has limited practical
use. In fact, broadcast communication is an essential operation
in many distributed network applications, and broadcasts can
be initiated by different nodes and consist of more than one
packet at any point in time. That is, multiple packet flows
are broadcast from different sources simultaneously. This is
termed multi-flow broadcast. In such cases, the allocations of
cooperative relay nodes for different data flow broadcasts have
to be considered. Previous works did not consider a method for
allocating relay nodes in multi-flow cases. Determining relay
nodes with their “single-flow” methods can lead to degraded
performance of multi-flow broadcasting.

In this paper, we propose a cooperative diversity scheme for
multi-flow broadcast in fading wireless networks to minimize
broadcast delay. In our scheme a group of nodes, termed a
cooperative relaying set, is chosen and acts together during
the same time slot to forward a packet; this contrasts with
previous work [1] in which only a single node is chosen. Thus,
packets are forwarded from relay-set to relay-set, instead of
from node to node. A challenging problem for our scheme is
determining the allocations of relay nodes to different flows
while minimizing the broadcast delay, as arbitrarily allocating
some relay nodes to one flow may cause unbalanced high
latency for other flows in the multi-flow case. As opposed
to previous works, we need to determine a cooperative relay
set rather than a single relay node in each slot. To address
this challenge, we introduce a probabilistic mechanism and
formulate the allocation problem as the Minimum Slotted
Delay Cooperative Broadcast (MSDCB) problem. We prove
that MSDCB is NP-complete and o(logN) inapproximable
under some restrictions. Finally, we develop two heuristic
algorithms for this problem and implement simulations to
examine the performance of the algorithms. The experimental
results demonstrate that the heuristic algorithm we propose
performs better than some typical schemes (e.g., PCDB [1]).

The remainder of this paper is organized as follows. Section
II builds the mathematical model. Section III identifies a
problem called MSDCB and derived numerous properties of



MSDCB. In Section IV, we propose two heuristic algorithms
(PCBH-S and PCBH-M) for MSDCB. Section V presents
the simulation results for PCBH-S and PCBH-M. Section VI
concludes this paper.

II. SYSTEM MODEL

Network model: We consider a wireless network consisting of
a set of nodes V = {v1, v2, ..., vN}, and a set of packet flows
F = {f1, f2, ..., fM}, where each flow, say fj , is broadcast
from one source node sj to all other nodes denoted by set Dj ,
(i.e., Dj = V/sj (j = 1, 2, ...,M )). We consider a time-slotted
system in which the nodes that have received and decoded the
packet are allowed to transmit it in future slots. All nodes are
assumed to operate in full-duplex mode, i.e. they can transmit
and receive simultaneously.
Channel model: We assume a frequency-flat time-varying
wireless channel [1]. For the transmitted signal from sender
vi at receiver vj , the channel effect can be modeled by a
single, complex, random channel coefficient hi,j . We consider
a Rayleigh fading channel in which all |hi,j |2 are independent
and exponentially distributed with a mean value σ2

i,j = Pid
−α
i,j

(with transmitter power Pi and distance di,j between vi and
vj). The instantaneous signal power Si,j received at vj from
vi is a random variable with Cumulative Distribution Function
(CDF) FSi,j

= 1 − e−x/σ
2
i,j . For a single transmission,

whether or not a packet is successfully received depends on the
instantaneous SNR at the receiver, which is given by Si,j

N0
(N0

is the noise power density). We use a non-negative random
variable Xi,j to represent the SNR received at vj from vi
(Xi,j ∼ Xj,i), and vj can successfully receive a packet iff∑
vi∈RXi,j ≥ γth, where R is the set of nodes sending the

packet to vj and γth is the fixed decoding threshold. Xi,j has
CDF FXi,j = 1−e−N0x/σ

2
i,j , and the probability of the packet

being correctly received by vj from vi is e−N0γth/σ
2
i,j .

Diversity and combining: The reliability of a packet signal
can be improved by diversity schemes which use two or
more stochastically independent communication channels to
transmit copies of a packet to one receiver [11]. Diversity
schemes can exploit independent channels in time, frequency
and space to obtain a decrease in error probability, which is
called a diversity gain. Here we assume the Maximal Ratio
Combining (MRC) filter commonly used in diversity receivers
[12]. If the sum of all the received instantaneous SNRs is
above the decoding threshold γth, the original packet can be
successfully decoded from the packet copies. Assuming that
Xi,1, Xi,2, ..., Xi,Li

are independent, the sum SNR that vj
receives follows a distribution [13] that has Probability density
function (PDF):

f∑
vi∈RXi,j

=
∑
vi∈R

βi,je
−βi,jx

∏
vk∈R,k 6=i

βk,j
βk,j − βi,j

(1)

where βi,j = N0/σ
2
i,j . The probability that vj cannot correctly

receive the packet can be calculated as:

Pr

[∑
vi∈R

Xi,j < γth

]
=

∫ γth

0

f∑
vi∈RXi,j

dx (2)

III. PROBLEM FORMULATION

A. Serial Transmission of Cooperative Relay Set
For a packet which is generated at slot t0 and has not

reached its destination, we define the packet’s age at a spec-
ified time slot t is t − t0, i.e., the number of time slots the
packet has been transferred in the network since t0. We define
packet delay of flow fj at node vi as the minimum number
of slots the packets of flow fj need to be transmitted from
source sj to vi, and define Broadcast delay of fj , denoted as
Lj , as the maximum packet delay of fj among all the nodes
in Dj . In addition, the kth cooperative relay set of a flow
fj is defined as the set of nodes which are responsible for
forwarding the packets of fj at age k (1 ≤ k ≤ Li − 1). We
use Rj,k to denote the kth cooperative relay set of flow fj
and use K to denote the size constraint of all the cooperative
relay sets: |Rj,k| ≤ K. For fj , we say Rj,l is Rj,k’s previous
set if l < k. We use Bj,k to represent ∪kl=1Rj,l.

Property 3.1: Let Sj,k be the set of nodes at which the
packet delay of fj equals k and let Aj,k = ∪kl=1Sj,l. Then
Rj,k ⊂ Bj,k ⊆ Aj,k.

Definition 3.1: (Serial transmission): for any packet flow,
say fj , its cooperative relay sets form a sequence Rj,1, Rj,2,
..., Rj,Lj

such that the nodes in Rj,l (1 ≤ l ≤ Li − 1)
finish transmitting a packet before the nodes in Rj,l+1 start
transmitting the same packet. To guarantee serial transmission,
the cooperative relay sets must satisfy the following two
properties:

Property 3.2: Rj,k cannot be empty (1 ≤ k ≤ Lj), and
also its size cannot exceed K: 0 < |Rj,k| ≤ K. We say a
cooperative relay set Ri,j is saturated if |Ri,j | = K.

Property 3.3: For any two cooperative relay sets in the
same flow, say Rj,k and Rj,l, the intersection of two cooper-
ative relay sets is empty: Rj,k ∩Rj,l = φ.

B. Probabilistic Allocation of Relay Nodes
When the packets of multi-flow are transmitted simultane-

ously, competition might happen among the cooperative relay
sets of different flows. As a solution, we propose a probabilis-
tic mechanism for allocating cooperative relay nodes, in which
each relay node probabilistically forwards the packets in the
flow. We use random variable Yi,j,k (Yi,j,k follows Bernoulli
distribution and E (Yi,j,k) = pi,j,k) to represent whether vi
needs to forward the packet for Rj,k. In this case we would
like Yi,j,k to be 1 if vi is the cooperative relay node for Rj,k,
and 0 otherwise.

Definition 3.2: (Cooperative relay set schedule): The co-
operative relay set schedule is defined as the schedule that
determines the probability of each node serving a cooper-
ative relay set. We use P to represent a cooperative relay
set schedule, which can be also represented as a matrix:
P = {pi,j,k}N×M×L, where pi,j,k denotes the probability that
vi serves for Rj,k and L ≥ max{L1, L2, L3, ..., LM}. Let
pi,j,k = 0 when vi is not in Rj,k or k > Lj . For simplicity,
in the following we use schedule instead of cooperative
relay set schedule, and a schedule is optimal if max{L1,
L2,L3, ..., LM} is minimized.

Suppose vi is a relay node in Rj,k. When previous k − 1
cooperative relay sets complete the transmission of a packet
in fj , the sum SNR that vi receives can be represented
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by Zi,j,k =
∑k−1
l=1

∑
vr∈Rj,l

Xr,iYr,j,l. Assuming Xr,i and
Yr,j,l are independent, we can get the closed form of Zi,j,k’s
PDF using a Fourier transform (details are introduced in our
technical report [14]):

fZi,j,k
=

∑
l<k,vr∈Rj,l

Er,i,je
−βr,ixu (x) + Ei,j,kδ (x) (3)

where Ei,j,k =
∏
l<k,vr∈Rj,l

(1− pr,j,l) and Er,i,j is given by
Equ. (13) in [14]. The probability that node vi cannot correctly
receive the packet before forwarding it in fj is given by

Pr [Zi,j,k < γth] =

∫ γth

0

fZi,j,k
dx (4)

=
∑

l<k,vr∈Rj,l

Er,i,j
(
1− e−βr,iγth

)
βr,i

+ Ei,j,k (5)

We use the constant ε to represent the acceptable error
probability for the network. We say a node can successfully
receive a packet if the sum SNR it has received, denoted as
Z, satisfies Z > γth. For any flow fj (j = 1, 2, 3, ...,M ),
we say a node is informed in fj if the probability it cannot
successfully receive the packet in fj is smaller than ε, i.e.,
Pr [Z < γth] < ε; otherwise we say the node is uninformed
in fj . The candidate of fj is defined as the node that has been
informed by fj but hasn’t been selected as relay node for fj .

C. Problem Statement
For a schedule that can successfully broadcast packets in

each flow, the following three conditions must be satisfied.
Condition 1: for any node vi ∈ Rj,k, the probability that

vi cannot correctly receive the packet in fj before forwarding
the packet should be smaller than ε: Pr [Zi,j,k < γth] < ε.

Condition 2: For each flow fj , after all the nodes in Bj,Lj

forward the packet in fj , for any node vi ∈ Dj , the probability
that vi cannot correctly receive the packet should be smaller
than ε: Pr

[
Zi,Lj+1,k < γth

]
< ε.

Condition 3: Any pi,j,k in P has the following restrictions:

•
∑M
j=1

∑L
k=1 pi,j,k ≤ 1 (1 ≤ i ≤ N ), i.e., the sum of

the probabilities that vi allocates in all cooperative relay
sets cannot exceed 1 (we say a node vi is fully used if∑M
j=1

∑L
k=1 pi,j,k = 1);

•
∑N
i=1 pi,j,k > 0 (1 ≤ j ≤ M and 1 ≤ k ≤ Lj), i.e.,

any cooperative relay set cannot be empty (according to
Property 3.2);

•
∑L
k=1dpi,j,ke ≤ 1 (1 ≤ i ≤ N and 1 ≤ k ≤ Lj), i.e., the

cooperative relay sets for the same flow do not intersect
with each other (according to Property 3.3);

•
∑N
i=1dpi,j,ke ≤ K (1 ≤ j ≤ M and 1 ≤ k ≤ Lj), i.e.,

the size of the cooperative relay cannot exceed K.
Our objective is to find the minimized broadcast delay for

each flow. The problem can be formulated as follows:
Definition 3.3: (Minimum Slotted Delay Cooperative

Broadcast problem (MSDCB)): For instance I (ε,V,F , L,K),
existence of a cooperative relay set schedule P satisfying
Condition 1, Condition 2 and Condition 3, where ε is the
acceptable error probability for the network, V denotes the set
of nodes, F denotes the set of flows, L is the max broadcast
delay among {L1, L2, ..., LM} and K denotes the cooperative
relay set constraint (or relay set constraint for short).

D. Problem analysis
In the following, we derived some theorems, corollaries

and properties for MSDCB. Due to space constraints, detailed
proofs of these results are omitted here and can be found in
our technical report [14].

Theorem 3.1: For any instance I (ε,V,F , L,K), MSDCB
is in NP if the magnitude of any signal fades according to a
Rayleigh distribution and is independent to others.

Property 3.4: None of the following three operations de-
creases the value of Pr [Zi,j,k < γth] for any Zi,j,k given that
restrictions that the operation neither violates Condition 3 nor
decreases the value of any element in P: 1) increasing an
element’s value in P; 2) moving a node from any cooperative
relay set, say Rj,k, to Rj,k’s previous set with the probability
unchanged 3) adding a candidate to any cooperative relay set.

Corollary 3.1: If MSDCB has a solution, there always
exists an optimal schedule P for which ∀vi ∈ V satisfies either∑M
j=1

∑L
k=1 pi,j,k = 1 or

∑M
j=1

∑L
k=1 pi,j,k = 0.

Corollary 3.2: If F = {f1} (single-flow case) and MSDCB
has a schedule, there exists an optimal schedule P where pi,1,k
must be either 1 or 0.

Corollary 3.3: If MSDCB has a schedule, there exists an
optimal schedule such that any cooperative relay set, say Rj,k,
satisfies at least one of the following three conditions: 1) the
cooperative relay set is saturated: |Rj,k| = K; 2) all the nodes
informed are in Bj,k = ∪kl=1Rj,l; and 3) all the nodes fully
used are in Rj,k.

Theorem 3.2: MSDCB is NP-complete given the following
restrictions: 1) the magnitude of any signal fades according to
a Rayleigh distribution and is independent to others; 2) the
relay set size constraint is K (constant value); and 3) F =
{f1} (single-flow case).

Theorem 3.3: MSDCB remains NP-complete for the
multi-flow case given the following restrictions: 1) the mag-
nitude of any signal fades according to an independently
Rayleigh distribution; 2) the relay set size constraint is K
(constant value); and 3) the number of flows M has constant
complexity.

Corollary 3.4: MSDCB is o(logN) inapproximable given
the restrictions of Theorem 3.2 or Theorem 3.3:

IV. ALGORITHM DESIGN AND ANALYSIS

In Section III, we present the Minimized Slotted Delay
Cooperative Broadcast problem (MSDCB). Solving this prob-
lem leads to minimizing the broadcast delay of the network.
However, given some restrictions, the problem has been proved
NP-complete and o(logN) inapproximable in both the single-
flow case and the multi-flow case. Thus, we need to design
a scalable heuristic algorithm rather than finding an optimal
solution. Fortunately, though the corollaries and properties
proved in Section III-D mainly discuss the properties of an
optimal schedule, they also provide some foundations for the
design of a heuristic algorithm. In this section we develop
two time efficient heuristic algorithms, named Probabilistic
Cooperative Broadcast Heuristic algorithm (PCBH) for the
single-flow case and multi-flow case.
A. PCBH-S

In the case of single-flow (F = {f1}), we use S1,k to repre-
sent the informed set in the kth iteration (or time slot) and use

3



B1,k to represent the set of relay nodes that have been selected
(k = 1, 2, 3, ..., L). Thus, B1,k = ∪kl=1R1,l. In addition, let
S1,0 = B1,0 = {s1}, and let G = {G1,G2,G3, ...,GC} denote
the set of V’s subsets with cardinality no larger than K, where
C =

∑K
l=1

N !
l!(N−l)! .

Algorithm 1 shows the pseudocode of PCBH-S. Here func-
tion Info(B) returns the set of nodes informed if the nodes
in B are selected as relay nodes. In each iteration, PCBH-S
always selects maximal number of nodes from the candidates
(indicated by Corollary 3.3) and each relay node forward the
packet with probability 1 (indicated by Corollary 3.2). If the
number of candidates is larger than K, PCBH-S selects the K
candidates that make the most uninformed nodes informed;
otherwise, all the candidates are selected as relay nodes.

Algorithm 1: PCBH-S.
begin
B1,0 ← {s1}; S1,0 ← Info(B1,0); P← 0;
k ← 0; flag ← 0;
while S1,k ( V do

for i← 1 to C do
if Gi ⊆ S1,k/B1,k and |Info(Gi ∪ B1,k)
/Info(B1,k)| > flag then

flag ← |Info(Gi ∪ B1,k)/Info(B1,k)|;
R1,k+1 ← Gi;

k ← k + 1;
for i← 1 to N do

if vi ∈ R1,k then
pi,1,k ← 1;

B1,k ← B1,k ∪R1,k;
S1,k ← FS

(
B1,k

)
;

Property 4.1: Algorithm 1 can always find a solution for
MSDCB if F = {f1} and MSDCB has a solution.

Proof: Detailed proof can be found in [14].

B. PCBH-M
In the multi-flow case, we use Sj,k to represent the informed

set for flow fj in the kth iteration and use Bj,k to represent
the relay nodes that have been selected. In the kth iteration,
there are two cases when selecting new relay nodes for flow
fj : (1) |Sj,k/Bj,k| ≤ K, i.e., the number of candidates in fj
is no larger than K; (2) |Sj,k/Bj,k| > K, i.e., the number
of candidates in fj is larger than K. For case (1), all the
candidates are selected as relay nodes (indicated by Property
3.1); for case (2) at least K nodes should be selected as relay
nodes from the candidates (indicated by Corollary 3.3).

In the kth iteration, we say any K nodes in the candidates
of fj compose a choice for fj (denoted as Cl,j,k), then there
are totally Aj,k different choices Cj,k = {C1,j,k, C2,j,k, ...,
CAj,k,j,k} for fj , where Aj,k =

|Sj,k/Bj,k|!
(|Sj,k/Bj,k|−K)!×K! . Note that

a choice equals the candidates when the number of candidates
is smaller than K. A series of choices (one choice for one flow)
compose a choices collection, denoted as C′u,k = {Cu1,1,k,
Cu2,2,k,..., CuM ,M,k} (Cuj ,j,k is selected from Cj,k). Then
there are Dk =

∏M
j=1Aj,k different choice collections in the

kth iteration. Given a choices collection C′u,k, we need to
determine the matrix P(k) = {pi,j,k}N×M to make the total
probability of failure reception of all the uninformed nodes as
small as possible, which can be formulated as the following
non-linear programming problem:

min

M∑
j=1

∑
vi /∈N (k)

j

Pr [Zi,j,k < γth] (6)

s.t.

M∑
j=1

pi,j,k ≤ 1−
M∑
j=1

k−1∑
l=1

pi,j,l (7)

N∑
i=1

pi,j,k > 0 (8)

pi,j,k = 0 if vi is not in C′u,k (9)
where pi,j,l (l = 1, 2, 3, ..., k − 1) is pre-calculated in the lth
iteration in Equ. (7) and ∀j satisfies Sj,l ( V . We use the
notation [P(k) Result] = NLP(P,C′u,k, γth) to refer to the
solution of the above non-linear programming, where Result
represents the minimum value of the objective function. The
Probabilistic Cooperative Broadcast Heuristic algorithm for
multi-flow (PCBH-M) is introduced in Algorithm 2, where
InfoMatrix(P) returns the set of nodes informed if P is the
schedule.

Algorithm 2: PCBH-M.
begin
Bj,0 ← {sj}; Sj,0 ← Info(Bj,0);
P← 0, k ← 0;
while ∃Sj,k ( V (j = 1, 2, 3, ...,M) do

flag ←∞;
for j ← 1 to M do

for u← 1 to Dk do
[P′(k) Result]← NLP(P,C′u,k, γth);
if Result < flag then

P(k)← P′(k), C← C′u,k;

for j ← 1 to M do
Bj,k ← C(j) ∪ Bj,k−1;

Sj,k ← InfoMatrix(P);

k ← k + 1;

Property 4.2: Algorithm 2 can always find a solution for
MSDCB with F = {f1, f2, f3, ..., fM} within N iterations if
in each iteration NLP(P,C′u,k, γth) has a solution.

Proof: Detailed proof can be found in [14].

V. PERFORMANCE EVALUATION

To test the performance of our schemes, in this section
we implement a simulation using MATLAB. We compare
our schemes with a cooperative broadcast heuristic algorithm
(CBH), which is the same as PCBH except that each relay
node is deterministically allocated to one flow, RAND, which
randomly selects relay nodes for each flow, and PCDB [1],
a typical cooperative broadcast scheme which serially selects
one relay node in each iteration. We use discrete-event simu-
lation where each node can finish sending and receiving one
packet in one slot. We generate a random placement of nodes
in the region with 1000m×1000m for the single-flow case and
700m × 700m for the multi-flow case, and randomly choose
a source node for each flow; α = 4 (path loss exponent),
Pi = 20dBm (transmission power), γth = 25.8dB (decoding
threshold), N0 = 4.32 × 10−18W/Hz (Noise power density)
and R = 1Mbit/s (data rate). The metric we mainly evaluate
is broadcast delay, which is defined as the number of slots
required to inform all nodes in the network.

Fig. 1 (a) and Fig. 1 (b) compare the broadcast delay of
PCBH-M, CBH, RAND and PCDB in single-flow case with
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Fig. 1. Single-flow case
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Fig. 2. Multi-flow case

different number of nodes (from 50 to 75) and different K
(from 1 to 7) respectively. We do not display the results of
PCDB in Fig. 1 (b) because PCDB only selects one relay
node in each iteration, which means in PCDB K is always
1. From Fig. 1 (a) we find that the average broadcast delay
follows PCDB > RAND > CBH ≈ PCBH-S. PCDB has
the highest broadcast delay because it only selects one relay
node in each time slot, which cannot fully utilize relay node
resource to decrease delay. The broadcast delay of RAND is
higher than that of CBH and PCBH-S because both PCBH-S
and CBH try to inform maximized number of nodes in each
time slot, while RAND just randomly selects relay nodes.
The performances of PCBH-S and CBH are almost the same
because in the single-flow case the schedules calculated by
PCBH-S and CBH are the same (Corollary 3.2). From Fig.
1 (b) we can find that for broadcast delay RAND > CBH ≈
PCBH, which is consistent with the result in Fig. 1 (a). Also,
we find that for each algorithm, as the value of K increases,
the broadcast delay decreases when K ≤ 4, and remains
nearly constant when K > 4. It is because that when K is
small (K ≤ 4), in each time slot the number of relay nodes
is more likely bounded by K, and more relay nodes can be
selected in each time slot if K is larger. While when K is
large (K > 4), in each time slot the number of relay nodes
is more likely bounded by the number of candidates, so K
does not significantly affect the broadcast delay in this range.

Fig. 2 (a) and Fig. 2 (b) compare the broadcast delay of
PCBH-M, CBH, RAND and PCDB in multi-flow case (M
= 2) with different number of nodes (from 50 to 75) and
different K (from 1 to 7) respectively. From Fig. 2 (a), we
find that the broadcast delay follows PCDB > RAND > CBH
> PCBH-M, and from Fig. 2 (b), we find that as K increases,
the broadcast delay decreases when K ≤ 3, and remains the
same level when K > 3, which are similar with the results
in Fig. 1 (a) and Fig. 1 (b). The difference between Fig. 1
(single-flow) and Fig. 2 (multi-flow) is that in Fig. 1 CBH and
PCBH-S has the same performance while in Fig. 2, PCBH-
M outperforms CBH. This is because in the single-flow case,
no competition exists among different flows, thus the results
for selecting cooperative relays are the same between PCBH-S

and CBH (indicated by Corollary 3.2). However, in multi-flow
case, a node might be the key relay node for multiple flows,
thus arbitrarily allocating the node to any flow would lead to
the broadcast delay of other flows much higher.

VI. CONCLUSION

In this paper, we proposed a cooperative diversity scheme
for low-latency multi-flow broadcast in fading wireless net-
works. We built a mathematical model considering proba-
bilistic relay node allocation, multi-flow and relay-set based
forwarding, and based on this model we identified a prob-
lem named the Minimum Slotted Delay Cooperative Broad-
cast (MSDCB) problem. We proved that MSDCB is NP-
complete and o(logN) inapproximable given some restrictions
and derived numerous properties of the problem. Guided
by these properties we developed two heuristic algorithms
named PCBH-S (single-flow) and PCBH-M (multi-flow). The
experimental results demonstrate that our schemes outperform
a typical previous approach. In our future work, we aim to
develop a continuous time model instead of discrete time
model and implement the algorithm in real-world test-bed.
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