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Abstract- A smart home (SH) can have a variety of sources such as diesel generator (DG), photovoltaic (PV) panels installed on the roof of the SH, and plug-in electric vehicle (PEV) as an energy storage. In addition, a SH is able to transact power with the local distribution company (DISCO) through the grid. This study intends to investigate the energy scheduling problem of a SH so that the daily electricity consumption cost of the SH is minimized. Herein, the challenges include modeling the economic and technical constraints of the DG and the battery of the PEV, and also dealing with the variability and uncertainties concerned with the power of the PV panels that make the problem a nonlinear, dynamic (time-varying), and stochastic optimization problem. In order to handle the variability and uncertainties of the power of the PV panels, a stochastic model predictive control (MPC) is applied. Herein, a combination of genetic algorithm (GA) and linear programming (GA-LP) approach is applied as the optimization tool. The numerical study demonstrates the competence of the proposed approach for decreasing the operation cost.

Index Terms- Energy scheduling, photovoltaic (PV) panels, plug-in electric vehicle (PEV), smart home (SH), and stochastic model predictive control (MPC).

I. INTRODUCTION

In order to calm the energy security and environmental issues caused by burning fossil fuels in the thermal power plants, installing renewable energy resources, especially photovoltaic (PV) panels, in the residential building is proposed, since solar energy is the most cost-effective and carbon-free source of energy [1]. Advances in the technology promise that every home can be changed into a smart home (SH) that allows the occupant to control the energy consumption of the home remotely [2-4]. In addition, a SH can deliver its extra energy to the grid and sell it to the local distribution company (DISCO), but at a lower price compared to the purchasing price from the local DISCO [5].

SHs have a huge potential for decreasing cost of energy use, increasing energy efficiency, decreasing the carbon footprint by including renewables, and transforming the role of the occupant [6]. The importance of energy scheduling of the SHs can be inferred from the statistical information which indicates that the electricity consumption in the residential sector represents over 30% of the energy consumption of the world [7]. The U.S. Energy Information Administration (EIA) estimates that 37% of end use electricity in the U.S. is consumed in the residences [8]. Also, the buildings are responsible for 36% of the carbon emissions in the U.S. [8-9].

Herein, an important question for energy scheduling problem of a SH is: At every time step, how much energy to use from the available energy sources of the SH such as diesel generator (DG), renewables (PV panels), and energy storage (battery), and how much energy to purchase/sell from/to the local DISCO to supply the demanded energy of the SH so that the daily energy consumption cost of the SH is minimized. In this paper, a SH predicts the power of the PV panels installed on the roof of the SH, takes into account its available energy resources, and conducts the energy scheduling. However, there exist several challenges in solving the problem listed below.

- Renewable energy resources such as PV panels have the features of uncertainty and variability in their power that makes the energy scheduling problem a stochastic and dynamic (time-varying) optimization problem.
- There are several economic and technical constraints for the DG and the battery of plug-in electric vehicle (PEV) such as the power limits and minimum up/down time limits of the DG, power limits of the battery of the PEV, state of charge (SOC) limit and depth of discharge (DOD) limit of the battery of the PEV, life loss cost of the battery of the PEV, and unavailability of the PEV for the SH when the PEV is being used by the driver. These aspects make the problem a mixed integer nonlinear programming (MINLP) problem.

There are some papers that have investigated energy scheduling problem a SH [10-13]. However, these studies have not considered some of the aforementioned aspects of the problem. In [10] and [12-13], the presence of different energy resources have not been modeled in the problem. In other words, renewable energy resources have been disregarded in [10] and [12-13], energy storage has not been modeled in [10] and [13], and presence of DG has not been taken into consideration in [10]. Also, the defined energy scheduling problem does not have any dynamic and adaptive characteristics in the studies [11-12]. In other words, the problem has been optimized once for the whole operation period (one day), while the optimization of the problem must be updated at every time step (e.g., every hour, every five minutes, or ...) due to the time-varying feature of the power of renewables or load demand.

The paper is organized as follows. In Section II, the proposed technique for solving the energy scheduling problem of a SH is presented. In Section III, the problem is formulated. The numerical study is done in Section IV, and finally Section V concludes the paper.

II. PROPOSED TECHNIQUE

In this section, different parts of the proposed technique for solving the energy scheduling problem of the SH is presented and described. Fig. 1 illustrates the configuration and different parts of the proposed approach.
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Fig. 1. Different parts of the proposed approach for solving the energy scheduling problem of the SH.

A. Stochastic Model Predictive Control

In this study, in order to address the variability and uncertainties concerned with the power of the PV panels a stochastic model predictive control (MPC) is applied.

1) Forecasting value of the uncertain states

The uncertain states of the problem that include values of the solar irradiances (\(\rho\)) over the optimization time horizon \((t + 1, \cdots, t + n_t)\) are predicted using the neural network available in MATLAB. The value of \(n_t\) is 12, since the duration of the optimization time horizon is assumed to be twelve time steps. Also, it should be noticed that the operation time period of the problem \((1, \cdots, n_t)\) is one day, thus \(n_t\) is equal to 288 because the duration of every time step (\(t\)) is 5 minutes.

The historical values of solar irradiances are used as the entries for the neural network to predict the values of solar irradiances over the optimization time horizon. The historical data related to the values of the solar irradiances are the real solar irradiances recorded in Clemson, SC 29634, USA in July 2014. Also, about 70\% of the data is used for training the neural network and 30\% of the data is used for validation and testing. The set of the predicted solar irradiances (\(\tilde{\rho}\)) in the SH can be presented as (1).

\[
\{\tilde{\rho}_{t+1}, \cdots, \tilde{\rho}_{t+n_t}\}, \forall t, T = \{1, \cdots, n_t\} \tag{1}
\]

2) Modeling uncertainties of the forecasted data

Fig. 2 (a) illustrates the predicted and measured solar irradiances for the current time step (\(t\)) and past time steps \((1, 2, \cdots, t - 1)\), and also the predicted solar irradiances for every time step of the optimization time horizon \((t + 1, \cdots, t + n_t)\). As can be seen, the previously forecasted solar irradiances (\(\tilde{\rho}\)) are compared with the real solar irradiances (measured data) and the value of error of the predictions are calculated. Then, as can be seen in Fig. 2 (b), redundancy of the prediction errors respect to the value of the prediction errors are plotted on a chart. After that, an appropriate probability density function is found for the prediction errors, as can be seen in Fig. 2 (c). It is observed that the prediction errors can be precisely fitted on a Gaussian probability density function with an appropriate standard deviation (\(\sigma_{Er}\)) and a mean value equal to almost zero [14]. Finally, the curve is divided into four areas to define four distinct values for the prediction inaccuracy with occurrence probabilities about 15.87\%, 34.13\%, 34.13\%, and 15.87\% related to \(-2\sigma_{Er}, -\sigma_{Er}, \sigma_{Er},\) and \(2\sigma_{Er}\), respectively. The value of \(\sigma_{Er}\) is updated in the next predictions in the optimization procedure of the problem (1, 2, \cdots, 288).

Although considering more scenarios for the value of solar irradiance over the optimization time horizon will result in more accurate outcomes for the problem, it may lead to an unmanageable optimization problem. In other words, the optimization problem cannot be solved due to the large number of the scenarios in the desirable time. This phenomenon happens because of the short time step (five minutes) considered in the optimization procedure of the problem, and also because of the application of MPC (the optimization problem must be updated at every time step). Therefore, in order to avoid dealing with an unmanageable optimization problem, four scenarios for solar irradiance corresponding to \(\rho_t \in \{\tilde{\rho}_t - 2\sigma_{Er}, \tilde{\rho}_t - \sigma_{Er}, \tilde{\rho}_t + \sigma_{Er}, \tilde{\rho}_t + 2\sigma_{Er}\}\) with occurrence probabilities (\(\Omega_{PV}\)) 15.87\%, 34.13\%, 34.13\%, and 15.87\%, respectively, are considered. In other words, at every time step, the problem is solved four times and every time, one of the above mentioned values are considered for the value of the solar irradiance.

Fig. 2. (a): The predicted data, measured data, and value of prediction error (b): The redundancy of the prediction errors respect to the value of the prediction errors. (c): The Gaussian probability density function proportional to the prediction errors.

3) Model predictive control

MPC as a well-established method in control engineering is capable of controlling a multi-variable constrained system by taking the control actions from the solution of an online optimization problem and repetitively predicting the system behavior [15]. The concept of the applied MPC is illustrated in Fig. 3 [16]. As can be seen, at every time step (\(t\)), the optimization time horizon \((t + 1, \cdots, t + n_t)\) is updated, and then the value of the forward-looking objective function \((F_{opt}^{T+1})\) is minimized; however, just the variables of the next time step \((t + 1)\) are accepted as the decision variables. The forward-looking objective function is sum of the values of the time step objective functions \((F_t)\) over the optimization time horizon, as can be seen in (1). Next, the current time step is \(t + 1\) and the updated optimization time horizon is \(t + 2, \cdots, t + n_t + 1\). Now, the value of the updated forward-looking objective
function \( F^\text{FL}(t) \) is minimized and the variables of the next time step \( (t+2) \) are accepted as the decision variables. This procedure that demonstrates the dynamic and adaptability characteristics of the MPC is repeated for every time step of the operation period \( (1, \ldots, n_t) \).

\[
F^\text{FL}_t = \sum_{t=1}^{n_t} F^\text{FL}_{t+t}, \forall t \in T \tag{1}
\]

**Current Target**

<table>
<thead>
<tr>
<th>t</th>
<th>t+1</th>
<th>t+2</th>
<th>\ldots</th>
<th>t+n_t</th>
</tr>
</thead>
<tbody>
<tr>
<td>t+2</td>
<td>t+2</td>
<td>t+3</td>
<td>\ldots</td>
<td>t+n_t+1</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\ldots</td>
<td>\vdots</td>
</tr>
<tr>
<td>t+n_t</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
</tbody>
</table>

Fig. 3. The concept of the model predictive control [16].

**B. Optimization Tool**

The energy scheduling problem of the SH is a MINLP problem. In this study, GA-LP technique as the combination of genetic algorithm (GA) and linear programming (LP) is applied to solve the energy scheduling problem of the SH. Other optimization algorithms could be used instead of GA; however, the capability of GA for parallel optimization and its competence in complex and non-linear environments are the main reasons for the utilization of GA [17].

Herein, the GA is applied to address the non-linearity of the problem and the LP is applied to quickly find the globally optimal solution. Moreover, the GA and LP techniques deal with the discrete variables and the continuous variables of the problem, respectively.

The discrete variables of the problem handled by the GA include the status of the DG \( x^\text{DG} \) and the status of the battery of the PEV \( x^\text{PEV} \) in every time step of the optimization time horizon, as can be seen in (2). Herein, values of “0” and “1” for \( x^\text{DG} \) mean “off” and “on”, respectively. Also, values of “-1”, “0”, and “1” for \( x^\text{PEV} \) mean charging, idle, and discharging, respectively.

\[
\begin{bmatrix}
  x^\text{DG}_{t+1} & \ldots & x^\text{DG}_{t+n_t} \\
  x^\text{PEV}_{t+1} & \ldots & x^\text{PEV}_{t+n_t}
\end{bmatrix}, \forall t \in T \tag{2}
\]

Based on this, the dimensions of the defined chromosome in the applied GA are \( n_t \times 3 \), as can be seen in Fig. 4. Herein, one bit (gene) for indicating status of the DG (“0” for “off” and “1” for “on”) and two bits for indicating the status of the battery of the PEV (“00” and “10” for idle, “01” for discharging, and “11” for charging) are considered.

In addition, the continuous variables of the problem optimized by the LP include the value of power of the DG \( p^\text{DG} \), the value of generated or consumed power of the battery of the PEV \( p^\text{PEV} \), and the value of transacted power with the DISCO through the electricity grid \( p^\text{grid} \) in every time step of the optimization time horizon, as can be seen in (3).

\[
\begin{bmatrix}
  p^\text{DG}_{t+1} & \ldots & p^\text{DG}_{t+n_t} \\
  p^\text{PEV}_{t+1} & \ldots & p^\text{PEV}_{t+n_t} \\
  p^\text{grid}_{t+1} & \ldots & p^\text{grid}_{t+n_t}
\end{bmatrix}, \forall t \in T \tag{3}
\]

**III. PROBLEM FORMULATION**

**A. Objective Function**

The goal of the SH is minimizing the value of the stochastic forward-looking objective function over the optimization time horizon \( F^\text{FL} \) subject to the constraints presented in (11)-(19). As can be seen in (4), the value of the stochastic forward-looking objective function is determined by suming the values of the forward-looking objective functions \( F^\text{FL} \) weighted by the corresponding occurrence probability \( \Omega^\text{PV} \).

In other words, the value of the stochastic forward-looking objective function \( F^\text{FL} \) is the expected value of the forward-looking objective function \( F^\text{FL} \). The forward-looking objective function \( F^\text{FL} = \sum_{t=1}^{n_t} F^\text{FL}_t \) has been presented in (1). The time step objective function \( F \) that includes different cost and income terms is presented in (5). These terms include fuel cost of the DG \( C^\text{DG} \), carbon emissions cost of the DG \( C^\text{DG} \), start up cost of the DG \( C^\text{DG} \), shut down cost of the DG \( C^\text{DG} \), switching cost of the battery of the PEV \( C^\text{PEV} \), and cost or benefit due to power transactions with the local DISCO through the grid \( P^\text{DISCO} \).

\[
\min F^\text{FL}_t = \min \sum_{t=1}^{n_t} F^\text{FL}_t \times \Omega^\text{PV}_t, \forall t \in T \tag{4}
\]

\[
F_t = \begin{cases}
  \left[ C^\text{DG}_t + \frac{C^\text{DG}_t}{\Omega^\text{PV}_t} \right] + [1 - x^\text{DG}_t] \times C^\text{EV}_t \times C^\text{DG} + C^\text{SHD}_t \times x^\text{DG}_t \\
  + [\hat{x}^\text{PEV}_t \times C^\text{SW} + P^\text{grid} \times \hat{p}^\text{DISCO}] \\
  \end{cases}, \forall t \in T \tag{5}
\]

where,

\[
x^\text{PEV}_t = \begin{cases}
  0 & x^\text{PEV}_t = x^\text{PEV}_t \\
  1 & x^\text{PEV}_t \neq x^\text{PEV}_t
\end{cases}, \forall t \in T \tag{6}
\]

\[
\hat{p}^\text{DISCO}_t = \begin{cases}
  \pi^\text{DISCO}_t \times p^\text{grid} & p^\text{grid} > 0 \\
  \varphi \times p^\text{DISCO} & p^\text{grid} < 0
\end{cases}, \forall t \in T \tag{7}
\]

The switching of the battery of the PEV is determined using (6). If the status of the battery in the current time step \( x^\text{PEV}_t \) is the same as the previous time step \( x^\text{PEV}_{t-1} \), the switching indicator \( \hat{x}^\text{PEV}_t \) is zero; otherwise, it is one.

In (7), \( \varphi \) is the coefficient applied by the local DISCO to determine the price of selling power to the local DISCO by the SH based on the net energy metering (NEM) plan [5]. In the NEM plan, the SH can deliver its extra power to the grid and sell it to the local DISCO at a lower price compared to the purchasing price from the local DISCO [5]. Herein, \( p^\text{grid} > 0 \) means the SH purchases power from the local DISCO and \( p^\text{grid} < 0 \) means the SH sells power to the local DISCO.

Fig. 4. The structure of the defined chromosome in the applied GA.
The fuel cost function and carbon emissions function of a DG are quadratic polynomials presented in (8) and (9), respectively [18-19]. Herein, the set of \( x_1, x_2, x_3 \) and \( z_1, z_2, z_3 \) are the fuel cost coefficients and carbon emissions coefficients of the DG, respectively. Also, \( \beta \) is the value of penalty for carbon emissions.

\[
C_{t}^{F,DG} = \left( x_1 + (x_2 \times (P_G^C)^2 + z_2 \times (P_G^C) + z_3) \right), \forall t \in T \tag{8}
\]
\[
C_{t}^{E,DG} = \left( x_1 + \beta \times (x_2 \times (P_G^C)^2 + z_2 \times (P_G^C) + z_3) \right), \forall t \in T \tag{9}
\]

The value of the switching cost of the battery of a PEV is determined based on the value of total cumulative ampere-hours throughput of the battery \( (\xi_{PEV}) \) in its life cycle and the value of the initial price of the battery \( (P_{P_{PEV}}) \). In fact, considering this cost term prevents the battery of the PEV from unnecessary switching that is harmful to its life span.

\[
C_{SW,PEV} = \frac{P_{P_{PEV}}}{\xi_{PEV}} \tag{10}
\]

**B. Constraints**

In the following, the constraints of the problem that must be held at every time step of the operation period are presented and described.

1) **Supply-demand balance**

The sum of power of the DG, the power of the PV panels, the power of the battery of the PEV, and the transacted power with the local DISCO through the grid must be equal to the load demand of the SH \( (D^L) \) at every time step of the operation period.

\[
(x_1^G \times P_{t}^{DG}) + (x_2^G \times P_{t}^{PEV}) + P_{t}^{PV} + P_{t}^{Grid} = D^L \tag{11}
\]

The output power of the PV panels is a nonlinear function of the estimated solar irradiance \( (\rho_s) \), as can be seen in (12) [20]. Herein, \( \rho_s \) and \( \rho_c \) are the solar irradiance in the standard environment set as 1000 W/m² and certain solar irradiance point set as 150 W/m², respectively. Also, \( P_{PEV} \) indicates the rated power of the PV panels.

\[
P_{t}^{PV} = \begin{cases} 
   \frac{P_{max}}{\rho} \times (\rho_t)^2, & \rho_t \leq \rho_c \\
   \frac{P_{max}}{\rho_s} \times \rho_t, & \rho_t > \rho_c 
\end{cases}, \forall t \in T \tag{12}
\]

2) **Power limits of the diesel generator**

The maximum power limit \( (P_{max}) \) and minimum power limit \( (P_{min}) \) of the DG is presented in (13). In other words, the DG cannot generate power beyond limits.

\[
x_1^G \times (P_{min} \leq P_{t}^{DG} \leq P_{max}), \forall t \in T \tag{13}
\]

3) **Minimum up/down time limits of the diesel generator**

The duration that the DG is continuously “on” \( (\Delta t_{DG,ON}) \) and “off” \( (\Delta t_{DG,OFF}) \) must be more than the rated minimum up time \( (MUT_{DG}) \) and minimum down time \( (MDT_{DG}) \), respectively. In other words, the DG cannot be started up immediately after it has been shut down and vice versa. Also, the time interval that the DG is continuously “on” (or “off”) is determined based on the time that has passed from the last start up time (or shut down time) of the DG.

\[
\Delta t_{DG,ON} \geq MUT_{DG} \tag{14}
\]
\[
\Delta t_{DG,OFF} \geq MDT_{DG} \tag{15}
\]

4) **Power limits of the battery of the PEV**

The battery of the PEV can act as a load or a generator by being charged or discharged, respectively; however, the value of power of the battery of the PEV must be in the rated range. Herein, \( P_{PEV} \) is the value of rated power of the battery of the PEV.

\[
x_1^B \times (-P_{PEV} \leq P_{t}^{PEV} \leq P_{PEV}), \forall t \in T \tag{16}
\]

5) **Depth of discharge limit of the battery of the PEV**

In order to prolong the life time of the battery of the PEV, the battery must not be discharged more than the allowable DOD. Moreover, the battery has a definite capacity that cannot be charged more than that.

\[
DOD_{PEV} \leq SOC_{t}^{PEV} \leq 100, \forall t \in T \tag{17}
\]

6) **Disconnection of the PEV from the SH**

This constraint indicates that the PEV is being used by its driver and the PEV is no longer connected to the SH in this interval \( (\Delta t_{Dep-Arr}) \), as can be seen in (18). In other words, the SH does not have any energy storage, thus the status of the battery of the PEV is zero at these time steps.

\[
x_1^B = 0, t \in (\Delta t_{Dep-Arr}) \tag{18}
\]

7) **Full charge constraint for the battery of the PEV before departure**

By holding this constraint, the owner of the PEV is confident that the PEV will have full charge at the desirable time \( (t_{Dep}) \) and ready to be used. In other words, the occupant of the SH prefers to have full charge in the battery of the PEV before driving the PEV.

\[
SOC_{t_{Dep}}^{PEV} = 100 \tag{19}
\]

**IV. NUMERICAL STUDY**

The problem simulation is done in MATLAB environment using the Intel Xeon Server with 64 GB RAM.

A. **Characteristics of the case study**

Fig. 5 illustrates the configuration of the case study that includes a SH with different sources including PV panels installed on the roof of the SH, PEV, DG, and electrical distribution grid. The technical data of the DG is presented in TABLE I. Furthermore, the value of other parameters of the problem are presented in TABLE II. The value of penalty for carbon emissions \( (\beta) \) is based on the introduced value by California Air Resources Board auction of greenhouse gas emissions [21]. In TABLE II, \( Cap_{PEV}^{PV} \) indicates the value of capacity of the battery of the PEV. Also, \( t_{Arr} \) and \( t_{Dep} \) are the time that the PEV is connected/disconnected to/from the SH by the occupant, respectively. In addition, \( n_x \) and \( \theta_{mut} \) are the number of chromosomes in the population and the value of mutation probability of the genes in the applied GA.

Fig. 6 shows the electricity price proposed by the local DISCO in every time step (five minutes) of the operation.
period (one day). Moreover, the load demand of the SH at every time step of the operation period is presented in Fig. 7. In addition, power pattern of the PV panels of the SH is shown in Fig. 8. The standard deviation of the prediction errors related to the solar irradiance is considered about 5%.

![Fig. 5. The configuration of the case study.](image)

**TABLE I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1^1$ (¢/kWh$^2$)</td>
<td>0.00491</td>
</tr>
<tr>
<td>$z_2^1$ (¢/kWh)</td>
<td>7.85</td>
</tr>
<tr>
<td>$z_3^1$ (¢)</td>
<td>0</td>
</tr>
<tr>
<td>$z_4^1$ (kg/kWh$^2$)</td>
<td>0.0068</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_t$ (kWh)</td>
<td>10</td>
</tr>
<tr>
<td>$P_{PEV}^D$ (¢)</td>
<td>200,000</td>
</tr>
<tr>
<td>$P_{DG}$ (kW)</td>
<td>5</td>
</tr>
<tr>
<td>$P_{grid}$ (Ah)</td>
<td>10,000</td>
</tr>
<tr>
<td>$\beta$ (%)</td>
<td>0</td>
</tr>
<tr>
<td>$\beta^D$ (%)</td>
<td>50</td>
</tr>
<tr>
<td>$\beta^G$ (%)</td>
<td>80</td>
</tr>
<tr>
<td>$\Delta_{DEP-Arr}$ (¢)</td>
<td>9-10, 16-17</td>
</tr>
<tr>
<td>$\Delta_{DEP}$ (¢)</td>
<td>100</td>
</tr>
</tbody>
</table>

**B. Problem simulation**

Fig. 9 shows the optimally scheduled power for the sources of the SH (the battery of the PEV, DG, and the grid) at every time step (five minutes) of the operation period (one day). As can be seen, the battery of the PEV is charged and discharged between 121th-144th, 205th-228th, and 253th-264th time steps. Also, the DG is kept “off” until 108th time step, and then it is started up and is kept “on”; however, it is set at the minimum level in some periods of the operation period. In addition, the electricity is transacted between the SH and the local DISCO in some periods of the operation period.

The operation cost of the SH and the performance of the battery of the PEV and the DG without energy scheduling and with energy scheduling applying the stochastic MPC are presented in Table III. As can be seen, after optimally scheduling the energy resources of the SH, the operation cost of the SH is decreased from $51.1/day to about $29.8/day (41% reduction). In this condition, the battery of the PEV and the DG are applied about 12.5% and 52.6% of their capacities, respectively.

![Fig. 6. The electricity price proposed by the local DISCO at every time step of the operation period.](image)

**V. CONCLUSION**

In this study, the stochastic model predictive control as the adaptive and dynamic optimization technique was applied in the energy scheduling problem of the smart home with

![Fig. 7. The load demand of the SH at every time step of the operation period.](image)

![Fig. 8. The power pattern for the PV panels in a cloudy day at every time step of the operation period.](image)

**TABLE III**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Before scheduling</th>
<th>After scheduling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation cost ($/day)</td>
<td>51.1</td>
<td>29.8</td>
</tr>
<tr>
<td>Operation of the battery of the PEV (%)</td>
<td>12.5</td>
<td>12.5</td>
</tr>
<tr>
<td>Operation of the DG (%)</td>
<td>0</td>
<td>52.6</td>
</tr>
</tbody>
</table>
different sources of energy. Herein, the stochastic approach and model predictive control technique addressed the uncertainty and variability issues of the power of the PV panels, respectively.

It was proven that energy scheduling has a considerable potential for decreasing the daily operation cost of the SH. By the application of the MPC with five-minute time scale, the DG was able to adjust its output power within the small time step (five minutes). However, it was noticed that performance of the battery of the PEV as the energy storage was limited due to the short optimization time horizon (12 time steps, equal to one hour). Therefore, application of a multi-time scale MPC with short and long time scales are suggested as the extended work of the current study, since a multi-time scale MPC is capable of simultaneously having vast vision for the optimization time horizon and precise resolution for the problem variables.
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