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To ensure resource provisioning for guaranteeing service level objectives (SLOs).  

Object 

Demand-prediction based resource provisioning schemes 

- Avoid over-provisioning 

- Avoid under-provisioning 
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• A brief review of current approaches 
• Our approach: Resource-efficient Predictive Resource Provisioning system in clouds 

(RPRP) 
1) Burst-exclusive prediction 

2) Load-dependent padding 

3) Responsive padding 

• Experimental results 
• Conclusion with future directions 

Overview 
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Current approach 
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CloudScale [10] uses the average value of the 

demands at each time point in multiple periodical 

patterns from the historical record as the predicted 

demand at this time point in the next time period, and 

uses the maximum (or the 80th percentile value) of the 

high-frequency spectrum at each time point as the 

padding. not exclude bursts 



5 

• Trace analysis 
 - To confirm the prevalence of bursts. 
 - To find whether CloudScale has relatively low resource utilization. 

Burst-Exclusive Prediction 
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(a) Low burst density. 

(b) High burst density. 
Resource usage bursts. 
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• Predicts demands based on history records. 
 

Burst-Exclusive Prediction (cont.) 
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• Given  
(1) the probability distribution of the predicted demand levels 𝑝 𝑗 ,  
(2) the probability distribution of the actual demands for each level (i.e., 𝑝 𝑗) and  
(3) allowed violation rate 𝜀 from SLO,  
how can we determine the padding value δ(𝑝 𝑗) for each level 𝑝 𝑗 to  
(a) achieve 𝑃𝑟 ≥ 1 − 𝜀  
(probability that the allocated resource is sufficient) and meanwhile  
(b) minimize the expected total allocated resource. 

Load-dependent Padding 
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Load-dependent Padding (cont.) 

Historical predicted and actual demand series during a time period [𝑡1, 𝑡𝑁]. 

M different predicted demand levels: 

 

N is the total number of workload demands in the demand series. 

        is the number of workload demands in demand level 
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Load-dependent Padding (cont.) 

Padding value for       :  

The probability that the allocated resource is sufficient  

to meet the demand is: 

 

The expected probability that the allocated resource is sufficient (𝑃𝑟 ) is 

 

The expected allocated resource amount can be calculated by 
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Load-dependent Padding (cont.) 
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• Keeps the resource utilization efficiency while satisfying SLO dynamically. 
Responsive Padding 
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• If underestimation is flagged (resource utilization efficiency > 𝑇𝑢) at time 𝑡′, then 
 
 

• If the resource utilization efficiency is lower than 𝑇𝑙 after raising (𝑡′′), then 

Responsive Padding (cont.) 
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• Analytical Performance Evaluation 
- Evaluate algorithm based on traces 

• Trace-driven Simulation 
- CloudSim simulation toolkit 
- 1000 PMs 
- 2000 VMs 

Experimental results 
 • Real testbed 

- Based on XenAPI 
- 5 PMs (2.00GHz Intel(R) Core(TM)2 CPU, 
2GB memory, 60GB HDD) 
- 11 VMs (1VCPU, 256MB memory, 8.0GB 
virtual disk, running Debian Squeeze 6.0) 

Comparison algorithms: Sandpiper, CloudScale 
Our algorithm: RPRP 
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Analytical Performance Evaluation 

Performance of the load-dependent padding algorithm 

Result: Lower padding while satisfying SLO. 
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Trace-driven Simulation 

Result: Lower number of overloads, lower number of SLO violations, fewer number of migrations. 



17 

Real-World Testbed Experiments 

Result: Confirm trace-driven simulation results. 
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• In this paper, we proposed RPRP, which consists of three algorithms: 
- 1) a burst-exclusive prediction algorithm,  
- 2) a load-dependent padding algorithm,  
- 3) a responsive padding algorithm. 

• We conducted extensive experiments to show the effectiveness of the proposed algorithms 
and that RPRP achieves higher resource utilization, more accurate demand prediction, and 
fewer SLO violations than previous schemes. 

Future work: extend RPRP to deal with VMs with various priorities besides CPU and memory. 

Conclusion and future work 
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Thank you! 
Questions & Comments? 

Liuhua Chen, Ph.D.  

liuhuac@clemson.edu 

Pervasive Communication Laboratory 

Clemson University 


