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High latency caused by Incast congestion!
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A large number of concurrent 
packets overfill buffer of the 
port [1].

[1] Vasudevan, Vijay, et al. "Safe and effective fine-grained TCP retransmissions for datacenter communication." SIGCOMM, 2009.
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Node Node Node Node… …

Switch

Front-end
Server

A large number of 
concurrent connections

Incast congestion

Incast congestion causes packet drops and TCP timeouts 
which can introduce up to 90% throughput reduction [2].

[2] G. Judd. Attaining the Promise and Avoiding the Pitfalls of TCP in the Datacenter. In Proc. of NSDI, 2015.
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Node Node Node Node

Top Ɵ as Popular Data File

Sort the data objects in 
the descending order of 
request frequency
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Avoid network 
and storage limit

1. Before reallocate popular data files, check the storage and 
network utilization.

2. Periodically run PICC algorithm to re-select the popular 
data files.

3. If the existing gathering server is highly utilized, a new 
gathering server will be selected.
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Avoid head-of-line 
blocking

Queue Direction

Average waiting time
=(400/S+604/S)/4=251/S

Average waiting time
=(204/S+604/S)/4=202/S

400kb

200kb

2kb

S= Upload link speed
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data files
3. Transfer out all the data files according to the new order.
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Avoid head-of-line 
blocking

Queueing Delay Reduction

1. Select several data files to generate a sub-queue
2. Resort the sub-queue according to the priority value of each 

data files
3. Transfer out all the data files according to the new order.

Priority value=
(𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒)3

𝐷𝑎𝑡𝑎 𝑠𝑖𝑧𝑒
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Could we make it better?
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Correlated Data Object Gathering

Node 1

Node 2

With considering
Concurrent request frequency and sequential request frequency

Using clustering algorithm [3] to cluster the data objects on 
different nodes.
[2] G. W. Flake and K. Tarjan. Graph clustering and minimum cut trees. Internet Mathematics, 2004.
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Experiment settings

1. 150 data servers in a typical fat-tree structure.

2. 10Gbps bandwidth.

3. Yahoo! Cloud Serving benchmark [3]

Comparison methods:

Baseline, Sliding window (TSW), ICTCP

[3] B. F. Cooper, A. Silberstein, E. Tam, and R. Ramakrishnan. Benchmarking cloud serving systems with ycsb. In Proc. of SOCC, 2010.
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CDF of query latency

Each data query consists of multiple data requests for different data objects
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CDF of query latency

55%
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Performance on different Ɵ settings

PICC-L
Ɵ=10

PICC-M
Ɵ=1000

PICC-H
Ɵ=10000
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We also measured:

1. Inter-rack packets transmission

2. Transmission efficiency (
Size

Latency
/Bandwidth)

3. Overhead, algorithm computing time

4. Number of gathering servers 
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Summary

1. Incast congestion causes performance degradation 

greatly.

2. We propose PICC (Proactive Incast Congestion Control)

1. Popular data objects gathering
2. Correlated data objects clustering
3. Queuing delay reduction

3. Real Implementation shows PICC achieves much lower 

latency than previous methods.
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Thank you! 


