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Outline

How Incast congestion degrades performance
Previous work

Main design of PICC (Proactive Incast Congestion
Control)

Evaluation of PICC in real implementation
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[1] Vasudevan, Vijay, et al. "Safe and effective fine-grained TCP retransmissions for datacenter communication." SIGCOMM, 2009.
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Front-end
Server

Switch

Incast congestion causes packet drops and TCP timeouts
which can introduce up to 90% throughput reduction [2].

[2] G. Judd. Attaining the Promise and Avoiding the Pitfalls of TCP in the Datacenter. In Proc. of NSDI, 2015.
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Previous work

Congestion
Sender 1 2 3
Receiver 1 2 3

Sliding Window & ICTCP, CONEXT’ 2010

Window size = 2
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Previous work

Staggered flow MASCOTS’ 2012

“Node [ node Jl Node [l Node

Switch
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Main design of PICC (Proactive Incast Congestion
Control)
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Top © as Popular Data File

ol Sort the data objects in

the descending order of

request frequency
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1. Before reallocate popular data files, check the storage and

network utilization.
2. Periodically run PICC algorithm to re-select the popular

data files.
3. If the existing gathering server is highly utilized, a new

gathering server will be selected.
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Queueing Delay Reduction

1. Select several data files to generate a sub-queue

2. Resort the sub-queue according to the priority value of each
data files

3. Transfer out all the data files according to the new order.
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2. Resort the sub-queue according to the priority value of each
data files
3. Transfer out all the data files according to the new order.




[UNIVERSITY
IVIRGINIA

Could we make it better?




[UNIVERSITY
JVIRGINIA

po||‘t|cs 45  CONGRESS  SECURITY  THE NINE  TRUMPMERICA 2018 fvymlm Q
=m THERUSSIAINVESTIGATION

Trump considering firing Rosenstein to check
Mueller

By Pamela Brown, Gloria Borger, Evan Perez, Jeff Zeleny, Dana Bash and Dan Merica, CNN
Updated 8:19 PM ET, Tue April 10, 2018
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MORE FROM CNN

'Roseanne’ is ugly, uncomfortable
and distressing. Good.
4

Seth Meyers' son born in
apartment lobby

L
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BREAKING NEWS H -

CNN SOURCES: TRUMP CONSIDERING FIRING ROSENSTEIN, A
MOVE THAT COULD PUT GREATER LIMITS ON ROBERT MUELLER Lerrrrrrs
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(CNN) — President Donald Trump is considering firing Deputy Attorney General Ro enstein,

multiple people familiar with the discussions tell CNN, a move that has gained urgency following

the raid of the office of the President's personal lawyer.

Such an action could potentially further Trump's goal of trying to put greater limits on special
counsel Robert Mueller.
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By Pamela Brown, Gloria Borger, Evan Perez, Jeff Zeleny, Dana Bash and Dan Merica, CNN
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Video 2 <

Trump considering firing Rosenstein to check

(CNN) — President Donald Trump is considering firing Deputy Attorney General Rod R in,
multiple people familiar with the discussions tell CNN, a move that has gained urgency following

the raid of the office of the President's personal lawyer.

Such an action could potentially further Trump's goal of trying to put greater limits on special
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Correlated Data Object Gathering
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Correlated Data Object Gathering

Node 1

With considering
Concurrent request frequency and sequential request frequency

Using clustering algorithm [3] to cluster the data objects on
different nodes.

[2] G. W. Flake and K. Tarjan. Graph clustering and minimum cut trees. Internet Mathematics, 2004.
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Outline

Evaluation of PICC in real implementation
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Experiment settings

1. 150 data servers in a typical fat-tree structure.
2. 10Gbps bandwidth.

3. Yahoo! Cloud Serving benchmark [3]

Comparison methods:

Baseline, Sliding window (TSW), ICTCP

[3] B. F. Cooper, A. Silberstein, E. Tam, and R. Ramakrishnan. Benchmarking cloud serving systems with ycsb. In Proc. of SOCC, 2010.
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Each data query consists of multiple data requests for different data objects
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== Baseline = IIZSW ------ ICTCP = =PICC
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CDF of query latency




[UNIVERSITY
IVIRGINIA

PICC-L
©=10

PICC-M
©=1000

PICC-H
©=10000

OICTCP OPICC-L NPICC-M B PICC-H

Data query latency (us)

3500 -
3000 -
2500 -
2000
1500 -
1000 -
500

0

1000 2000 3000 4000 5000
Data query rate

Performance on different © settings




[UNIVERSITY
IVIRGINIA

We also measured:

1. Inter-rack packets transmission

Size
2. Transmission efficiency ( /Bandwidth)
Latency

3. Overhead, algorithm computing time

4. Number of gathering servers
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Summary

1. Incast congestion causes performance degradation
greatly.

2. We propose PICC (Proactive Incast Congestion Control)

1. Popular data objects gathering
2. Correlated data objects clustering
3. Queuing delay reduction

3. Real Implementation shows PICC achieves much lower
latency than previous methods.
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