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Abstract—This work focuses on Delay Tolerant Networks (DTNs) in a social network environment. DTNs do not have a complete path

from a source to a destination most of the time. Previous data routing approaches in DTNs are primarily based on either flooding or

single-copy routing. However, these methods incur either high overhead due to excessive transmissions or long delays due to

suboptimal choices for relay nodes. Probabilistic forwarding that forwards a message to a node with a higher delivery utility enhances

single-copy routing. However, current probabilistic forwarding methods only consider node contact frequency in calculating the utility

while neglecting the influence of contact duration on the throughput, though both contact frequency and contact duration reflect the

node movement pattern in a social network. In this paper, we theoretically prove that considering both factors leads to higher

throughput than considering only contact frequency. To fully exploit a social network for high throughput and low routing delay, we

propose a Social network oriented and duration utility-based distributed multicopy routing protocol (SEDUM) for DTNs. SEDUM is

distinguished by three features. First, it considers both contact frequency and duration in node movement patterns of social networks.

Second, it uses multicopy routing and can discover the minimum number of copies of a message to achieve a desired routing delay.

Third, it has an effective buffer management mechanism to increase throughput and decrease routing delay. Theoretical analysis and

simulation results show that SEDUM provides high throughput and low routing delay compared to existing routing approaches. The

results conform to our expectation that considering both contact frequency and duration for delivery utility in routing can achieve higher

throughput than considering only contact frequency, especially in a highly dynamic environment with large routing messages.

Index Terms—Delay tolerant networks, social networks, utility-based routing, probabilistic routing, epidemic routing

Ç

1 INTRODUCTION

IN Delay Tolerant Networks (DTNs), also known as
intermittently connected networks, nodes are only inter-

mittently connected. The intermittent connections may
result from network dynamism [1], power management of
mobile nodes [2], or node sparsity [3]. Examples of DTNs
include mobile sensor networks [2], interplanetary commu-
nication networks [4], vehicular ad hoc networks (VANETs)
[1], terrestrial wireless networks, and ocean sensor net-
works [5].

Routing methods specifically for DTNs have been
widely studied in recent years. One group of routing
methods use flooding [2], [6], [7], [8] to enable a message to
opportunistically meet its destination node. Despite their
high robustness and low transmission delay, flooding-
based routing methods require high energy, bandwidth,
and memory space that are precious resources in wireless
networks. Under high-traffic loads, these methods suffer
from severe resource contention and message dropping,
which significantly degrade their efficiency. The other
group of methods use single-copy routing, such as direct
routing [9] and probabilistic (i.e., predicted) routing [3],
[10], [11], [12], [13]. In direct routing, a source node spreads
messages to several mobile nodes, which keep messages

until they meet the destination node. In probabilistic
routing, the messages are forwarded to mobile nodes that
have higher probabilities of meeting the destination node as
measured by the contact frequency utility. Although the
single-copy methods save node resources and produce
lower transmission overhead, they are likely to suffer from
severe transmission delay if a suboptimal forwarding node
(i.e., a node not in the shortest S-D path) is chosen.

In many DTN applications, such as mobile sensor net-

works [2], vehicular networks [1], and networks formed by

mobile phone holders, the movements of mobile devices

exhibit certain patterns in a social network because the

device hosts (i.e., human or animals) normally have move-

ment routines [11]. Some nodes, such as home neighbors and

colleagues, have a high probability of meeting (meet and

contact are interchangeable in this paper) with each other

and staying close for a long time. This attribute of a

movement pattern is called colocation [11] in a social network.

Some nodes, such as students on a campus, meet each other

with high frequency but for short periods of time. This

attribute of the movement pattern is called familiar stranger in

a social network [14]. The movement pattern of nodes can be

leveraged to assist a node in finding a relay node with a high

probability of successfully sending data to the destination.

Familiar strangers normally have high-contact frequency,

but cannot guarantee the transmission of a large number of

messages during a contact due to limited contact time. On

the other hand, colocation nodes may have low contact

frequency, but they have a long meeting time during each

contact, leading to a high transmission throughput between

two nodes.
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Most current routing protocols [3], [10], [12], [15], [16],
[17], [18], [19], [20], [21], [22] in DTNs only consider the
contact frequency utility, which equals the number of
contacts of two nodes in a time period. However, the
frequency utility captures the familiar stranger attribute but
does not completely capture the colocation attribute. Thus,
these protocols fail to fully exploit movement patterns in
the social network for higher routing throughput. We need
a routing protocol that can capture both familiar stranger
and colocation attributes in the social network. In this
paper, we propose Social network oriented during utility-
based distributed multicopy routing protocol (SEDUM) for
DTNs that fully exploits node movement patterns to
increase routing throughput and decrease routing delay.
SEDUM consists of three distinguishing components.

. Duration utility-based distributed routing. We propose
a duration utility which is the ratio of total contact
duration between two nodes over a time period T . A
high duration utility between two nodes indicates a
high message transmission throughput between
them. This utility can fully capture the colocation
and familiar stranger attributes of node movement
pattern in the social network. Forwarding messages
to nodes that have higher duration utilities with
destinations enhances routing throughput and de-
creases routing delay.

. Efficient multicopy routing. Rather than relying on
flooding or single-copy routing, SEDUM uses multi-
copy routing to achieve a tradeoff between routing
delay and overhead. It uses the optimal tree replica-
tion algorithm to enable a node to quickly replicate a
number of copies to other nodes while moving. We
theoretically analyze the efficiency of this replication
algorithm and the influence of the replication delay
on the routing delay. We also build a Markov chain to
model the replication process, which helps to dis-
cover the minimum number of copies of a message to
achieve a desired routing delay.

. Effective buffer management. The buffer management
mechanism gives longer-lifetime messages a higher
priority to be sent out from buffers, thus reducing
the system’s total transmission latency. It also gives
higher utility messages higher priority to retain in a
buffer when it is congested, thus increasing the
system’s total throughput. Further, it quickly deletes
the replicas of delivered messages to release buffer
congestion.

Simulation results show the higher performance of
SEDUM and confirm that considering both contact fre-
quency and duration for delivery utility in routing can
achieve higher throughput than considering only contact
frequency, especially in a highly dynamic environment with
large routing messages. SEDUM shares similarity with
some data routing methods in DTNs [15], [16], [17], [18],
[19], [20], [21], [22], [23] in terms of exploiting social network
in routing. However, these works focus on using contact
information among nodes to form a social interaction graph
to guide routing, which may not be suitable in a large
network with no obvious social communities and dynami-
cal network size changes.

The rest of this paper is structured as follows: in Section 2,
we present a concise review of existing related works.
Section 3 theoretically analyzes why a duration utility is
better than a contact utility in enhancing throughput.
Section 4 explains the SEDUM routing protocol in details.
Section 5 provides a theoretical analysis of SEDUM.
Simulation results are presented in Section 6. Finally, Section
7 concludes the paper.

2 RELATED WORK

Epidemic routing (i.e., flooding) [7] is a widely used routing
strategy in DTNs. This method requires that each node has
a large buffer for storing messages in transmission. It can
achieve a short delay by locating a shortest routing path at
the cost of high-network resource consumption. There are
some improved approaches proposed to reduce the over-
head of epidemic routing [8], [24], [25], [26], [27]. The work
in [24] uses gossip, in which a message is forwarded to
partial neighbors. In [25], nodes remove redundant replicas
of a message when the message has been transmitted by
exchanging the “metadata” of delivered messages. The
work in [8], [26], [27] uses network coding to improve the
performance of epidemic routing. Although all of these
methods can improve the performance of epidemic routing
to a certain extent, they still inherit its shortcoming of high
resource consumption.

The other widely studied routing proposal for DTNs is
single-copy routing, including direct routing and probabil-
istic routing. Direct routing lets the source or a moving relay
node carry a message all the way to the destination. Although
this method can maximize the transmission capacity of the
system, its transmission delay is very long. Probabilistic
routing uses a variety of information to assist message
routing [3], [9], [10], [11], [12], [13], [28]. In [10], [12], nodes
record the history of past encounters in order to choose a
node with a higher probability of encountering the destina-
tion. These methods reduce the transmission overhead of
epidemic routing at the cost of possible delivery delays due to
suboptimal relay node choices. Dubois-Ferriere et al. [28]
pointed out that consulting the age of a node since it
encountered the destination node when making forwarding
decision results in superior performance over flooding.
Spyropoulos et al. [9] proposed considering the estimated
distance between a node and the destination when making a
forwarding decision. Jain et al. [3] proposed a forwarding
algorithm to minimize the average delay of message delivery
using oracles that know the entire topology of the current
network. However, such oracles are very difficult to
implement because of the high mobility and intermittent
connections between nodes. The context-aware adaptive
routing (CAR) protocol [13] periodically refines the predic-
tion of node mobility in order to identify the cluster where the
destination nodes belong to and select an optimal node as a
message carrier. Costa et al. [11] proposed a publish/
subscribe system for DTNs. It relies on the Kalman filter
[29] to predict the routing of nodes based on current topology
states.

Recently, a few routing protocols have been proposed that
explore social network communities in MANETs and DTNs.
LABEL [15] exploits clustering algorithms to group nodes
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into communities according to their mobility and forward

messages between the communities. Li et al. [16] proposed to

construct communities based on the neighboring relation-

ships from node encounter histories in a distributed manner.

They also proposed a locally weighted publish/subscribe

method for data collection, storage, and propagation within

and among the communities. Ghosh et al. [17] and Costa et al.

[18] proposed using a machine learning technique to identify

the communities in the network for message routing. The

works in [19], [20], and [22] use social network analysis

techniques to identify the social communities in the system

for message routing. Gao et al. [21] focused on improving the

cost effectiveness of multicast in DTNs by exploiting social

centrality and social communities through social network

analysis. Chen et al. [23] considered the age of the last

encounter of two nodes and their cumulative contact

durations as the utility for data routing. If the routing utility

between two nodes is smaller than a threshold, the message

is forwarded to a node with a high centrality.
All of these works focus on complex social graph

analysis and community detection, while SEDUM focuses

on improving the message routing performance based on

node movement patterns, even if the patterns do not have

community features.
Unlike most previous routing methods [3], [10], [12], [15],

[17], [18], [19], [20], [21], [22] that measure delivery utility
only based on node contact frequency, SEDUM also
considers contact duration, which more accurately reflects
the delivery utility due to intermittent connections.
Although Li and Chen [16], [23] also used contact durations
in routing utility calculation, they did not show the rationale
to use contact duration utility and its advantages over
contact frequency utility. Additionally, they focus on social
community creation, which may not be suitable in a large
network with no obvious social communities and dynamic
network size changes. SEDUM neither assumes fixed node
mobility pattern nor completely relies on community
creation. It is also distinguished by its optimal tree
replication mechanism and buffer management algorithm
that assist message routing multicopy routing. However,
SEDUM is superior to SW in two main aspects: 1) SEDUM
uses probabilistic routing after a replication phase, while SW
uses direct routing, and 2) SEDUM has a more effective
buffer management mechanism while SW simply uses the
Time To Live (TTL) strategy to manage buffers.

3 WHY DURATION UTILITY IS BETTER THAN

FREQUENCY UTILITY

3.1 Frequency Utility

In DTN routing, the utility of a node is a measure of the
contribution of the node to enhance a routing metric such as
throughput or delay [30]. A node ni’s contact frequency
utility to a node nj is defined as the number of contacts
between ni and nj over a time period. The contact frequency
utility is widely used for probabilistic routing in DTNs. In
contact frequency utility-based routing, a node chooses the
neighbor with the highest utility to the destination as the
next hop for routing.

3.2 Factors Affecting the Successful Transmission

We consider one message as a basic unit for the transmis-
sion between two nodes. If the link between two contacting
nodes breaks before a message is completely transmitted,
the message transmission fails. In a multicopy routing
protocol, each copy is transmitted independently. Suppose
that each message can have Nc copies and each of the copies
can be successfully transmitted from the source to the
destination with probability P ðS;DÞ. Then, the probability
that at least one copy is sent to the destination node (P ) is:

P ¼ 1� ð1� P ðS;DÞÞNc : ð1Þ

Equation (1) shows that a larger P ðS;DÞ and a larger Nc

lead to a higher Ps. However, a larger Nc generates higher
transmission overhead. Later on, we prove that increasing a
large Nc leads to a linear increase in transmission overhead
but a negligible delay decrease (Theorem 5.1). Therefore, we
aim to increase the value of P ðS;DÞ. P ðS;DÞ ¼

Q
Pði;jÞ, where

Pði;jÞ is the probability of successful transmission between
two neighboring nodes ni and nj in a routing path. A large
Pði;jÞ leads to a large P ðS;DÞ, and ultimately a large Ps. Next,
we will find the factors that should be considered in order
to increase Pði;jÞ.

We use � to denote the smallest contact duration
between two nodes at one contact. Specifically, � ¼ R

2vmax
,

where R is the transmission range of the mobile nodes and
vmax is the maximum moving speed of a mobile node. We
use f to denote the contact frequency between two nodes.
Then, the two nodes have fT contacts during the time
interval T . We use Pði;jÞðfT ¼ 1Þ to denote Pði;jÞ when
fT ¼ 1, and use Pði;jÞðfT > 1Þ to denote Pði;jÞ when fT > 1.

Theorem 3.1. The probability of a successful message transmis-
sion between two neighboring nodes, Pði;jÞ, during a time
interval T is:

Pði;jÞðfT ¼ 1Þ ¼ � � w
s

� ��
;

Pði;jÞðfT > 1Þ ¼ 1� 1� � � w
s

� ��� �fT
ð� > 0Þ;

8>><>>: ð2Þ

where w is the transmission rate of a node, s is the size of a
message, and � is a constant parameter.

Proof. Chaintreau et al. [31] indicated that the communica-
tion time of one contact between two persons conforms
to a power-law distribution, and given � and �, the
distribution of the contact time period t can be modeled
by

pðtÞ ¼ � � �
�

t�þ1
ð0 < � < t <1; � > 0Þ: ð3Þ

As the amount of transmission traffic during time t is
W ¼ wt, Equation (3) can be transformed to [32]

pðWÞ ¼ 1

w

� � ��

ðWw Þ
�þ1

: ð4Þ

Note that, for two contacting nodes, only when their
communication capacity in the contact is larger than the
message size (W > s), will the message be transmitted
successfully. Therefore, based on (4), we get:
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Pði;jÞðfT ¼ 1Þ ¼ Pði;jÞðW > sÞ ¼
Z 1
s

pðWÞ � dW ¼ � � w
s

� ��
;

ð5Þ

Pði;jÞðfT > 1Þ ¼ 1� 1� � � w
s

� ��� �fT
:

ut

From (6), we can see that the success probability for a
message is determined by both � � w and f . A large
frequency utility cannot ensure a high transmission success
probability if � � w is very small. Also, a small frequency
utility does not necessarily indicate a small transmission
success probability if � � w is very large. Therefore,
frequency utility is not the only factor that affects the
transmission throughput between two nodes. The fre-
quency utility works well when the nodes in a network
have a medium mobility rate (i.e., medium or large �),
meaning a node can completely forward a message to the
destination when they meet. However, when nodes have
high mobility rates (i.e., small �), the communication
time during one contact between two nodes is short. Then,
it is likely that the link between two nodes breaks during
the message transmission process, leading to message
transmission failures.

3.3 Duration Utility

Therefore, the contact frequency utility f cannot guarantee
high communication capacity and throughput of a DTN,
and we need to have a new utility that can reflect both � � w
and f . Since w of a given pair of nodes is determined, to
reflect �, we propose a duration utility between nodes ni
and nj as

Uði;jÞ ¼
XfT
k¼1

tði;jÞðkÞ
 !�

T; ð7Þ

where tði;jÞðkÞ is the encounter duration of the kth
encounter.

Theorem 3.2. A duration utility can reflect the transmission

capacity between a pair of nodes with higher accuracy than a
contact frequency utility.

A large duration utility indicates either a large a � w, a
large fT , or both. Therefore, the duration utility can more
accurately reflect the transmission success probability P

than the contact frequency utility, especially in a DTN with
high-mobility nodes and large messages.

4 DURATION UTILITY-BASED DISTRIBUTED

MULTICOPY ROUTING PROTOCOL

In this section, we present the SEDUM routing protocol. We
start off by describing the goals of the design of SEDUM
and the strategies to achieve these goals, and briefly
introduce SEDUM. Then, we present node movement
models and the strategies of SEDUM in details.

Aiming to be an optimized routing protocol for DTNs,
SEDUM has the following goals and corresponding
strategies.

1. To achieve a high throughput in a highly dynamic
system, instead of using contact frequency as the
utility in probabilistic routing, SEDUM considers
both contact frequency and duration.

2. To reduce the delay of single-copy routing and
reduce the overhead of epidemic routing, SEDUM
employs a multicopy routing method that quickly
replicates a source message to a certain number of
other nodes.

3. To improve the transmission performance in a
highly loaded system, SEDUM uses buffer manage-
ment to effectively use node buffers.

In SEDUM, to route a message, a source node quickly
spreads a number of message replicas to a number of nodes
that it meets. The message replicas are transmitted simulta-
neously throughout the network until one copy reaches the
destination node. Specifically, SEDUM can be generally
divided into three phases: Replicating phase, Forwarding phase,
and Clearing phase as shown in Fig. 1.

1. Replicating phase: every message originating at a
source node is initially replicated to a number of
different meeting nodes.

2. Forwarding phase: each node in the system main-
tains utility table recording its duration utilities to
other nodes. A node always forwards a message to
another node with a higher utility to the destination.
This process is repeated until one copy arrives at the
destination node. Nodes holding other copies will be
notified about the message delivery in the clearing
phase below.

3. Clearing phase: after a message transmission is
completed, the destination node notifies the nodes
in the system to discard the replicas of the delivered
message by sending a delivered message list. The
lists are exchanged between two nodes when they
meet. Replica nodes that fail to delete the delivered
messages still send the copies to the destinations,
which will delete the duplicated received messages.

4.1 Node Movement Models

The traditional popular node movement models such as
the random way-point model [33] assume that the nodes
are identically and independently distributed in the system
and that each node independently moves with equal
frequency to every network location. Numerous recent
studies on human traces (e.g., university campuses and
conferences) demonstrate that these two models rarely
hold true in real-life situations where mobile devices are
held by humans [9]. In this case, mobile node movement is
based on human decisions and social behaviors.

86 IEEE TRANSACTIONS ON COMPUTERS, VOL. 62, NO. 1, JANUARY 2013

Fig. 1. An example of message routing in SEDUM.



Therefore, we consider a more realistic mobility model,
called the community model [31], in this work. This model
captures the movement patterns of the human nodes in the
social network. The community model has many commu-
nities, such as home, gathering places, and working places.
In the model, every person has his/her movement routine.
That is, when a person is at one place, (s)he will go to
some places with high probability or go to other places
with low probability. For example, if a node is at its home
community, it will go to a gathering place (e.g., mall or
park) with a high probability. If a node is at a gathering
place, it is very likely that its next destination is home.

Fig. 2 shows a Basic community model [34] and a
Manhattan community model [35]. In the former, there are
no movement path restrictions on nodes. The nodes
randomly select a speed and move to the destination directly.
The tracks of the nodes’ movements are stochastic. The
Manhattan community model uses a grid road topology, in
which the mobile nodes move along the grid in horizontal
and vertical directions.

4.2 Duration Utility-Based Routing

In this section, we introduce a method for calculating the
duration utility, which considers both contact frequency and
duration between two nodes in a time interval T . Each node
ni periodically records the accumulated contact duration
with the individual nodes it has met in a time period T .

Node ni can directly send a message to nj. Recall the
direct duration utility bUði;jÞ between ni and nj in a time
interval T is calculated by:

bUði;jÞ ¼ XK
k¼0

tði;jÞðkÞ
 !�

T: ð8Þ

Node ni can also send a message to nj though nk, i.e.,
ni ! nk ! nj. In this case, we say ni has an indirect duration
utility eUði;jÞ with node nj. The indirect duration utility
between ni and nj through nk is calculated using the
transitive principle:

eUði;jÞ ¼ bUði;kÞ � bUðk;jÞ: ð9Þ

Finally, the duration utility Uði;jÞ equals:

Uði;jÞ ¼ max
� bUði;jÞ;max

k2N
ð eUði;jÞÞ�; ð10Þ

where N is the set of all nodes in the network. That is, the
duration utility between two nodes is the maximum of their
direct utility and indirect utility. Thus, two nodes with a

low contact frequency still have a high duration utility if
they have a long meeting time. Even if two nodes have a
low direct duration utility, if both of them have high
duration utilities to a common node, they can still have a
high utility to each other by forwarding messages through
the common node.

Based on (10), a node periodically calculates its delivery
utility with all other nodes. A node’s movement pattern
may change in a social network for some reasons, such as an
office change, vocations. To make the duration utility more
accurately reflect the current communication capacity, a
node periodically updates the duration utility every T by
taking into account both the historical utility and the
current utility:

Uði;jÞnew ¼ �Uði;jÞ þ ð1� �ÞUði;jÞold ; � 2 ð0; 1Þ; ð11Þ

where � is a weight constant and Uði;jÞnew and Uði;jÞold ,
respectively, denote the utility of the new and old time
intervals. A system with high dynamic changes in move-
ment pattern can set � to a large value in order to give larger
weight to newly calculated utility value to reflect the
dynamic changes of the utility value.

Each node has a utility table to store its utilities with other
nodes. Fig. 3 shows an example of the utility table of node
ni in SEDUM. It records the duration utility of ni with all
the nodes that ni has met. The “Relay” in the table indicates
whether the duration utility between ni and nj is a direct
utility or an indirect utility. In this column, “N/A” means
direct utility and node “nk” means the utility is indirectly
calculated through nk. For example, the direct utility of ni
and n2 is 0.8, and the indirect utility of ni and n1 is 0.7
calculated through n2.

In routing, a source node or a relay node forwards a
message to the neighbor that has the highest duration utility
to the destination among all of its neighbors. As Fig. 3
shows, the utility of ni to n2 is 0.8 and the utility of ni to n9

is 0.6. If node ni is asked to transmit a message to node n2,
ni holds the message until meeting n2 or meeting a node
that has higher utility than 0.8. If node ni is asked to
forward a message to n9, since the utility between ni and n9

is an indirect utility through n1, ni forwards the message to
n1 or a node that has a higher utility than 0.6.

Algorithm 1 shows the pseudocode for duration utility
calculation. Every node ni in the system periodically checks
its connectivity. When node nj moves into the transmission
range of ni, ni, and nj exchange their utility tables and
update their own utility table accordingly based on (10).
For example, Uði;jÞ ¼ 0:4 and Uðj;7Þ ¼ 0:5. Then, Uði;jÞ �
Uðj;7Þ ¼ 0:2 > Uði;7Þ ¼ 0:1. Therefore, ni changes the entry
of “n7, 0.1, N/A” in its utility table to “n7, 0.2, nj.” Also, ni
records the duration of the meeting with nj. At each update
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time period T , ni updates the duration utilities between
itself and all other nodes according to Formulas (10) and
(11). We implement the utility table as a hash table. Hence,
checking whether a node’s utility exists in a utility table
takes a constant time. Also, the utility calculation can be
finished in a constant time. Therefore, an entire duration
utility updating process can be finished in a constant time.

Theorem 4.1. SEDUM has a loop-free route from a source node
to a destination node.

Proof. Because of the movement patterns of the nodes in the
network, the duration utility between each pair of nodes
will converge to a stable value that can statistically reflect
the communication capacity between the two nodes.
Since SEDUM uses unidirectional message routing, a
message is always forwarded to a node with higher
delivery utility; thus, routing loop will not occur. tu

4.3 Multicopy Routing

SEDUM uses a multicopy routing method to increase the
probability that a message is successfully delivered to a
destination node. Too many replicas will result in high-
node resource consumption. Therefore, SEDUM aims to
minimize the number of replicas of a message while
achieving the desired routing delay. SEDUM can arrive at
this minimum number based on network size, meeting
interval, and desired transmission delay. We will introduce
the details in Section 5.2.

There are two requirements for the replication algorithm.
First, a message should be replicated quickly. Second, the
algorithm can terminate the replication process after exactly
Nc replicas (including the source message) are generated.
To meet the requirements, SEDUM adopts the optimal tree
replication algorithm [25]. In this algorithm, if node ni is
responsible for creating x replicas, when it meets node nj, ni

sends a copy to nj. Also, it entitles nj to be responsible for
half of its remaining responsibility; that is, it entitles nj to
replicate bx�1

2 c copies, and itself is responsible for the other
dx�1

2 e replicas. Each replica node conducts the same
operation until every node has no more responsibility.

Fig. 4a shows an example of the optimal tree replication

algorithm. The number in a circle represents the number

of replicas a node should create. We use epoch to denote

the time step (Ti) in which a replica node replicates a

message to a nonreplica node. Assume SEDUM allows

each message to have Nc ¼ 15 copies for message routing.

Then, source node n1 needs to create an additional x ¼
Nc � 1 ¼ 14 replicas in the network. It entitles the first

meeting node n2 to create bNc�1�1
2 c ¼ 6 replicas at the first

epoch T1 and keeps the responsibility to create the

remaining dNc�1�1
2 e ¼ 7 replicas to itself. At epoch T2, n1

entitles the second meeting node n4 to create bd
Nc�1�1

2 e�1

2 c ¼
b62c ¼ 3 replicas. At the same epoch, n2 entitles its meeting

node n3 to create bb
Nc�1�1

2 c�1

2 c ¼ 2 replicas, and itself is

responsible for the remaining db
Nc�1�1

2 c�1

2 e replicas. Then, in

epoch T3, nodes n1, n2, n3, and n4 entitle their next

meeting nodes with half of their own replication respon-

sibility. The process repeats until each node completes its

replicating task. The algorithm only needs �ðlog2 NcÞ time

steps and needs four steps for replicating 14 copies.
The optimal tree replication algorithm performs better

than the source tree replication algorithm and the binary
tree replication algorithm [25]. In the source tree replication
algorithm, only a source node can replicate a message to
others. As shown in Fig. 4b, the source node initially tries to
create 14 replicas in the network. Since a replica is created
only when the source node meets a new node, it takes �ðNcÞ
epochs to create Nc replicas and needs 14 epochs to replicate
14 copies. Fig. 4c shows an example of a binary routing tree
algorithm, in which each node can only replicate a message
to two other nodes. It needs �ðlog2 NcÞ epochs for replicat-
ing Nc copies, and six steps for 14 copies.

Although both the binary tree replication algorithm and
optimal tree replication algorithm have �ðlog2 NcÞ replica-
tion epochs, the former’s replication process is slower than
the latter on average. This is because in the optimal tree
replication algorithm, the nodes entitled to replicate
messages keep replicating messages until they finish their
entitled replication responsibility. At this time, Nc replicas
are generated in the system. In contrast, in the binary tree
replication algorithm, the nodes that are entitled to replicate
messages stop replicating messages after generating two
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replicas. Even if the nodes meet some nodes that do not have
any replicas before the entire replication processes complete,
they cannot replicate messages. For example, at epoch 3,
eight nodes are able to replicate the message to others in the
optimal tree replication algorithm, while only four nodes
can replicate messages to others in the binary tree replication
algorithm. Also, the binary tree replication algorithm cannot
terminate the replication process after Nc replicas are
generated in the system.

4.4 Buffer Management

Because of the intermittent connections between nodes in
DTNs, each node uses a buffer to store the messages needed
to transmit out. When two nodes meet each other, since the
communication time between two nodes is limited, the
order in which different messages are transmitted affects
the transmission throughput and delay of a DTN. Since the
size of a buffer is limited, whether to accept an incoming
message and which message to drop in order to make space
for an incoming message also affects the delivery through-
put and delay of a DTN. In addition, SEDUM routes
multiple copies of a message in the network. If one replica is
successfully delivered, a method to delete other replicas of
the message in time to leave space for undelivered
messages is also important. We propose a buffer manage-
ment mechanism to deal with these problems in order to
increase the network throughput and reduce transmission
delay.

Fig. 5 shows the structure of a message head. The total
size of the message head is 24 bytes. Source indicates the ID
of the source node that generates the message. The size of
the Source is 4 bytes. Sequence number indicates the sequence
of the messages generated from the same source node. The
size of the Sequence number is 4 bytes. Destination indicates
the ID of the destination node that should receive the
message. The size of the Destination is 4 bytes. Timestamp
records a message’s creation time with a size of 8 bytes, and
priority indicates the priority of a message determined by
the tolerable delay specified by the source node with a size
of 4 bytes.

As shown in Fig. 6, each node orders the messages in its
buffer according to the messages’ priorities (priority 1 has
higher priority than priority 2) and timestamps. The
messages are ordered in descending order of their
priorities. In each priority level, the messages are sorted
in ascending order of their timestamps. A larger timestamp
means a shorter time since a message was initiated. For
example, in the group of priority 1 messages, M11 was
created earlier than M73, so M11 is on top of M73. When two
nodes, say ni and nj, meet each other, the messages whose
destination is the other node are transmitted first. For the
other messages, a node fetches a message from its buffer in
a top-down manner. Based on the other node’s utility table,
it compares its utility and the other node’s utility to the
message’s destination. Recall that we use Ui to denote

node ni’s utility to a message’s destination. For each fetched
message, if Ui < Uj, ni forwards the message to nj. Node nj
conducts the same operations. For example, in Fig. 6, M73,
M28, M91, and M32 satisfy U1 < U2, so n1 sends these
messages in sequence. Therefore, the messages with higher
priorities are sent out first. Within each priority level, the
messages with longer transmission delays are sent out first.
The consideration of priority helps to deliver messages
within their specified tolerant delay. The consideration of
timestamps ensures that the longer a message stays in the
network, the higher the chance that it is delivered first. This
avoids having a message always stuck in a buffer, which
decreases the message delivery delay of the DTN.

Next, we discuss how a node deals with an incoming
message. In order to avoid losing messages due to buffer
congestion, we adopt the congestion control method in [36].
That is, for a number of copies of a message, a source node
initially creates a core-replica and stores it in its neighbor
that was the highest delivery utility. A core-replica in a
buffer cannot be replaced, but it can replace a non-core-
replica in a buffer if the buffer is congested. In SEDUM, a
node can be selected as a relay node by a number of nodes.
Then, it needs to store a number of messages with different
delivery utilities. In order to make wise use of the limited
buffer resources, messages with higher utilities should have
a higher priority to use the buffer. In this way, more
messages can be delivered to their destinations during a
certain time period. Core-replicas have a higher priority to
stay in the buffer than non-core-replicas. When a node with
a full buffer receives a message, if the message is a core-
replica, it replaces the non-core-replica with the smallest
utility in the buffer. If the incoming message is a non-core-
replica with utility Uj, the node finds the non-core-replicas
in its buffer whose utility is lower than Uj, then replaces the
non-core-replica with the lowest utility. If all non-core-
replicas’s utilities are larger than Uj, the node drops the
incoming message. SEDUM’s buffer management method
ensures that the core-replica of a message must remain in
the system, thus guaranteeing successful delivery of each
message. Also, it gives higher buffer priority to higher
utility messages, thus enhancing system throughput.

In SEDUM, when nodes ni and nj meet each other, they
transmit messages according to Algorithm 2. Specifically,
they exchange their utility tables. According to nj’s utility
table, ni finds in its buffer the messages that would have
higher utilities if residing in nj and forwards the messages
to nj. If nj has free space in the buffer, it accepts the
incoming messages. If nj’s buffer is filled up with core-
replicas, it rejects ni’s messages. If the incoming message Mi
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is a non-core-replica and there is no message in the buffer

with lower utilities than Mi’s, nj also rejects Mi. Otherwise,

the incoming message Mi replaces the message with the

lowest duration utility in the buffer. We implement the

buffer as a min-heap structure [37], in which the minimum

value is always at the top of the heap. Therefore, we can get

the message with the minimum utility in a constant time.

Since the heap structure maintenance needs time complex-

ity OðlognÞ for each message insertion and deletion

operation, the complexity of Algorithm 2 is OðlognÞ for

each message transmission.

Delivered message deletion. We define a message’s ID

as the concatenation of its source ID and sequence number.

The replicas, especially the core-replicas, of the delivered

messages need to be deleted in a reasonable time in order to

free buffer space for undelivered messages. In SEDUM,

every node keeps a delivered message list (deliveredMsgList)

that records the IDs of all delivered messages. When node

ni meets node nj, they exchange their deliveredMsgList. Each

node then deletes the messages in its buffer indicated in the

other’s deliveredMsgList and merges this list with its own

deliveredMsgList. A node holding a delivered message may

not receive the deliveredMsgList of the message in time, but

the node will finally receive it with high probability because

of the flooding feature of the notification. A node that does

not receive deliveredMsgList will continuously hold the

delivered message copy until meeting the destination node,

or the messages is replaced by other messages according to

the buffer management algorithm. Even if a node does not

delete a delivered message and sends it to the destination,

the destination will discard the message since it has been

already received. In order to restrict the size of deliveredMsg-

List, each node periodically discards outdated message IDs.

Specifically, it deletes the message IDs recorded in the last

time period. In order to guarantee that one of the replicas of

a message is delivered in the system before the message’s

ID is discarded from all deliveredMsgList, the ID discarding

period should be set as the upper bound of message

transmission time in the system within which a message

should be delivered.

5 PERFORMANCE ANALYSIS

5.1 Analysis of the Routing Protocol

The single-copy routing protocols generate lower overhead
but lead to a longer delivery delay than the multicopy
routing protocols. Epidemic routing can produce short
delay in a lightly loaded transmission environment since a
message is delivered to the destination along the shortest
path by flooding. However, flooding consumes significant
energy resources, which are precious to microdevices. Small
and Haas [25] indicated that restriction of transmission
traffic can save energy in the network. Multicopy routing
can reach a balance between the single-copy routing and
epidemic routing. Therefore, SEDUM creates Nc (Nc � N)
replicas for a message to increase the probability of a
message being delivered to its destination node (i.e.,
offloading probability) while reducing resource consump-
tion in the network.

Theorem 5.1. If the number of replicas per message in multicopy
routing is large, adding more replicas leads to a linear increase
of energy consumption but a negligible delivery delay decrease.

Proof. Replicating Nc � 1 copies of a message consumes
ðNc � 1ÞE amount of energy, where E is the average
energy consumption for each transmission. Suppose the
average message offloading probability of each node is p.
If Nc is constant over the entire lifetime of the message,
the offloading delay follows a geometric distribution
with mean 1

Ncp
. If we create one more replica, the

message offloading delay is reduced by 1
Ncp
� 1
ðNcþ1Þp ¼

1
ðNcþ1ÞNcp

. Therefore, if Nc is large, as the number of
replicas of the message increases, the decrease rate of
message offloading delay decreases while the energy
consumption increases linearly. tu

SEDUM routing consists of three phases: replicating,
forwarding, and clearing. Since each of Nc relay nodes of a
message looks for a routing path independently in the
forwarding phase, delay in the replicating phase adversely
affects the delivery delay of the message in the forwarding
phase and sequentially deteriorates the whole system
transmission efficiency.

Theorem 5.2. Suppose the average total replication delay of a
message is Tr. Then the average delivery delay is in the order
of OðTrÞ.

Proof. The meeting time of two randomly selected nodes
is exponentially distributed with average Tm [38]. The
expected duration of the forwarding phase is Tf ¼ Tm

nc
,

where nc is the number of generated replicas when a
replica meets the destination. The average number
of replicas at time t is Nc

Tr
t (t 2 ½1; Tr�). Then, the

average forwarding delay is Tf ¼
PTr

t¼1
Tm

ðNc=TrÞ�Tr�t . The
average delivery delay of a message is:

XTr
t¼1

t

Tr
þ Tm
Nc � t

� �
¼ Tr þ 1

2
þ Tm
Nc

OðlnTrÞ ¼ OðTrÞ:

ut

Therefore, in order to reduce the delivery delay, we need
to reduce the replication delay. Thus, in the replicating
phase of SEDUM, a source node should replicate a message
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to its neighbors as fast as possible regardless of their utilities,
instead of only replicating the message to high-utility nodes
as in the forwarding phase. The initial low-utility nodes will
meet high-utility nodes later on.

In Section 4.3, we explained three message replication
algorithms: source tree, binary tree, and optimal tree. We
compare their delay performance below.

Theorem 5.3. The optimal tree replication algorithm can reduce
the delay of the source tree replication algorithm by

XNc

i¼1

N � 1

N � i

� �
�

Xblog2Ncc

i¼1

N � 1

N � 2i þ 1

� �
; ð13Þ

where N is the number of nodes in the system and Nc is the
number of replicas in the system.

Proof. In the source tree replication algorithm, message

replication occurs only when a source node meets a

nonreplica node. Assume it has generated l replicas. The

probability that it sends the ðlþ 1Þth replica to a new node

follows a geometric distribution with mean N�l
N�1 . There-

fore, the average delay for replication is N�1
N�l . Since the

number of epochs to replicate l replicas is l� 1, if

Nc replicas are needed to create in the system, the average

delay of the creation is
PNc

i¼1ðN�1
N�iÞ. During the ith epoch in

the optimal replication algorithm, the probability of

creating a replica node equals N�2iþ1
N�1 . Since the number

of epochs to replicate Nc replicas is blog2Ncc, the average

delay for creating Nc replicas is
Pblog2Ncc

i¼1 ð N�1
N�2iþ1Þ. tu

Theorem 5.4. To replicate Nc replicas, the binary tree replication
algorithm takes log2Nc þ 2 epochs, and the optimal tree
replication algorithm takes log2Nc epochs.

Proof. In the optimal tree replication algorithm, since the
nodes that are entitled to replicate messages keep on
creating replicas until Nc replicas are generated in the
system, the algorithm needs log2Nc epochs. In the binary
tree replication algorithm, it takes log2Nc epochs to
entitle nodes to replicate messages. After that, it takes
two additional epochs for the last entitled node to
replicate messages. The total number of replication
epochs equals log2Nc þ 2. tu

Theorem 5.5. The average delivery delay Td for the SEDUM

routing protocol follows Oð
ffiffiffiffiffi
N
p
Þ > Td > OðlogNÞ, where N

is the number of nodes in the system.

Proof. In the worst situation of the forwarding phase in

SEDUM, where replica nodes cannot find a higher

utility node for relaying, SEDUM becomes two-hop

multicopy routing, the delay of which is Oð
ffiffiffiffiffi
N
p
Þ [39]. On

the other hand, if replica nodes in SEDUM can always

find a relay node with higher utility, SEDUM becomes

optimal redundancy multihop routing [39], the delay of

which is OðlogNÞ. tu

5.2 Analysis of the Message Replication Process

In multicopy routing, too many replicas lead to high

overhead while too few replicas may generate a long

message delivery delay. The number of replicas of a message

is an important issue that affects routing performance. In

order to find the smallest number of replicas of a message

that can guarantee a specified routing delay, we build a

Markov chain to analyze the message replication process.

Fig. 7 shows a Markov chain that models a message

replication process. In the figure, �ðlÞ (l 2 ½1; Nc�) denotes

the network state in which l replicas (including the original

message) have been generated before any of the replicas meet

the destination. END denotes the state that a replica meets

the destination and the message transmission completes. The

arrow in the figure indicates the state changing direction. We

use pð�ðlÞ; �ðlþ 1ÞÞ to denote the probability that a non-

replica node in network state �ðlÞ receives a replica, which

changes the network state to �ðlþ 1Þ.
We called the replica nodes that are entitled to replicate

messages to other nonreplica nodes entitled nodes, and the

replica nodes without replication responsibility nonentitled

nodes. In the optimal tree replication algorithm, when l < Nc

2 ,

every replica node is an entitled node because every replica

node is entitled to replicate at least one replica. When

l > Nc

2 , only a portion of the replica nodes are entitled nodes.

In the case of l 2 ½1; Nc

2 �, when two nodes meet each other,

because there exist l replica nodes, the probability that one

node is an entitled node equals l
N , and the probability that

the other node is a nonreplica node is N�l�1
N�1 . The “1” in

(N� l� 1) means the destination, and the “1” in (N� 1)

means the first meeting node. Also, the probability of

node ni meeting node nj is the same as the probability of nj
meeting ni. Then, pð�ðlÞ; �ðlþ 1ÞÞ ¼ 2 � lN � N�l�1

N�1 .

We calculate the number of entitled nodes when l 2
½Nc

2 þ 1; Nc� (i.e., in the last epoch Tl). Suppose there are x

entitled nodes and l� x nonentitled nodes in epoch Tl.

The l� x nonentitled nodes in epoch Tl are separated

from the ð1� xÞ=2 entitled nodes in epoch Tl�1. Since the

total number of replica nodes in epoch Tl�1 is Nc=2,

xþ ðl� xÞ=2 ¼ Nc=2. Then, in epoch Tl, the number of

entitled nodes is x ¼ Nc � l and the number of nonentitled

nodes is l� x ¼ 2l�Nc. Therefore, the probability that an

entitled node meets a nonreplica node is 2 � Nc�l
N � N�l�1

N�1 .

That is, pð�ðlÞ; �ðlþ 1ÞÞ ¼ 2 � Nc�l
N � N�l�1

N�1 .
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If one of the replica nodes meets the destination node in

the next epoch, the message transmission finishes. There-

fore, the probability that the message can be delivered in

state l in the next epoch is P ðl;ENDÞ ¼ 2 � lN � 1
N�1 , where l

N

is the probability that one node is a replica node and 1
N�1 is

the probability that the other node is the destination when

two nodes meet. In all other encountering cases, the

network state stays the same. That is, pð�ðlÞ; �ðlÞÞ ¼
1� pð�ðlÞ; �ðlþ 1ÞÞ � pð�ðlÞ;ENDÞ. In conclusion, the tran-

sition probability in the Markov chain between two states is

p
�
�ðlÞ; �ðlþ 1Þ

	
¼ 2 � l

N
�N � l� 1

N � 1
; l 2 1;

Nc

2


 �
;

p
�
�ðlÞ; �ðlþ 1Þ

	
¼ 2 �Nc � l

N
�N � l� 1

N � 1
; l 2 Nc

2
þ 1; Nc


 �
;

p
�
�ðlÞ;END

	
¼ 2 � l

N
� 1

N � 1
;

p
�
�ðlÞ; �ðlÞ

	
¼ 1� p

�
�ðlÞ; �ðlþ 1Þ

	
� p
�
�ðlÞ;END

	
:

8>>>>>>>><>>>>>>>>:
ð14Þ

Suppose the average meeting interval between two

nodes is Tm. We use TdðlÞ to denote the latency to reach

network state �ðlÞ, i.e., to replicate l replicas:

TdðlÞ ¼ p
�
�ðl� 1Þ; �ðlÞ

	
�
�
Tdðl� 1Þ þ Tm

	
þ p
�
�ðlÞ; �ðlÞ

	
�
�
TdðlÞ þ Tm

	
:

ð15Þ

When the number of replicas that a message is allowed

to generate equals Nc, the average message delivery delay

TdðENDÞ is:

TdðENDÞ ¼
XNc

i¼1

ððTdðiÞ þ TmÞ � pði;ENDÞÞ: ð16Þ

According to Formulas (14), (15), and (16), given an average

node meeting interval Tm, the number of nodes in the

network N , and the number of replicas of a message Nc,

the average delivery delay TdðENDÞ can be calculated. For

example, when N ¼ 10, Nc ¼ 4, and Tm ¼ 1 s, we can

construct a Markov chain as shown in Fig. 8 based on

(14). Then, based on (15), we can get:

Tdð1Þ ¼
4

5
ðTdð1Þ þ 1Þ;

Tdð2Þ ¼
4

9
Tdð1Þ þ

35

18
;

Tdð3Þ ¼
16

9
Tdð2Þ þ

52

9
;

Tdð4Þ ¼
3

2
Tdð3Þ þ

47

4
:

8>>>>>>>><>>>>>>>>:
ð17Þ

Then, based on (16), we get:

TdðENDÞ ¼
1

45
Tdð1Þ þ

2

45
Tdð2Þ þ

3

45
Tdð3Þ þ

4

45
Tdð4Þ: ð18Þ

By solving (18), we retrieve TdðENDÞ ¼ 34
9 s. Thus, given a

delay tolerance T , we can adaptively adjust the value Nc to
guarantee TdðENDÞ � T .

6 PERFORMANCE EVALUATION

The “THEONE” simulator [40] is an Opportunistic
Networking Environment (ONE) simulator specifically
designed for evaluating DTN routing and application
protocols written in Java. This section demonstrates the
distinguishing properties of SEDUM through simulation
on “THEONE” in comparison with Epidemic routing [7]
(denoted by Epidemic), and Spray and wait routing [6]
(denoted by SW). In Epidemic, when two nodes ni and nj
meet each other, ni copies to nj its messages that nj has
never received before. In SW, a source node replicates a
certain number of replicas to its neighbor nodes in the
system. The replica nodes buffer the replicas until meeting
the destination node. We also compared the frequency
utility-based SEDUM and the duration utility-based
SEDUM. The experimental results confirm that the dura-
tion utility produces higher throughput and lower delay
than the frequency utility.

We used two node movement models (Fig. 2): the basic
community model and the Manhattan community model. In
the experiments, 150 nodes are identically and indepen-
dently distributed in a 2;000 m� 2;000 m area. We assigned
15 interest points including seven home communities and
eight gathering places, and randomly chose 10 nodes to
share an interest point in order to show the colocation node
movement pattern. The home communities and gathering
places are randomly distributed in the area. Unless other-
wise specified, the moving speeds of mobile nodes are
randomly chosen from (0-20] m/s. Each node has a 40 m
transmission range and a 40 Mb buffer size. At every second,
two nodes are randomly chosen to generate a new message
with a size of 1 Mb for a randomly selected destination node
with a transmission rate of 2 Mb/s for 2,000 s. We assigned
the same priority of tolerable delay to all messages. Initially,
each node randomly chooses three points as its interested
points and is assigned a probability to visit each of these
three points. The probability reflects the likelihood that a
node will move to the point. For moving from one interest
point to another interest point, a node chooses the shortest
path based on the Dijkstra shortest path algorithm. Basic
community model imposes no node movement’s restric-
tions. The Manhattan community model confines the
routing paths of the mobile nodes to certain paths that
reflect their real moving pattern in addition to the colocation
pattern. The Manhattan model consists of grids in a matrix,
in which all nodes can only move on the sides of a grid.

We set a 5-hop Time to Live for messages in the three
protocols. The number of replicas for a message in SEDUM
and SW was set to 8. When a node is in a home community,
it will go to a gathering place with a probability of 0.8 or go
to other randomly chosen places with a probability of 0.2.
When a node is in a gathering place, it will then go home
with a probability of 0.5 or go to other places with a
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probability of 0.5. After reaching a point of interest, the
node will stay there for a time period randomly selected
between [10-15] s. When a node is at other places, it will go
back to its home community directly.

All experimental results were averaged over 10 runs. A
warm up period of 500 s is used at the beginning of the
simulations to initialize the utility of SEDUM. The simula-
tion time is 4,000 s. We use SEDUM-20 and SEDUM-40 to
represent SEDUM with node transmission ranges 20 and
40 m, respectively. The same applies to SW-20, SW-40,
Epidemic-20, and Epidemic-40. We are mainly interested in
four metrics in the simulation:

. Message delivery delay: the average time period that
it takes a message to be delivered to its destination.

. Message delivery capability: the total amount of
messages that are delivered to the destinations.

. Message delivery overhead: the total amount of
traffic needed to deliver the messages, including
control message (e.g., delivered message list and
utility table)

. Success rate: the ratio of the number of successful
delivered messages to the total number of initiated
messages.

6.1 Message Delivery Delay

Figs. 9a and 9b show the average message delivery delay
versus the node buffer size in Basic community model and
Manhattan community model, respectively. From Fig. 9, we
can observe that the delivery delay for all systems decreases
greatly as the node transmission range increases from 20 to
40 m. This is because a larger transmission range enables a
node to contact more neighbor nodes, which increases the
probability of meeting the destination or nodes with a high
utilities for the destination. Both figures show that the
average delivery delay decreases as the node buffer size
increases. Epidemic exhibits a sharp drop, while SEDUM
and SW show slight drops. A larger buffer size enables a
node to buffer more messages in transmission, thus
reducing the probability that a message is discarded due
to buffer congestion. Because of the flooding, Epidemic
produces many more message copies, which makes buffers
become congested easily. Thus, in small buffers many
messages are dropped whereas large buffers enable nodes
to store more messages in routing and hence greatly reduce
the routing delay. When the buffer size of a node is big
enough to store all of the messages in a system, a source
node can route a message through the shortest path to the
destination by flooding messages in the network. In this
situation, the delay of Epidemic is the lower bound of the
network’s delay.

We can also see from both figures that SEDUM has the
least delay most of the time, although SEDUM replicates a
message to several nodes just as SW does. SW uses direct
routing with OðNNc

Þ delay, in which messages are routed to
their destinations merely by chance. SEDUM uses prob-
abilistic routing, in which the messages are routed to nodes
with a higher probability of meeting their destinations. In
addition, the buffer management mechanism in SEDUM
further reduces delivery delay. SEDUM gives higher
priority to longer-lifetime messages for transmission in
routing. Also, it gives higher priority to higher-utility
messages when a buffer is congested. Further, the multi-
copy-based probabilistic routing can increase the probabil-
ity that a replica is forwarded to its destination through a
relatively shorter path. Thus, SEDUM leads to lower
message transmission delay than SW. Relying on flooding,
Epidemic suffers from severe buffer congestion because of
limited buffer sizes and a tremendous number of messages.
When the buffer size is small, buffer congestions lead to
many message drops, which causes the high delay in
Epidemic. We also see that the delay of SEDUM is almost
the same as Epidemic with a large buffer size. This means
SEDUM can reach the lower bound of the delay perfor-
mance of the network with a large buffer size.

Comparing Figs. 9a and 9b, we find that the transmission
delay of SEDUM in the Manhattan model is lower than that
in the Basic model when the transmission range equals 40 m.
Since the nodes can only move along the edges of the grids,
the probability that two nodes which share similar move-
ment patterns meet each other increases. By capturing the
colocation and familiar stranger attributes of the node
movement patterns, SEDUM’s duration utility can accu-
rately reflect the communication capacity of two nodes.
Therefore, messages are forwarded to destination nodes
through a number of relay nodes that share increasingly
similar movement patterns with the destination.

In contrast, SW in the Manhattan community model
incurs a higher delivery delay than in the Basic community
model when the transmission range equals 40 m. In SW, a
source node replicates a message to a number of neighbor
nodes. A message is delivered to the destination only when
one replica node meets the destination. However, since the
nodes move along certain movement paths in the Manhat-
tan community model, it is very likely that no replica node
can meet the destination node if the replica nodes belong to
different communities. Therefore, the transmission delay of
SW in the Manhattan community model increases. We
notice that with a 20 m transmission range, SEDUM
generates similar delays in both models, so does SW. This
is because when the transmission range is already small,
different node movement models do not significantly
change the number of nodes a node can contact. For
Epidemic, the messages are flooded in the system with TTL,
which is not affected by node movement patterns. Thus, its
delay in both models remains approximately the same.

6.2 Message Delivery Capability

Fig. 10a and 10b show the total delivery throughput versus
the buffer size in Basic community model and Manhattan
community model, respectively. From both figures, we can
see that a larger transmission range increases the throughput
of SEDUM, SW, and Epidemic. A shorter node transmission
range reduces the probability of node contacts, thus
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reducing the number of successfully delivered messages.
Figs. 10a and 10b also show that SEDUM produces higher
throughput than SW, followed by Epidemic. SEDUM
forwards messages to nodes with longer contact durations
with the destination, thus enabling greater message delivery
capacity. Also, it has a buffer management protocol to give
higher-utility messages a higher priority to retain in a
congested buffer and to give longer-lifetime messages a
higher priority to be sent out from a buffer. Without the
utility and buffer management strategies, SW only relies on
direct routing with a TTL in the forwarding phase. Each
node holds message replicas until it meets the destination
node or the number of the message’s forwarding hops
exceeds the TTL. Messages need to stay longer in the buffer
to meet their destinations as the node transmission range
decreases. Therefore, more messages are dropped as their
TTL expires. As a result, SW suffers more than other routing
protocols from the transmission range decrease. Epidemic
severely suffers from buffer congestion, especially under
high load, due to flooding.

We can also see from the figures that as the buffer size
increases, so does the number of messages successfully
delivered to their destinations. A larger buffer size means
that more messages can be buffered and the probability that
a message is thrown away from a buffer decreases. There-
fore, the number of messages delivered to their destination
nodes is increased. The figures also demonstrate that when
the buffer is large enough for most messages, the through-
put of SEDUM is comparable to Epidemic in a low-load
network, indicating the high throughput performance of
SEDUM.

Comparing Figs. 10a and 10b, we observe that SEDUM
can deliver more messages in the Manhattan community
model than in the Basic community model. This is because
nodes with similar movement patterns have a high
probability of meeting each other in the Manhattan
community model. Also, the duration utility that can
capture the colocation and familiar stranger attributes of
node movement patterns enables a message to travel along
a path consisting of nodes with similar movement patterns
as the destination. This expedites message delivery and also
avoids message congestion in node buffers. Therefore, more
messages can be successfully delivered to their destination
nodes. In contrast, since the confined routing paths may
reduce the meeting probability of a replica node with the
destination node, the delivery rate of SW in the Manhattan
community model decreases. In Epidemic, since a source
always floods a message to the destination node, the
number of received messages in the Basic community
model and the Manhattan model remains nearly the same.

6.3 Message Delivery Overhead

Figs. 11a and 11b show the total overhead for message
delivery in the systems versus the buffer size in the Basic
community model and the Manhattan community model,
respectively. We can see from the figure that as the nodes’
transmission range increase from 20 to 40 m, the message
delivery overhead is reduced. This is because a large
transmission range increases the opportunity for a node to
meet the destination node in a short time, leading to a
reduced number of replicas in the system.

Fig. 11 also shows that SEDUM generates less overhead
than SW, followed by Epidemic. The optimal tree replication
and buffer management protocols in SEDUM enable it to
deliver messages to their destinations in a much shorter
time than SW and Epidemic, reducing the number of
replicas created in the system. We can also see from the
figures that as the buffer size increases, so does the overhead
in transmission. When the buffer size is small, some of the
replicas are dropped because of the congestion in the buffer.
Therefore, the number of replicas transmitted in the system
is reduced. However, such low overhead is at a cost of high
message delivery delay and low message delivery capability
as shown in Figs. 9 and 10.

Comparing Figs. 11a and 11b, we observe that SEDUM
has slightly less overhead in the Manhattan community
model than that in the Basic community model. This is
because nodes with similar movement patterns have a high
probability of meeting each other in the Manhattan
community model. Therefore, fewer replicas are created in
order to deliver a message, which leads to less overhead. In
Epidemic, since a source always floods a message to the
destination node, the generated overhead is almost the
same in both models. We can also see from the figure that
the overhead in SW in the Manhattan model increases
slightly. It is very likely that no replica node can meet the
destination node if the replica nodes belong to different
communities. Therefore, the number of replicas transmitted
in SW in the Manhattan community model increases.

Fig. 12 shows a breakdown of the message delivery
overhead in SEDUM. Compared to the replica overhead,
the control overhead in SEDUM is negligible. Although the
nodes in the system need to exchange their utility tables and
delivered message lists all the time, the size of the metadata
in these tables and lists is only a few kilobytes. The size is so
small that the control overhead imposes negligible effects
on system performance. We can also see from the figure that
both of the control overhead and the replication overhead in
the Manhattan community model are less than those in the
Basic community model. Because the message delivery in
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the Manhattan community model is faster than that in the
Basic community model as shown in Fig. 9, fewer replicas
are buffered in each node, resulting in less amount of traffic
for replicas and delivered message lists.

6.4 The Effect of the Number of Replicas Per
Message on Delay

In this experiment, we varied the number of replicas per
message from 2 to 10 increasing by 2 in each step, and
measured the CDF of delivered messages versus the
transmission delay in the Manhattan community model,
as shown in Fig. 13. In the figure, “250þ” means that the
message delivery delay is larger than 250 s. We can see from
the figure that as the number of replicas per message
increases, more messages can be delivered in a short time.
However, the delay decrease rate is not proportional to the
number of replicas per message. As we can see, the message
delivery delay with eight replicas per message is slightly
less than that with 10 replicas per message. The result is in
line with Theorem 5.1.

6.5 Comparison of Different Replication Methods

In this section, we compare the performance of SEDUM in
the Manhattan community model using different replication
methods: optimal tree replication, source tree replication,
and binary tree replication. Table 1 shows the comparison
results of the methods in terms of the average overhead,
average delay, and average throughput. We see that the
source tree replication method produces the highest over-
head, the longest average delay and the smallest average
throughput. This is because the source tree replication
method is the slowest in creating the same number of
replicas, which reduces the opportunity of a replica to meet
the destination node. If a message needs a long time to be
delivered, it needs to stay in a buffer for a long time, which
may congest the buffer, leading to reduced throughput. Also,
the longer that a message stays in a buffer, the higher the
opportunity that the message is exchanged among nodes,
which leads to a higher delivery overhead. The performance
of binary tree replication is worse than the optimal tree

replication and better than the source tree replication

because the replication delay in the binary tree is longer

than the optimal tree but less than the source tree.

6.6 Comparison of Frequency Utility and Duration
Utility

In this section, we compare the frequency utility-based
routing and the duration utility-based routing in order to
verify our analytical results in Section 3. We use the
Manhattan community model to simulate the movement of
nodes since this model is more realistic. Figs. 14a and 14b
show the success rate of SEDUM using the duration utility
and the frequency utility with 0.4 and 4 Mb message sizes,
respectively. In the figures, SEDUM-D-20 denotes SEDUM
using the duration utility and a 20 m node transmission
range. SEDUM-F-20 denotes SEDUM using the frequency
utility and a 20 m node transmission range. SEDUM-D-40
and SEDUM-F-40 use a 40 m node transmission range. The
experimental results follow SEDUM-D-40 > SEDUM-
D-20 	 SEDUM-F-40 > SEDUM-F-20. Since a larger trans-
mission range enables a node to contact more nodes,
SEDUM-F and SEDUM-D with 40 m node transmission
range generate higher success rates than with 20 m
transmission range. Since the duration utility can more
accurately reflect the communication capacity between two
nodes, the transmission success rate in SEDUM-D is much
higher than in SEDUM-F with the same transmission range.
Comparing Fig. 14, we can see that as the message size
increases, the success rate of SEDUM-F decreases while that
of SEDUM-D remains almost the same. A larger message size
increases the probability that messages are dropped during
transmission due to broken links. This result is consistent
with Theorem 3.1 which implies that larger messages reduce
throughput between two nodes. The nodes with a high
frequency utility do not necessarily have a long communica-
tion time for each contact. A relay node may fail to send a
complete message because of the short communication
period between two nodes despite of their frequent meet-
ings. The result confirms the higher accuracy of the duration
utility in reflecting node transmission capacity than the
frequency utility.
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TABLE 1
Comparison of Different Replication Methods

Fig. 14. Comparison of duration utility and frequency utility based

routings versus buffer size.



Figs. 15a and 15b show the relationship between success
rate and node mobility with 0.4 and 4 Mb message sizes,
respectively. The figures show that as the node mobility
increases, the message delivery throughput of both
SEDUM-D and SEDUM-F decreases. As the node mobility
increases, the expected contact duration between the nodes
decreases. Then, fewer messages can be transferred between
nodes due to limited contact time. We also observe that
SEDUM-D exhibits a slight decrease and SEDUM-F exhibits a
dramatic decrease. This is because the duration utility can
more accurately reflect the communication capacity between
nodes based on node movement patterns. Using the duration
utility, messages are always forwarded to the nodes with
higher communication capacities with the destination nodes,
which leads to a higher transmission success rate. SEDUM-F
uses contact frequency as the routing utility that helps to
route a message to a node that frequently meets the
destination. As node mobility increases, the contact duration
between nodes decreases even if they have high contact
frequency, thereby increasing the probability of message
drops. Consequently, SEDUM-F decreases more quickly than
SEDUM-D as node mobility increases.

Comparing Figs. 15a and 15b, we notice that the
performance of SEDUM-F is more affected by the message
size than SEDUM-D for the same reason as Figs. 14. The
frequency utility mainly captures the familiar stranger
attribute of the node movement patterns. A node with a
high-frequency utility to another node may have small
contact duration with the node in a contact, which makes
large size messages more likely to be dropped. The duration
utility can capture both colocation and familiar stranger
attributes of node movement patterns. Since the nodes with
long contact durations can transmit messages with large
sizes, the transmission success rate of SEDUM-D is only
marginally affected by the message size. The experimental
results are in line with Theorem 3.2.

7 CONCLUSIONS

This work focuses on DTN routing in a social network
environment. Most current probabilistic routing protocols
forward a message to a node with higher frequency utility
to the destination. The contact frequency utility can capture
the familiar stranger attribute but fails to completely
capture the colocation attribute of node movement patterns
in social networks; thus, it cannot accurately reflect the
communication capacity of two nodes. In this paper, we
propose a duration utility that fully captures both attri-
butes. We theoretically prove that a duration utility can
more accurately reflect node communication capacities. We

then propose the SEDUM routing protocol for DTNs that
fully exploits node movement patterns in the social network
to increase delivery throughput and decrease delivery delay
while generating low overhead. SEDUM replicates a new
message to a certain number of nodes, which hold the
replicas until meeting other nodes with higher duration
utilities to the destinations. A message is forwarded in this
way until one of its replicas reaches its destination. SEDUM
includes a buffer management mechanism to improve
performance. We also introduce a method using a Markov
chain to calculate the minimum number of copies of a
message to achieve a given delivery delay. Simulation
results show that duration utility-based routing generates
higher delivery success rates than frequency utility-based
routing. The results also show that SEDUM outperforms the
epidemic routing and Spray and wait routing in terms of
message delivery throughput and delay. In the future, we
will implement and evaluate the performance of SEDUM on
the GENI real-world testbed [41].
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