IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 24, NO.5, MAY 2013

Load Rebalancing for Distributed
File Systems in Clouds

Hung-Chang Hsiao, Member, IEEE Computer Society, Hsueh-Yi Chung,
Haiying Shen, Member, IEEE, and Yu-Chang Chao

Abstract—Distributed file systems are key building blocks for cloud computing applications based on the MapReduce programming
paradigm. In such file systems, nodes simultaneously serve computing and storage functions; a file is partitioned into a number of
chunks allocated in distinct nodes so that MapReduce tasks can be performed in parallel over the nodes. However, in a cloud
computing environment, failure is the norm, and nodes may be upgraded, replaced, and added in the system. Files can also be
dynamically created, deleted, and appended. This results in load imbalance in a distributed file system; that is, the file chunks are not
distributed as uniformly as possible among the nodes. Emerging distributed file systems in production systems strongly depend on a
central node for chunk reallocation. This dependence is clearly inadequate in a large-scale, failure-prone environment because the
central load balancer is put under considerable workload that is linearly scaled with the system size, and may thus become the
performance bottleneck and the single point of failure. In this paper, a fully distributed load rebalancing algorithm is presented to cope
with the load imbalance problem. Our algorithm is compared against a centralized approach in a production system and a competing
distributed solution presented in the literature. The simulation results indicate that our proposal is comparable with the existing
centralized approach and considerably outperforms the prior distributed algorithm in terms of load imbalance factor, movement cost,
and algorithmic overhead. The performance of our proposal implemented in the Hadoop distributed file system is further investigated in
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a cluster environment.

Index Terms—Load balance, distributed file systems, clouds

1 INTRODUCTION

CLOUD Computing (or cloud for short) is a compelling
technology. In clouds, clients can dynamically allocate
their resources on-demand without sophisticated deploy-
ment and management of resources. Key enabling technol-
ogies for clouds include the MapReduce programming
paradigm [1], distributed file systems (e.g., [2], [3]),
virtualization (e.g., [4], [5]), and so forth. These techniques
emphasize scalability, so clouds (e.g., [6]) can be large in
scale, and comprising entities can arbitrarily fail and join
while maintaining system reliability.

Distributed file systems are key building blocks for cloud
computing applications based on the MapReduce program-
ming paradigm. In such file systems, nodes simultaneously
serve computing and storage functions; a file is partitioned
into a number of chunks allocated in distinct nodes so that
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MapReduce tasks can be performed in parallel over the
nodes. For example, consider a wordcount application that
counts the number of distinct words and the frequency of
each unique word in a large file. In such an application, a
cloud partitions the file into a large number of disjointed
and fixed-size pieces (or file chunks) and assigns them to
different cloud storage nodes (i.e., chunkservers). Each
storage node (or node for short) then calculates the
frequency of each unique word by scanning and parsing
its local file chunks.

In such a distributed file system, the load of a node is
typically proportional to the number of file chunks the node
possesses [3]. Because the files in a cloud can be arbitrarily
created, deleted, and appended, and nodes can be up-
graded, replaced and added in the file system [7], the file
chunks are not distributed as uniformly as possible among
the nodes. Load balance among storage nodes is a critical
function in clouds. In a load-balanced cloud, the resources
can be well utilized and provisioned, maximizing the
performance of MapReduce-based applications.

State-of-the-art distributed file systems (e.g., Google GFS
[2] and Hadoop HDFS [3]) in clouds rely on central nodes to
manage the metadata information of the file systems and to
balance the loads of storage nodes based on that metadata.
The centralized approach simplifies the design and im-
plementation of a distributed file system. However, recent
experience (e.g., [8]) concludes that when the number of
storage nodes, the number of files and the number of
accesses to files increase linearly, the central nodes (e.g., the
master in Google GFS) become a performance bottleneck, as
they are unable to accommodate a large number of file
accesses due to clients and MapReduce applications. Thus,

Published by the IEEE Computer Society



952 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 24, NO.5, MAY 2013

depending on the central nodes to tackle the load imbalance
problem exacerbate their heavy loads. Even with the latest
development in distributed file systems, the central nodes
may still be overloaded. For example, HDFS federation [9]
suggests an architecture with multiple namenodes (i.e., the
nodes managing the metadata information). Its file system
namespace is statically and manually partitioned to a
number of namenodes. However, as the workload experi-
enced by the namenodes may change over time and no
adaptive workload consolidation and/or migration scheme
is offered to balance the loads among the namenodes, any of
the namenodes may become the performance bottleneck.

In this paper, we are interested in studying the load
rebalancing problem in distributed file systems specialized
for large-scale, dynamic and data-intensive clouds. (The
terms “rebalance” and “balance” are interchangeable in this
paper.) Such a large-scale cloud has hundreds or thousands
of nodes (and may reach tens of thousands in the future).
Our objective is to allocate the chunks of files as uniformly
as possible among the nodes such that no node manages an
excessive number of chunks. Additionally, we aim to
reduce network traffic (or movement cost) caused by
rebalancing the loads of nodes as much as possible to
maximize the network bandwidth available to normal
applications. Moreover, as failure is the norm, nodes are
newly added to sustain the overall system performance [2],
[3], resulting in the heterogeneity of nodes. Exploiting
capable nodes to improve the system performance is, thus,
demanded.

Specifically, in this study, we suggest offloading the load
rebalancing task to storage nodes by having the storage
nodes balance their loads spontaneously. This eliminates
the dependence on central nodes. The storage nodes are
structured as a network based on distributed hash tables
(DHTs), e.g., [10], [11], [12]; discovering a file chunk can
simply refer to rapid key lookup in DHTs, given that a
unique handle (or identifier) is assigned to each file chunk.
DHTs enable nodes to self-organize and -repair while
constantly offering lookup functionality in node dynamism,
simplifying the system provision and management.

In summary, our contributions are threefold as follows:

e By leveraging DHTs, we present a load rebalancing
algorithm for distributing file chunks as uniformly
as possible and minimizing the movement cost as
much as possible. Particularly, our proposed algo-
rithm operates in a distributed manner in which
nodes perform their load-balancing tasks indepen-
dently without synchronization or global knowledge
regarding the system.

e Load-balancing algorithms based on DHTs have
been extensively studied (e.g., [13], [14], [15], [16],
[17], [18], [19], [20], [21], [22]). However, most
existing solutions are designed without considering
both movement cost and node heterogeneity and
may introduce significant maintenance network
traffic to the DHTs. In contrast, our proposal not
only takes advantage of physical network locality in
the reallocation of file chunks to reduce the move-
ment cost but also exploits capable nodes to improve
the overall system performance. Additionally, our

algorithm reduces algorithmic overhead introduced
to the DHTs as much as possible.

e  Our proposal is assessed through computer simula-
tions. The simulation results indicate that although
each node performs our load rebalancing algorithm
independently without acquiring global knowledge,
our proposal is comparable with the centralized
approach in Hadoop HDFS [3] and remarkably
outperforms the competing distributed algorithm
in [14] in terms of load imbalance factor, movement
cost, and algorithmic overhead. Additionally, our
load-balancing algorithm exhibits a fast convergence
rate. We derive analytical models to validate the
efficiency and effectiveness of our design. Moreover,
we have implemented our load-balancing algorithm
in HDFS and investigated its performance in a
cluster environment.

The remainder of the paper is organized as follows: the
load rebalancing problem is formally specified in Section 2.
Our load-balancing algorithm is presented in Section 3. We
evaluate our proposal through computer simulations and
discuss the simulation results in Section 4. In Section 5, the
performance of our proposal is further investigated in a
cluster environment. Our study is summarized in Section 6.
Due to space limitation, we defer the extensive discussion
of related works in the appendix, which can be found on
the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPDS.2012.196.

2 LoAD REBALANCING PROBLEM

We consider a large-scale distributed file system consisting
of a set of chunkservers V in a cloud, where the cardinality of
V is |V| = n. Typically, n can be 1,000, 10,000, or more. In
the system, a number of files are stored in the n
chunkservers. First, let us denote the set of files as F. Each
file f € F is partitioned into a number of disjointed, fixed-
size chunks denoted by C;. For example, each chunk has
the same size, 64 Mbytes, in Hadoop HDEFS [3]. Second, the
load of a chunkserver is proportional to the number of
chunks hosted by the server [3]. Third, node failure is the
norm in such a distributed system, and the chunkservers
may be upgraded, replaced and added in the system.
Finally, the files in F' may be arbitrarily created, deleted,
and appended. The net effect results in file chunks not
being uniformly distributed to the chunkservers. Fig. 1
illustrates an example of the load rebalancing problem with
the assumption that the chunkservers are homogeneous
and have the same capacity.

Our objective in the current study is to design a load
rebalancing algorithm to reallocate file chunks such that the
chunks can be distributed to the system as uniformly as
possible while reducing the movement cost as much as
possible. Here, the movement cost is defined as the number
of chunks migrated to balance the loads of the chunkser-
vers. Let A be the ideal number of chunks that any
chunkserver i € V' is required to manage in a system-wide
load-balanced state, that is,
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Fig. 1. An example illustrates the load rebalancing problem, where (a) an initial distribution of chunks of six files fi, f2, f3, f1, f5, and fg in three nodes
N1, Ny, and N3, (b) files f, and f5 are deleted, (c) f; is appended, and (d) node N, joins. The nodes in (b), (c), and (d) are in a load-imbalanced state.
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Then, our load rebalancing algorithm aims to minimize the
load imbalance factor in each chunkserver ¢ as follows:

[I1Li — All, (2)

where L; denotes the load of node i (i.e., the number of file
chunks hosted by ¢) and || - || represents the absolute value
function. Note that “chunkservers” and “nodes” are
interchangeable in this paper.

Theorem 1. The load rebalancing problem is N'P-hard.

Proof. By restriction, an instance of the decision version of
the load rebalancing problem is the knapsack problem
[23]. That is, consider any node i € V. ¢ seeks to store a
subset of the file chunks in F' such that the number of
chunks hosted by i is not more than A, and the “value”
of the chunks hosted is at least ¢, which is defined as the
inverse of the sum of the movement cost caused by the
migrated chunks. 0

To simplify the discussion, we first assume a homo-
geneous environment, where migrating a file chunk
between any two nodes takes a unit movement cost and
each chunkserver has the identical storage capacity. How-
ever, we will later deal with the practical considerations of
node capacity heterogeneity and movement cost based on
chunk migration in physical network locality.

3 OuR PROPOSAL

Table 1 in Appendix B, which is available in the online
supplemental material, summarizes the notations frequently
used in the following discussions for ease of reference.

3.1 Architecture

The chunkservers in our proposal are organized as a DHT
network; that is, each chunkserver implements a DHT
protocol such as Chord [10] or Pastry [11]. A file in the
system is partitioned into a number of fixed-size chunks,
and “each” chunk has a unique chunk handle (or chunk
identifier) named with a globally known hash function such
as SHA1 [24]. The hash function returns a unique identifier
for a given file’s pathname string and a chunk index. For
example, the identifiers of the first and third chunks of file
“/user/tom/tmp/a.log” are, respectively, SHAL (/
user/tom/tmp/a.log, 0) and SHAl (/user/tom/
tmp/a.log, 2). Each chunkserver also has a unique ID.
We represent the IDs of the chunkservers in V by
123 n. for short, denote the n chunkservers as

n'n'ndon’

1,2,3,...,n. Unless otherwise clearly indicated, we denote
the successor of chunkserver i as chunkserver i + 1 and the
successor of chunkserver n as chunkserver 1. In a typical
DHT, a chunkserver 7 hosts the file chunks whose handles
are within (&1, £, except for chunkserver n, which manages

n n

the chunks whose handles are in (2,4].

nn

To discover a file chunk, the DHT lookup operation is
performed. In most DHTs, the average number of nodes
visited for a lookup is O(logn) [10], [11] if each chunkserver
¢ maintains log, n neighbors, that is, nodes i + 2% mod n for
k=0,1,2,...,logon — 1. Among the log, n neighbors, the
one i+ 2° is the successor of i. To look up a file with I

chunks, [ lookups are issued.
DHTs are used in our proposal for the following reasons:

e The chunkservers self-configure and self-heal in our
proposal because of their arrivals, departures, and
failures, simplifying the system provisioning and
management. Specifically, typical DHTs guarantee
that if a node leaves, then its locally hosted chunks
are reliably migrated to its successor; if a node joins,
then it allocates the chunks whose IDs immediately
precede the joining node from its successor to
manage. Our proposal heavily depends on the node
arrival and departure operations to migrate file
chunks among nodes. Interested readers are referred
to [10], [11] for the details of the self-management
technique in DHTs.

e While lookups take a modest delay by visiting
O(logn) nodes in a typical DHT, the lookup latency
can be reduced because discovering the [ chunks of a
file can be performed in parallel. On the other hand,
our proposal is independent of the DHT protocols.
To further reduce the lookup latency, we can adopt
state-of-the-art DHTs such as Amazon’s Dynamo in
[12] that offer one-hop lookup delay.

e The DHT network is transparent to the metadata
management in our proposal. While the DHT net-
work specifies the locations of chunks, our proposal
can be integrated with existing large-scale distribu-
ted file systems, e.g., Google GFS [2] and Hadoop
HDEFS [3], in which a centralized master node
manages the namespace of the file system and the
mapping of file chunks to storage nodes. Specifically,
to incorporate our proposal with the master node in
GFS, each chunkserver periodically piggybacks its
locally hosted chunks” information to the master in a
heartbeat message [2] so that the master can gather
the locations of chunks in the system.
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e In DHTs, if nodes and file chunks are designated
with uniform IDs, the maximum load of a node is
guaranteed to be O(logn) times the average in a
probability of 1 — O(2) [14], [16], [25], thus balancing
the loads of nodes to a certain extent. However, our
proposal presented in Section 3.2 performs well for
both uniform and nonuniform distributions of IDs of
nodes and file chunks due to arbitrary file creation/
deletion and node arrival/departure.

As discussed, the load rebalancing problem defined in
Section 2 is N'P-hard (Theorem 1), which is technically
challenging and thus demands an in-depth study. Ortho-
gonal issues such as metadata management, file consistency
models, and replication strategies are out of the scope of our
study, and independent studies are required.

3.2 Load Rebalancing Algorithm

3.2.1 Overview

A large-scale distributed file system is in a load-balanced
state if each chunkserver hosts no more than A chunks. In
our proposed algorithm, each chunkserver node ¢ first
estimates whether it is underloaded (light) or overloaded
(heavy) without global knowledge. A node is light if the
number of chunks it hosts is smaller than the threshold of
(I1-ApL)A (where 0 < Ap <1). In contrast, a heavy node
manages the number of chunks greater than (1+ Ay)A,
where 0 < Ay < 1. A and Ay are system parameters. In
the following discussion, if a node i departs and rejoins as a
successor of another node j, then we represent node ¢ as
node j+ 1, node j’s original successor as node j+ 2, the
successor of node j’s original successor as node j+ 3, and
so on. For each node i € V, if node i is light, then it seeks a
heavy node and takes over at most A chunks from the
heavy node.

We first present a load-balancing algorithm, in which
each node has global knowledge regarding the system, that
leads to low movement cost and fast convergence. We then
extend this algorithm for the situation that the global
knowledge is not available to each node without degrading
its performance. Based on the global knowledge, if node ¢
finds it is the least-loaded node in the system, i leaves the
system by migrating its locally hosted chunks to its
successor i + 1 and then rejoins instantly as the successor
of the heaviest node (say, node j). To immediately relieve
node j’s load, node i requests min{L; — A, A} chunks from
j. That is, node ¢ requests A chunks from the heaviest node j
if j’s load exceeds 2.4; otherwise, i requests a load of L; — A
from j to relieve j’s load.

Node j may still remain as the heaviest node in the
system after it has migrated its load to node 4. In this case,
the current least-loaded node, say node ¢/, departs and then
rejoins the system as j’s successor. That is, i’ becomes node
j+1, and j’s original successor i thus becomes node j + 2.
Such a process repeats iteratively until j is no longer the
heaviest. Then, the same process is executed to release the
extra load on the next heaviest node in the system. This
process repeats until all the heavy nodes in the system
become light nodes. Such a load-balancing algorithm by
mapping the least-loaded and most-loaded nodes in the
system has properties as follows:

e Low movement cost. As node i is the lightest node
among all chunkservers, the number of chunks
migrated because of i’s departure is small with the
goal of reducing the movement cost.

e Fast convergence rate. The least-loaded node 7 in the
system seeks to relieve the load of the heaviest node
J, leading to quick system convergence towards the
load-balanced state.

The mapping between the lightest and heaviest nodes at
each time in a sequence can be further improved to reach
the global load-balanced system state. The time complexity
of the above algorithm can be reduced if each light node can
know which heavy node it needs to request chunks
beforehand, and then all light nodes can balance their
loads in parallel. Thus, we extend the algorithm by pairing
the top-k; underloaded nodes with the top-k; overloaded
nodes. We use U to denote the set of top-k; underloaded
nodes in the sorted list of underloaded nodes, and use O to
denote the set of top-k; overloaded nodes in the sorted list
of overloaded nodes. Based on the above-introduced load-
balancing algorithm, the light node that should request
chunks from the kjth (&}, < k») most loaded node in O is the
kjth (k] < k) least loaded node in i, and

Ky o
2 1th most loaded node € O (Li —A)
1=1
K= , 3
1 A ( )
where Z}:% most londed moce c0 (L — A) denotes the sum of the excess

loads in the top-k, heavy nodes. It means that the top-#
light nodes should leave and rejoin as successors of the top-
ki, overloaded nodes. Thus, according to (3), based on its
position k] in U, each light node can compute £, to identify
the heavy node to request chunks. Light nodes concurrently
request chunks from heavy nodes, and this significantly
reduces the latency of the sequential algorithm in achieving
the global system load-balanced state.

We have introduced our algorithm when each node has
global knowledge of the loads of all nodes in the system.
However, it is a formidable challenge for each node to have
such global knowledge in a large-scale and dynamic
computing environment. We then introduce our basic
algorithms that perform the above idea in a distributed
manner without global knowledge in Sections 3.2.2. Section
3.2.3 improves our proposal by taking advantage of
physical network locality to reduce network traffic caused
by the migration of file chunks. Recall that we first assume
that the nodes have identical capacities in order to simplify
the discussion. We then discuss the exploitation of node
capacity heterogeneity in Section 3.2.4. Finally, high file
availability is usually demanded from large-scale and
dynamic distributed storage systems that are prone to
failures. To deal with this issue, Section 3.2.5 discusses the
maintenance of replicas for each file chunk.

3.2.2 Basic Algorithms

Algorithms 1 and 2 (see Appendix C, which is available in
the online supplemental material) detail our proposal;
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Algorithm 1 specifies the operation that a light node ¢ seeks
an overloaded node j, and Algorithm 2 shows that i requests
some file chunks from j. Without global knowledge, pairing
the top-k; light nodes with the top-k; heavy nodes is clearly
challenging. We tackle this challenge by enabling a node to
execute the load-balancing algorithm introduced in Section
3.2.1 based on a sample of nodes. In the basic algorithm, each
node implements the gossip-based aggregation protocol in [26]
and [27] to collect the load statuses of a sample of randomly
selected nodes. Specifically, each node contacts a number of
randomly selected nodes in the system and builds a vector
denoted by V. A vector consists of entries, and each entry
contains the ID, network address and load status of a
randomly selected node. Using the gossip-based protocol,
each node i exchanges its locally maintained vector with its
neighbors until its vector has s entries. It then calculates the
average load of the s nodes denoted by A; and regards it as
an estimation of A (Line 1 in Algorithm 1).

If node ¢ finds itself is a light node (Line 2 in Algorithm
1), it seeks a heavy node to request chunks. Node i sorts the
nodes in its vector including itself based on the load status
and finds its position & in the sorted list, i.e., it is the top-k;
underloaded node in the list (Lines 3-5 in Algorithm 1).
Node i finds the top-k, overloaded nodes in the list such
that the sum of these nodes’ excess loads is the least greater
than or equal to k] A; (Line 6 in Algorithm 1). Formula (ii) in
the algorithm is derived from (3). The complexity of the step
in Line 6 is O(|V|). Then, the kjth overloaded node is the
heavy node that node ¢ needs to request chunks (Line 7 in
Algorithm 1). Considering the step in Line 4, the overall
complexity of Algorithm 1 is then O(|V|log [V)|).

We note the following:

e Our proposal is distributed in the sense that each
node in the system performs Algorithms 1 and 2
simultaneously without synchronization. It is possi-
ble that a number of distinct nodes intend to share
the load of node j (Line 1 of Algorithm 2). Thus, j
offloads parts of its load to a randomly selected node
among the requesters. Similarly, a number of heavy
nodes may select an identical light node to share
their loads. If so, the light node randomly picks one
of the heavy nodes in the reallocation.

e The nodes perform our load rebalancing algorithm
periodically, and they balance their loads and
minimize the movement cost in a best effort fashion.

Example: Fig. 2 depicts a working example of our proposed
algorithm. There are n = 10 chunkservers in the system; the
initial loads of the nodes are shown in Fig. 2a. Assume
A = Ay =0 in the example. Then, nodes N1, N2, N3, N4,
and N5 are light, and nodes N6, N7, N8, N9, and N10 are
heavy. Each node performs the load-balancing algorithm
independently, and we choose N1 as an example to explain
the load-balancing algorithm. N1 first queries the loads of
N3, N6, N7, and N9 selected randomly from the system
(Fig. 2b). Based on the samples, V1 estimates the ideal load
A (e, Ay = Lutbvstbyetlvitlvy Tt notices that it is a light
node. It then finds the heavy node it needs to request
chunks. The heavy node is the most loaded node (i.e., N9)
as N1 is the lightest among N; and its sampled nodes
{N3,N6,N7,N9} (Line 6 in Algorithm 1). N1 then sheds its
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Fig. 2. An example illustrating our algorithm, where (a) the initial loads of
chunkservers N1,N2,...,N10, (b) N1 samples the loads of N1, N3,
N6, N7, and N9 in order to perform the load rebalancing algorithm,
(c) N1 leaves and sheds its loads to its successor N2, and then rejoins
as N9's successor by allocating Ay; chunks (the ideal number of
chunks N1 estimates to manage) from N9, (d) N4 collects its sample set
{N3,N4,N5,N6, N7}, and (e) N4 departs and shifts its load to N5, and
it then rejoins as the successor of N6 by allocating Ls — .Ay4 chunks
from N6.

load to its successor N2, departs from the system, and
rejoins the system as the successor of N9. N1 allocates
min{Lyg — An1, An1}= AM chunks from N9 (Lines 5 and 6
in Algorithm 2).

In the example, N4 also performs the load rebalancing
algorithm by first sampling { N3, N4, N5, N6, N7} (Fig. 2d).
Similarly, N4 determines to rejoin as the successor of N6. N4
then migrates its load to N5 and rejoins as the successor of
N6 (Fig. 2e). N4 requests min{Lys — Ay, Ana}= Lg — Ana
chunks from NG6.

Our load-balancing algorithm offers an analytical per-
formance guarantee and exhibits a fast convergence rate in
terms of algorithmic rounds. Let the initial number of heavy
nodes be k (where k£ < |V| =n). Then, we have the major
analytical result as follows:

Theorem 2. Algorithms 1 and 2 take O(loglog k) algorithmic
rounds in expectation such that the system contains no light
nodes.

For the detailed proof of Theorem 2, interested readers
are referred to Appendix D, which is available in the online
supplemental material.

3.2.3 Exploiting Physical Network Locality

A DHT network is an overlay on the application level. The
logical proximity abstraction derived from the DHT does
not necessarily match the physical proximity information in
reality. That means a message traveling between two
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neighbors in a DHT overlay may travel a long physical
distance through several physical network links. In the
load-balancing algorithm, a light node ¢ may rejoin as a
successor of a remote heavy node j. Then, the requested
chunks migrated from j to ¢ need to traverse several
physical network links, thus generating considerable net-
work traffic and consuming significant network resources
(i.e., the buffers in the switches on a communication path
for transmitting a file chunk from a source node to a
destination node).

We improve our proposal by exploiting physical net-
work locality. Basically, instead of collecting a single vector
(i.e., V in Algorithm 1) per algorithmic round, each light
node i gathers ny vectors. Each vector is built using the
method introduced previously. From the n) vectors, the
light node ¢ seeks n) heavy nodes by invoking Algorithm 1
(i.e., SEEK) for each vector and then selects the physically
closest heavy node based on the message round-trip delay.

In Algorithm 3 (see Appendix C, which is available in
the online supplemental material), Lines 2 and 3 take
O(ny|V|log|V|). We will offer a rigorous performance
analysis for the effect of varying ny in Appendix E, which
is available in the online supplemental material. Specifically,
we discuss the tradeoff between the value of ny and the
movement cost. A larger ny introduces more overhead for
message exchanges, but results in a smaller movement cost.

To demonstrate Algorithm 3, consider the example
shown in Fig. 2. Let ny = 2. In addition to the sample set
Vi ={N1,N3,N6,N7,N9} (Fig. 2b), N1 gathers another
sample set, say, Vo = {N1, N4, N5, N6, N8}. N1 identifies
the heavy node N9 in V; and N8 in V,. Suppose N9 is
physically closer to N1 than N8. Thus, N1 rejoins as a
successor of N9 and then receives chunks from N9. Node ¢
also offloads its original load to its successor. For example,
in Figs. 2a and 2b, node N1 migrates its original load to its
successor node N2 before N1 rejoins as node N9’s
successor. To minimize the network traffic overhead in
shifting the load of the light node ¢ to node ¢ + 1, we suggest
initializing the DHT network such that every two nodes
with adjacent IDs (i.e., nodes i and i + 1) are geometrically
close. As such, given the potential IP addresses of the
participating nodes (a 4D lattice) in a storage network,
we depend on the space-filling curve technique (e.g., Hilbert
curve in [28]) to assign IDs to the nodes, making physically
close nodes have adjacent IDs. More specifically, given a 4D
lattice representing all IP addresses of storage nodes, the
space-filling curve attempts to visit each IP address and
assign a unique ID to each address such that geometrically
close IP addresses are assigned with numerically close IDs.
By invoking the space filling curve function with the input
of an IP address, a unique numerical ID is returned.

Algorithm 3 has the performance guarantee for the data
center networks with a-power law latency expansion. By
latency we mean the number of physical links traversed by
a message between two storage nodes in a network. For
example, BCube [29] and CamCube [30], respectively,
organize the data center network as a hypercube inter-
connect and a 2D torus network, thus exhibiting 3- and 2-
power law latency expansion. For further discussion,
interested readers are referred to Appendix E, which is
available in the online supplemental material.

3.2.4 Taking Advantage of Node Heterogeneity

Nodes participating in the file system are possibly hetero-
geneous in terms of the numbers of file chunks that the
nodes can accommodate. We assume that there is one
bottleneck resource for optimization although a node’s
capacity in practice should be a function of computational
power, network bandwidth, and storage space [20], [31].
Given the capacities of nodes (denoted by {51, 52, ..., 0.},
we enhance the basic algorithm in Section 3.2.2 as follows:
each node ¢ approximates the ideal number of file chunks
that it needs to host in a load balanced state as follows:

where v is the load per unit capacity a node should manage in
the load balanced state and

m
V—W» (5)

where m is the number of file chunks stored in the system.

As mentioned previously, in the distributed file system
for MapReduce-based applications, the load of a node is
typically proportional to the number of file chunks the node
possesses [3]. Thus, the rationale of this design is to ensure
that the number of file chunks managed by node i is
proportional to its capacity. To estimate the aggregate -, our
proposal again relies on the gossip-based aggregation
protocol in [26] and [27] in computing the value.

Algorithm 4 in Appendix C, which is available in the
online supplemental material, presents the enhancement for
Algorithm 1 to exploit node heterogeneity, which is similar
to Algorithm 1 and is self-explanatory. If a node i estimates
that it is light (ie., L; < (1 — Apr)A;), i then rejoins as a
successor of a heavy node j. i seeks j based on its sampled
node set V. i sorts the set in accordance with %’, the load per
capacity unit a node currently receives, for all ¢ € V. When
node ¢ notices that it is the kth least-loaded node (Line 6 in
Algorithm 4), it then identifies node j and rejoins as a
successor of node j. Node j is the least-loaded node in the
set of nodes P C V having the minimum cardinality, where
1) the nodes in P are heavy, and 2) the total excess load of
nodes in P is not less than Zi‘n ignoteny Aj (Line 7 in
Algorithm 4). Here, qu light node n v A indicates the sum of
loads that the top-k light nodes in V will manage in a load-
balanced system state.

3.2.5 Managing Replicas

In distributed file systems (e.g., Google GFS [2] and Hadoop
HDEFS [3]), a constant number of replicas for each file chunk
are maintained in distinct nodes to improve file availability
with respect to node failures and departures. Our current
load-balancing algorithm does not treat replicas distinctly.
It is unlikely that two or more replicas are placed in an
identical node because of the random nature of our load
rebalancing algorithm. More specifically, each underloaded
node samples a number of nodes, each selected with a
probability of 1, to share their loads (where n is the total
number of storage nodes). Given k replicas for each file
chunk (where k is typically a small constant, and k£ = 3 in
GFS), the probability that k' replicas (k' < k) are placed in an
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Fig. 3. The workload distribution.

identical node due to migration of our load-balancing
algorithm is (%)k’ independent of their initial locations. For
example, in a file system with n = 1,000 storage nodes and
k = 3, then the probabilities are only -z and 15 for two and
three replicas stored in the same node, respectively.
Consequently, the probability of more than one replica
appearing in a node due to our proposal is approximately

(as k< n)

k1N
>(5)- ©)
=2
Replica management in distributed systems has been
extensively discussed in the literature. Given any file chunk,
our proposal implements the directory-based scheme in [32] to
trace the locations of k replicas for the file chunk. Precisely,
the file chunk is associated with k—1 pointers that keep
track of k£ — 1 randomly selected nodes storing the replicas.
We have investigated the percentage of nodes storing
redundant replicas due to our proposal. In our experiments,
the number of file chunks and the number of nodes in the
system are m = 10,000 and n = 1,000, respectively. (Details
of the experimental settings are discussed in Section 4.)
Among the m = 10,000 file chunks, we investigate in the
experiment k = 2,4, 8 replicas for each file chunk; that is,
there are 5,000, 2,500 and 1,250 unique chunks in the
system, respectively. The experimental results indicate that
the number of nodes managing more than one redundant
chunk due to our proposal is very small. Specifically, each
node maintains no redundant replicas for k = 2, 4, and only
2 percent of nodes store > 2 redundant replicas for k£ = 8.

4 SIMULATIONS

4.1 Simulation Setup and Workloads

The performance of our algorithm is evaluated through
computer simulations. Our simulator is implemented with
Pthreads. In the simulations, we carry out our proposal
based on the Chord DHT protocol [10] and the gossip-based
aggregation protocol in [26] and [27]. In the default setting,
the number of nodes in the system is n = 1,000, and the
number of file chunks is m = 10,000. To the best of our
knowledge, there are no representative realistic workloads
available. Thus, the number of file chunks initially hosted by
a node in our simulations follows the geometric distribu-
tion, enabling stress tests as suggested in [15] for various
load rebalancing algorithms. Fig. 3 shows the cumulative
distribution functions (CDF) of the file chunks in the
simulations, where workloads A, B, C, and D represent

four distinct geometric distributions. Specifically, these
distributions indicate that a small number of nodes initially
possess a large number of chunks. The four workloads
exhibit different variations of the geometric distribution.

We have compared our algorithm with the competing
algorithms called centralized matching in [3] and distributed
matching in [14], respectively. In Hadoop HDEFS [3], a
standalone load-balancing server (i.e., balancer) is em-
ployed to rebalance the loads of storage nodes. The server
acquires global information on the file chunks distributed in
the system from the namenode that manages the metadata
of the entire file system. Based on this global knowledge, it
partitions the node set into two subsets, where one (denoted
by O) contains overloaded nodes, and the other (denoted by
U) includes the underloaded nodes. Conceptually, the
balancer randomly selects one heavy node i € O and one
light node j € U to reallocate their loads. The reallocation
terminates if the balancer cannot find a pair of heavy and
light nodes to reallocate their loads. Notably, to exploit
physical network locality and thus reduce network traffic,
the balancer first pairs ¢ and j if ¢ and j appear in the same
rack. If a node in a rack remains unbalanced, and if it cannot
find any other node in the same rack to pair, then the node
will be matched with another node, in a foreign rack. The
balancer in HDFS does not differentiate different locations
of foreign racks when performing the matches. In our
simulations, each rack has 32 nodes in default.

On the contrary, a storage node ¢ in the decentralized
random matching algorithm in [14] independently and
randomly selects another node j to share its load if the ratio
of i’s load to j’s is smaller (or larger) than a predefined
threshold 6 (or }). As suggested by [14], 6 is greater than 0
and not more than ;. In our simulations, § =1. To be
comparable, we also implement this algorithm on the Chord
DHT. Thus, when node ¢ attempts to share the load of node
J, node i needs to leave and rejoin as node j’s successor.

In our algorithm, we set A;, = Ay = 0.2 in default. Each
node maintains ny vectors, each consisting of s =100
random samples of nodes (entries in a vector may be
duplicated), for estimating A. ny =1 in default.

The cloud network topology interconnecting the storage
nodes simulated is a 2D torus direct network, as suggested
by the recent studies in [30] and [33]. (In Appendix E, which
is available in the online supplemental material, we also
investigate the performance effects on the hypercube
topology in [29].) Finally, unless otherwise noted, each
node has an identical capacity in the simulations.

Due to space limitation, we report the major performance
results in Section 4.2. Extensive performance results can
be found in the appendix, which is available in the online
supplemental material, including the effect of varying
the number of file chunks (Appendix G, which is available
in the online supplemental material), the effect of different
numbers of samples (Appendix H, which is available in the
online supplemental material), the effect of different
algorithmic rounds (Appendix I, which is available in the
online supplemental material) and the effect of system
dynamics (Appendix J, which is available in the online
supplemental material).
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4.2 Simulation Results

Fig. 4 presents the simulation results of the load distribution
after performing the investigated load-balancing algorithms.
Here, the nodes simulated have identical capacity. The
simulation results show that centralized matching
performs very well as the load balancer gathers the global
information from the namenode managing the entire file
system. Since A = 10is the ideal number of file chunks anode
should manage in a load-balanced state, in centralized
matching, most nodes have 10 chunks. In contrast, dis-
tributed matching performs worse than centralized
matching and our proposal. This is because each node
randomly probes other nodes without global knowledge
about the system. Although our proposal is distributed and
need not require each node to obtain global system knowl-
edge, it is comparable with centralized matching and
remarkably outperforms distributed matching in terms
of load imbalance factor.

Fig. 5 shows the movement costs of centralized
matching, distributed matching, and our algorithm,
where the movement costs have been normalized to that of
centralized matching (indicated by the horizontal line
in the figure). Clearly, the movement cost of our proposal is
only 0.37 times the cost of distributed matching. Our
algorithm matches the top least-loaded light nodes with the
top most-loaded heavy nodes, leading to a fewer number of
file chunks migrated. In contrast, in distributed match-
ing, a heavy node i may be requested to relieve another
node j with a relatively heavier load, resulting in the
migration of a large number of chunks originally hosted by
i to i’s successor. We also observe that our proposal may
incur slightly more movement cost than that of centra-
lized matching. This is because in our proposal, a light
node needs to shed its load to its successor.

Fig. 6 shows the total number of messages generated by a
load rebalancing algorithm, where the message overheads
in distributed matching and our proposal are normal-
ized to that of centralized matching. The simulation
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results indicate that centralized matching introduces
much less message overhead than distributed match-
ing and our proposal, as each node in centralized
matching simply informs the centralized load balancer of
its load and capacity. On the contrary, in distributed
matching and our proposal, each node probes a number of
existing nodes in the system, and may then reallocate its
load from/to the probed nodes, introducing more mes-
sages. We also see that our proposal clearly produces less
message overhead than distributed computing. Speci-
fically, any node 7 in our proposal gathers partial system
knowledge from its neighbors [26], [27], whereas node i in
distributed matching takes O(logn) messages to probe
a randomly selected node in the network.

Both distributed matching [14] and our proposal
depend on the Chord DHT network in the simulations.
However, nodes may leave and rejoin the DHT network for
load rebalancing, thus increasing the overhead required to
maintain the DHT structure. Thus, we further investigate
the number of rejoining operations. Note that centra-
lized matching introduces no rejoining overhead be-
cause nodes in centralized matching does not need to
self-organize and self-heal for rejoining operations. Fig. 7
illustrates the simulation results, where the number of
rejoining operations caused by our algorithm is normalized
to that of distributed matching (indicated by the
horizontal line). We see that the number of rejoining
operations in distributed matching can be up to two
times greater than that of our algorithm. This is because a
heavy node in distributed matching may leave and
rejoin the network to reduce the load of another heavy
node. On the contrary, in our proposal, only light nodes
rejoin the system as successors of heavy nodes. Our
algorithm attempts to pair light and heavy nodes precisely,
thus reducing the number of rejoining operations.

In Section 3.2.3, we improve our basic load rebalancing
algorithm by exploiting physical network locality. The
network traffic introduced by centralized matching,
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distributed matching, and our proposal is thus
investigated. Specifically, we define the weighted movement
cost (WMC) as follows:

size,; X hl’lki7 (7)
chunk i eM

where M denotes the set of file chunks selected for
reallocation by a load rebalancing algorithm, size; is the
size of file chunk i, and link; represents the number of
physical links chunk ¢ traverses. In the simulations, the size
of each file chunk is identical. We assume that size; = 1 for
all ¢ € M without loss of generality. Hence, based on (7), the
greater the WMC, the more physical network links used for
load reallocation.

Fig. 8 shows the WMC'’s caused by centralized
matching, distributed matching, and our proposal
(where the costs of distributed matching and our
proposal are normalized to that of centralized match-
ing, and Fig. 9 presents the corresponding CDF for the
numbers of physical links traversed by file chunks for
workload C. (The other workloads are not presented due to
space limitation.) Notably, as suggested by Raicu et al. [30],
[33], a 2D torus direct network is simulated in the
experiment. The simulation results indicate that our
proposal clearly outperforms centralized matching
and distributed matching in terms of the WMC. In
contrast to distributed matching, which does not
exploit the physical network locality for pairing light and
heavy nodes, centralized matching initially pairs
nodes present in the same rack and then matches light
nodes with heavy ones in different racks. (Here, each rack
contains 32 nodes.) However, centralized matching
does not differentiate the locations of nodes in different
racks for matching. Unlike centralized matching and
distributed matching, each light node in our proposal
first finds eight matched heavy nodes from its eight vectors
(i.e., ny =8 in this experiment), and then chooses the
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physically closest node to pair with, leading a shorter
physical distance for migrating a chunk. This operation
effectively differentiates nodes in different network loca-
tions, and considerably reduces the WMC.

As previously mentioned in Section 3.2.3, our proposal
organizes nodes in the Chord ring such that adjacent nodes
in the ring are physically close. Before rejoining a node, the
node departs and migrates its locally hosted file chunks to
its physically close successor. The simulation results
illustrate that ~ 45% of file chunks in our proposal are
moved to the physically closest nodes, which is due to our
design having a locality-aware Chord ring (see Fig. 9).
Interested readers may refer to Appendix E, which is
available in the online supplemental material, for the
analytical model that details the performance of the
locality-oblivious and locality-aware approaches discussed
in this section. Moreover, in Appendix E, which is available
in the online supplemental material, the effects of the
different numbers of racks in centralized matching
and the different numbers of node vectors ny maintained by
a node in our proposal are investigated.

We then investigate the effect of node heterogeneity for
centralized matching, distributed matching, and
our proposal. In this experiment, the capacities of nodes
follow the power-law distribution, namely, the Zipf dis-
tribution [19], [20], [22]. Here, the ideal number of file
chunks per unit capacity a node should host is approxi-
mately equal to y=0.5. The maximum and minimum
capacities are 110 and 2, respectively, and the mean is ~ 11.
Fig. 10 shows the simulation results for workload C. In
Fig. 10, the ratio of the number of file chunks hosted by each
node i € V to i’s capacity, denoted by p, is measured. Node
i attempts to minimize ||p — | in order to approach its
load-balanced state. The simulation results indicate that
centralized matching performs better than distrib-
uted matching and our proposal. This is because capable
nodes in distributed matching and our proposal may
need to offload their loads to their successors that are
incapable of managing large numbers of file chunks. We
also see that our proposal manages to perform reasonably
well, clearly outperforming distributed matching. In
our proposal, although a light node may shed its load to its
successor j, which is incapable and accordingly overloaded,
another light node can quickly discover the heavy node j to
share j’s load. In particular, our proposal seeks the top-k
light nodes in the reallocation and thus reduces the
movement cost caused by rejoining these light nodes as
compared to distributed matching.
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Fig. 11. The experimental environment and performance results, where (a) shows the setup of the experimental environment, (b) indicates the time
elapsed of performing the HDFS load balancer and our proposal, and (c) and (d) show the distributions of file chunks for the HDFS load balancer and

our proposal, respectively

5 IMPLEMENTATION AND MEASUREMENT

5.1 Experimental Environment Setup

We have implemented our proposal in Hadoop HDEFS
0.21.0, and assessed our implementation against the load
balancer in HDFS. Our implementation is demonstrated
through a small-scale cluster environment (Fig. 11la)
consisting of a single, dedicated namenode and 25
datanodes, each with Ubuntu 10.10 [34]. Specifically, the
namenode is equipped with Intel Core 2 Duo E7400
processor and 3 Gbytes RAM. As the number of file chunks
in our experimental environment is small, the RAM size of
the namenode is sufficient to cache the entire namenode
process and the metadata information, including the
directories and the locations of file chunks.

In the experimental environment, a number of clients are
established to issue requests to the namenode. The requests
include commands to create directories with randomly
designated names, to remove directories arbitrarily chosen,
etc. Due to the scarce resources in our environment, we
have deployed 4 clients to generate requests to the name-
node. However, this cannot overload the namenode to
mimic the situation as reported in [8]. To emulate the load
of the namenode in a production system and investigate the
effect of the namenode’s load on the performance of a load-
balancing algorithm, we additionally limit the processor
cycles available to the namenode by varying the maximum
processor utilization, denoted by M, available to the
namenode up to M = 1%, 2%, 8%, 16%, 32%, 64%, 99%. The
lower processor availability to the namenode represents
the less CPU cycles that the namenode can allocate to
handle the clients” requests and to talk to the load balancer.

As data center networks proposed recently (e.g., [29]) can
offer a fully bisection bandwidth, the total number of
chunks scattered in the file system in our experiments is
limited to 256 such that the network bandwidth in our
environment (i.e., all nodes are connected with a 100 Mbps
fast Ethernet switch) is not the performance bottleneck.
Particularly, the size of a file chunk in the experiments is set
to 16 Mbytes. Compared to each experimental run requiring
20-60 minutes, transferring these chunks takes no more than
16x356x8 ~ 328 seconds ~ 5.5 minutes in case the network
bandwidth is fully utilized. The initial placement of the
256 file chunks follows the geometric distribution as
discussed in Section 4.

For each experimental run, we quantity the time elapsed to
complete the load-balancing algorithms, including the HDFS
load balancer and our proposal. We perform 20 runs for a

given M and average the time required for executing a load-
balancing algorithm. Additionally, the 5- and 95-percentiles
are reported. For our proposal, we let Ay = Ay = 0.2. Each
datanode performs 10 random samples.

Note that 1) in the experimental results discussed later,
we favor HDFS by dedicating a standalone node to perform
the HDFS load-balancing function. By contrast, our propo-
sal excludes the extra, standalone node. 2) The datanodes in
our cluster environment are homogeneous, each with Intel
Celeron 430 and 3 Gbytes RAM. We, thus, do not study the
effect of the node heterogeneity on our proposal. 3) We also
do not investigate the effect of network locality on our
proposal as the nodes in our environment are only linked
with a single switch.

5.2 Experimental Results

We demonstrate in Fig. 11 the experimental results. Fig. 11b
shows the time required for performing the HDFS load
balancer and our proposal. Our proposal clearly outper-
forms the HDFS load balancer. When the namenode is
heavily loaded (i.e., small M'’s), our proposal remarkably
performs better than the HDFS load balancer. For example,
if M =1%, the HDFS load balancer takes approximately
60 minutes to balance the loads of datanodes. By contrast,
our proposal takes nearly 20 minutes in the case of
M = 1%. Specifically, unlike the HDFS load balancer, our
proposal is independent of the load of the namenode.

In Figs. 11c and 11d, we further show the distributions of
chunks after performing the HDFS load balancer and our
proposal. As there are 256 file chunks and 25 datanodes, the
ideal number of chunks that each datanode needs to host is
Z08~10. Due to space limitation, we only offer the
experimental results for M =1 and the results for M # 1
conclude the similar. Figs. 11c and 11d indicate that our
proposal is comparable to the HDFS load balancer, and
balances the loads of datanodes, effectively.

6 SUMMARY

A novel load-balancing algorithm to deal with the load
rebalancing problem in large-scale, dynamic, and distrib-
uted file systems in clouds has been presented in this paper.
Our proposal strives to balance the loads of nodes and
reduce the demanded movement cost as much as possible,
while taking advantage of physical network locality and
node heterogeneity. In the absence of representative real
workloads (i.e., the distributions of file chunks in a large-
scale storage system) in the public domain, we have
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investigated the performance of our proposal and com-
pared it against competing algorithms through synthesized
probabilistic distributions of file chunks. The synthesis
workloads stress test the load-balancing algorithms by
creating a few storage nodes that are heavily loaded. The
computer simulation results are encouraging, indicating
that our proposed algorithm performs very well. Our
proposal is comparable to the centralized algorithm in the
Hadoop HDFS production system and dramatically out-
performs the competing distributed algorithm in [14] in
terms of load imbalance factor, movement cost, and
algorithmic overhead. Particularly, our load-balancing
algorithm exhibits a fast convergence rate. The efficiency
and effectiveness of our design are further validated
by analytical models and a real implementation with a
small-scale cluster environment.
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