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Abstract—Radio Frequency Identification (RFID) and Wireless Sensor Networks (WSNs) have been popular in the industrial field
and both have undergone dramatic development. RFID and WSNs are well-known for their abilities in identity identification and data
transmission, respectively, and hence widely used in applications for environmental and health monitoring. Though the integration of
a sensor and an RFID tag was proposed to gather both RFID tag and sensed information, few previous research efforts explore the
integration of data transmission modes in the RFID and WSN systems to enhance the performance of the applications. In this paper,
we propose a Hybrid RFID and WSN system (HRW) that synergistically integrates the traditional RFID system and WSN system for
efficient data collection. HRW has hybrid smart nodes that combine the function of RFID tags, the reduced function of RFID readers
and wireless sensors. Therefore, nodes can read each other’s sensed data in tags, and all data can be quickly transmitted to an
RFID reader through the node that firstly reaches it. The RFID readers transmit the collected data to the back-end servers for data
processing and management. We also propose methods to improve data transmission efficiency and to protect data privacy and avoid
malicious data selective forwarding in data transmission. Comprehensive simulation and trace-driven experimental results show the
high performance of HRW in terms of the cost of deployment, transmission delay and capability, and tag capacity requirement.

Index Terms—RFID, Wireless Sensor Networks (WSNs), Distributed hash tables (DHTs), Data routing.
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1 INTRODUCTION
Radio Frequency Identification (RFID) and Wireless Sen-
sor Networks (WSNs) are two of the most important
systems widely used in many monitoring applications
such as environmental and health monitoring and en-
terprise supply chains. WSNs are mainly used for mon-
itoring physical or environmental condition, collecting
environmental data such as temperature, sound. RFID
is a technology that uses radio waves to transfer data
between RFID tags and RFID readers (readers in short).
RFID can be implemented on the objects to be identified,
improving the efficiency of individual object tracking
and management. More than 104 Wal-Mart stores have
installed RFID systems to monitor the stock levels and
track merchandizes in the supply chain [1] so that the
products will not be out of stock or lost.

RFID tag data usually is collected using direct trans-
mission mode, in which an RFID reader communicates
with a tag only when the tag moves into its transmission
range. If many tags move to a reader at the same time,
they will contend to access the channels for information
transmission. Normally, the percentage of tags that can
successfully transmit their data in one transmission is
merely 34.6% to 36.8% [2]. Such a transmission architec-
ture for RFID data collection is not sufficient to meet the
requirements of low economic cost, high performance
and real-time individual monitoring in large-scale mo-
bile monitoring applications.
• Economic cost. An RFID reader cannot quickly receive
information from tags due to its immobility and short
transmission range. Thus, enormous RFID readers are re-
quired to increase their coverage for fast data collection.
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This would cause significant cost of the system deploy-
ment considering the high price of a high-quality RFID
reader (at least $500) and the high cost of establishing
connections between back-end servers and RFID readers.
Therefore, it is important to constrain the number of
RFID readers while still achieves efficient data collection.
• High performance. In traditional RFID monitoring appli-
cations, such as supply chain management and baggage
checking in Delta Airlines, an RFID reader is required
to quickly process several tags at different distances. An
RFID reader can only read tags in its range. Limited
communication bandwidth, background noise, multi-
path fading and channel accessing contention between
tags would severely deteriorate the performance of the
data collection. These problems can be avoided by trans-
mitting data in short distances via the multi-hop data
transmission mode in WSNs.
• Real-time individual monitoring. In applications that re-
quire real-time monitoring on individual objects (e.g.,
endangered animals and patients), real-time informa-
tion (e.g., body temperature, blood pressure, location)
retrieval of individual objects is the most important.
Though the integration of a sensor and an RFID tag
helps gather both RFID tag and sensed information [3]–
[6] from objects, quickly collecting the information still
remains as a challenge.

In this paper, we propose a Hybrid RFID and WSN
system (HRW) that synergistically integrates the RFID
and WSN data transmission modes for efficient data col-
lection in large-scale monitoring applications for mov-
ing objects (e.g., environmental and health monitoring).
HRW novelly leverages the integration to reduce the
number of required RFID readers hence economic cost
and enhance data transmission efficiency. HRW has a
new type of nodes called Hybrid Smart Nodes (smart
nodes/nodes in short) that combine the function of RFID
tags, and the reduced function of wireless sensors and
RFID readers. The system mainly consists of three com-
ponents: smart nodes, RFID readers and the back-end
server infrastructure. The RFID readers collect data from
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smart nodes and transmit the data to the infrastructure.
We summarize the contribution of this paper in below.
• Proactive data transmission. Inspired by the multi-hop
transmission mode in WSNs, rather than passively wait-
ing for RFID readers to read data, smart nodes actively
transmit data to readers in a multi-hop manner. Smart
nodes read tag data between each other. In this way,
instead of reading every tag one by one when they
move into the reading range, RFID reader can receive the
information of a group of tags by reading only one first-
encountered node. As a result, the channel contention
and noise interference during the data transmission can
be significantly reduced. In the traditional WSN, a node
in the sleeping mode cannot receive and forward data.
In HRW, a node can read data from the RFID tag of
another node even if it is in sleep mode, which greatly
increases transmission efficiency.
• Algorithms to enhance efficiency. We further improve the
information collection efficiency by letting cluster nodes
replicate their data to each other or to one specified
cluster head that has high encountering frequency with
cluster nodes and RFID readers. We also propose a tag
clean-up algorithm to remove delivered data from tags
to reduce transmission overhead.
• Security strategies. We propose solutions to handle two
security threats in the data communication to readers to
reduce privacy and security risks.

Our comprehensive simulation and trace-driven ex-
perimental results show that HRW can reduce the num-
ber of RFID readers, the transmission delay of each
node, and the demand on the capacity of tags, compared
to the traditional RFID monitoring system. The results
also show the effectiveness of our proposed algorithms
to enhance the efficiency and security. Compared to
our previous conference version of this work [7], this
paper enhances the performance of HRW with cluster-
based data transmission and security mechanisms. It
also presents theoretical analysis and additional experi-
mental results.

The rest of this paper is organized as follows. Section 2
describes the HRW system for monitoring applications.
Section 3 presents our security mechanisms. Section 4
presents the simulation results. Finally, Section 5 con-
cludes this paper with remarks on future works. In the
supplement material, we present a theoretical analysis of
our proposed methods compared to the traditional RFID
system, a bloom filter based data indexing to efficiently
check redundant data in the local tag that does not
need to be replicated or needs to be removed, additional
experimental results and an overview of related works.

2 HYBRID RFID AND WSN SYSTEM (HRW)
2.1 Hybrid Smart Nodes
HRW has smart nodes that synergistically integrate RFID
and WSN functions. A smart node has the following
typical components.

• Reduced-function sensor. Unlike the normal sensors,
this sensor does not have transmission function. It
collects the environmental data and the sensed data
(e.g., pressure, temperature) from hosts.

• RFID tag. As the normal RFID tags, it serves as
traditional packet memory buffer for information

RFID reader Node Node link

Fig. 1: Traditional RFID architec-
ture.

RFID reader Smart node Smart node link

Fig. 2: The HRW architecture.

storage. The RFID information such as identity and
properties is configured into the RFID tag during
the production stage.

• Reduced-function RFID reader (RFRR). It is used for
the data transmission between smart nodes. A smart
node uses RFRR to read other smart nodes’ tags and
write the information into its own tag.

RFRR can just be a simple ultra-high frequency reader
module from traditional RFID readers. An RFID reader
module can be as low as $29, which costs much less than
a high-quality RFID reader (at least $500). Using RFRR,
nodes can exchange their tag data in a proactive manner.
RFRR also helps to store the data sensed from monitored
hosts and environment into the tags. The smart nodes
are feasible to build as they consist of simpler and
partial parts from nodes integrating RFID tag and sensor
functions [3]–[6], [8] and RFRR. Compared to RFID
tags, HRW achieves higher performance at the cost of
additional components of reduced-function sensor and
RFRR for each node. However, this additional cost is
much less than the cost of its reduced many high-cost
RFID readers. The nodes with integrated RFID tag and
sensor functions can also use HRW for efficient data
collection with RFRR modules.

Each smart node has two modes: sleep mode and
active mode. In the active mode, the sensor unit in the
smart node collects the physical information of the smart
node host and asks RFRR to write the data into the
node’s tag. While in the sleep mode, smart nodes do
nothing. The tag information in a node can be read by
other active nodes; no matter it is in sleep mode or
not [2]. Since there are many smart nodes in the system,
and the transmission of the collected information to
RFID readers is delay tolerant, it is not necessary to let
all of the smart nodes remain active all the time, which
otherwise consumes considerable battery power.

2.2 Proactive Data Transmission
Figure 1 shows the traditional RFID architecture, and
Figure 2 shows the architecture of the HRW system.
Both architectures are hierarchical. The upper layer is
composed of RFID readers connected to the back-end
infrastructure with high-speed backbone cables. The
back-end infrastructure connects to the applications (e.g.,
database in a hospital). The lower layer is formed by a
considerable number of object hosts that transmit data
to RFID readers. The difference between these two archi-
tectures is the transmission mode. In Figure 1, only the
nodes (hosts) in the transmission range of RFID readers
can send their tag information to the RFID readers. As
explained in Section 1, this direct transmission mode
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Fig. 3: The replication process of two smart nodes

would lead to channel contention and hence low success-
ful transmission rate and slow data collection. In Figure
2, the nodes are smart nodes that can exchange and
replicate tag information with each other using wireless
RF channels. Each RFID reader reads tags within its
transmission range. Since the data can be transmitted to
the RFID reader using a multi-hop transmission mode,
each RFID reader can also receive the information in tags
outside of its transmission range. In this way, HRW can
quickly collect data and expedite the data collection.

After smart node A collects the sensed data, it appends
the sensed data with a timestamp and stores the data in
its tag through RFRR. Figure 3 shows an example of data
collection process of two smart nodes. After the sensor
unit in a smart node collects the information about its
tag host (Step 1), it asks RFRR to store the information
into its tag (Step 2). Once two nodes move into the
transmission range of each other, the RFRR in a node
reads the information stored in another node’s tag (Step
3). Based on the host ID and timestamp, the node checks
if it has stored the information previously. If not, the
RFRR then stores the acquired information into the local
tag (Step 4).

When node i replicates node j’s data, node i also
records the timestamp of the replication time denoted
by tij . Next time when node i meets node j, node i
will not replicate node j’s data with timestamps prior
to tij . Suppose the timestamp of smart node 3 for
node 4 is 11230337, which represents the time 03 : 37
am, Nov. 23th. When node 3 meets node 4 next time,
node 3 ignores the information with timestamp less
than 11230337 in the information replication. In this
way, smart nodes avoid recording duplicated informa-
tion, and hence avoid the unnecessary overhead in the
transmission. Algorithm 1 shows the pseudo-code of the
information collection process.

By the data exchange, the data of a node can be
replicated to a number of other nodes in the system and
any one of these nodes that meets the RFID reader can
transmit the information to the reader. In this way, the
likelihood that the information is delivered to the RFID
reader is greatly increased and the number of RFID
readers needed for fast information delivery is reduced.

When a node enters the reading range of an RFID
reader, the RFID reader reads the information in the n-
ode’s tag. If several nodes enter the range of RFID reader
at the same time, the RFID reader gives the first meeting

Algorithm 1 Pseudo-code of the process of information
replication executed by smart node i.
1: if this.state=active then
2: Collect the sensed data of its host Di

3: //StoreDi into its tagi
4: Store(Di, tagi)
5: for every node j in its transmission range do
6: if this.linkAvailable(j) then
7: Read data Dj with timestamp > tij from tagj
8: //Store data Dj in its tagi
9: Store(Dj , tagi)

10: Update timestamp tij with current time
11: end if
12: end for
13: end if

Algorithm 2 Pseudo-code of the process of information
reading executed by RFID reader i.
1: for every node j in its transmission range do
2: if this.linkAvailable(j) then
3: Read data Dj from tagj in node j
4: //Store data Dj in storage Si in the RFID reader
5: Store(Dj , Si)
6: Erase Dj from tagj in node j
7: end if
8: end for

tag the highest priority to access the channel, reducing
channel contention and long distance transmission
interference. The RFID reader can erase the information
in the tag once after obtaining it. Algorithm 2 shows the
pseudocode of the reading process of an RFID reader.

With this data transmission algorithm, after an RFID
reader receives the information of a node, many nodes
still hold the replicas of the information. Exchanging
such delivered and redundant information incurs high
transmission overhead but does not contribute to infor-
mation collection. In order to reduce the unnecessary
message transmission, we use a tag clean-up algorithm
to delete the delivered messages in the system. Specifi-
cally, after an RFID reader reads the information from a
node, the reader sends the node a directory containing
the tag IDs and timestamps of recently received data
items. This directory has a TTL (Time to live) with it. It is
then broadcasted among nodes and will be deleted when
TTL expires. After receiving the directory, the nodes
delete the delivered information in their own tags. Con-
sidering that the timestamp and ID of each information
item have much less size than a complete data item, the
overhead of the directory broadcasting is small.

2.3 Cluster-based Data Transmission
Replicating data between any two encountered smart
nodes generates a high cost. Concurrent data transmis-
sion from many nodes to an RFID reader causes channel
access congestion. Also, it is not easy to erase duplicate
data that is already reported to the RFID readers from
replica nodes. We propose enhanced data transmission
algorithms to mitigate these problems.

A simple algorithm to reduce the cost is to enable a
source node to replicate its data to a limited number
of nodes. Here, we describe two enhanced algorithms
called cluster-member based and cluster-head algorithm-
s, in which smart nodes are clustered to different virtual
clusters and each cluster has a cluster head. In the
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cluster-member based algorithm, cluster members repli-
cate their tag data between each other. When a cluster
member of a virtual cluster enters the reading range of
an RFID reader, by reading the aggregated tag informa-
tion from the cluster member, the RFID reader receives
all information of nodes in this virtual cluster. In the
cluster-head based algorithm, cluster members replicate
their tag data to the cluster head. When a cluster head of
a virtual cluster reaches an RFID reader, the RFID reader
receives all information of nodes in this virtual cluster.
This enhanced method greatly reduces channel access
congestion, reduces the information exchanges between
nodes and makes it easy to erase duplicate information
in a cluster. The method is suitable to the applications
where monitored objects (e.g., zebras, birds, people) tend
to move in clusters.
Algorithm 3 Pseudo-code of cluster head determination
and data transmission conducted by smart node i.
1: Receive cluster head candidates from an RFID reader
2: for each cluster head candidate j do
3: Calculate (fnij ∗ frj )
4: end for
5: Choose the cluster head with max(fnij ∗ frj )
6: if it is a cluster head and meet its cluster member then
7: Read data from the cluster member
8: end if
9: if it is a cluster head and meet an RFID reader then

10: Send its data to the RFID reader
11: end if

To form the clusters in the cluster-member based
algorithm, nodes report their encountering frequency to
the server through the RFID readers. The server forms
nodes with high encountering frequency into a cluster
using the method in [9] and notifies the cluster nodes
through the RFID readers. The cluster head for a cluster
can be selected in a number of ways depending on
the application requirement. For example, in a health
monitoring application where real-time data collection is
required, the nodes with the most contact frequency with
cluster members and RFID readers should be the cluster
heads. In the supply chain where nodes are always
close to each other, the nodes with the highest energy
should be the cluster heads. We use the former example
to show how to choose cluster heads. Algorithm 3
shows the pseudocode of cluster head determination
and data transmission conducted by each smart node
in the second algorithm. RFID readers record the meet-
ing frequency with each node and report the data to
the back-end server. The server calculates the sum of
the frequencies from different readers for each node j,
denoted by frj , and selects N nodes with the highest
frj as the cluster heads. The information of the selected
cluster heads along with their fr is transmitted back to
the RFID readers, which will forward the information to
the nodes. We use fnij to denote the meeting frequency
between node i and a cluster head j. A node measures
its fnij ∗ frj for each cluster head candidate, and selects
the one with the highest metric as its cluster head. The
metric of fnij ∗ frj indicates how fast cluster head j
can forward node i’s data to an RFID reader. Through
RFID readers, each node reports its selected cluster head
to the server and the server then notifies all heads
about their cluster members. The head determination

can also be solely conducted at the server to reduce
the communication. As a result, each cluster head is
associated with a group of nodes, and it can most quickly
forward the data to RFID readers for its cluster members.

In the HRW system, since the data is stored in tags,
active nodes can retrieve the information at any time
from a sleeping node. In traditional WSNs, however,
nodes in sleeping mode cannot conduct data transmis-
sion. Therefore, the HRW system can greatly improve
packet transmission efficiency with the RFID technology.

3 COMMUNICATION SECURITY MECHANISMS
The multi-hop message transmission mode in HRW
improves the communication efficiency. However, such
method introduces privacy and security risks. Low-cost
RFID nodes are not tamper-resistant and deployed in
open environment, thus the attackers can easily physi-
cally access and take control of these nodes. The attacker
can obtain all the information in the compromised nodes
and use the compromised nodes to obtain sensitive
information and disrupt system functions. Thus, in this
section, we consider two security threats arising from
node compromise attacks: data manipulation and data
selective forwarding.
3.1 Data Privacy and Data Manipulation
In the system, each smart node replicates its information
to other nodes. Once a node is compromised, all the
information of other nodes is exposed to the adver-
saries, which is dangerous especially in privacy sensitive
applications such as health monitoring. A malicious
node can also manipulate the gathered information and
provide false information to the readers. Therefore, it is
important to protect the confidentiality and authenticity
of tag information in data transmission.

Public key operations are too expensive for the s-
mart nodes due to their limited computing, storage and
bandwidth resources. We then develop a symmetric key
based security scheme in our system. In this paper, we
focus on the threats due to the compromised smart
nodes and assume the readers are secure. In our se-
curity scheme, each smart node N is initially assigned
with an individual key KN . The pairs (N,KN) of all
smart nodes are stored in a central server, which can
be securely accessed by the readers. To achieve data
confidentiality, each smart node N generates a tem-
porary key K ′

N = H(Nonce|KN), where Nonce is a
nonce number which can be the timestamp of RFID
data, H(∗) is a system-wide secure hash function known
by every node, and ”|” represents the concatenation of
two strings. Node N uses this symmetric key to encrypt
its data DN and sends the encrypted data, denoted by
En(K ′

N , DN), to other nodes. The use of temporary keys
for every data transmission further enhance the security
against the ciphertext-only attacks by interpreting his-
torical transmissions. To protect data authenticity, node
N also computes the message authentication code with
the temporary key K ′

N , denoted by MAC(K ′
N , N |DN ).

The message from a smart node is in the format of
(N,Nonce, En(K ′

N , DN),MAC(K ′
N , N |DN )).

Figure 4 shows the procedure of data reading with
encryption and authentication. When a reader receives
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the data, it first sends to the central server the tag
ID N and Nonce. The server finds KN and computes
the temporary key K ′

N , and then securely sends K ′
N

to the reader. After receiving K ′
N , the reader is able to

decrypt the data DN from En(K ′
N , DN) and then verifies

whether MAC is correct. If the recomputed MAC is
consistent with the MAC received from the smart node,
the reader considers the MAC is correct and the data set
is authentic. Otherwise, the En(K ′

N , DN) is changed by
an adversary node.

Central 
server

ReaderTag 
node

2 3

T, Nonce
 En(K’_T,D)

MAC(K’_T,T|D) T, NonceT, Nonce

K’_TK’_T
1. Compute 

K’_T=H(Nonce|K_T)

4
5. Decrypt En(K’_T,D)
Verify MAC(K’_T,T|D)

Fig. 4: The procedure for secure data reading and verification.

To avoid being detected for changing data, an adver-
sary may launch old message replay attack by replacing
a new message from a node with an old message from
the node. When a reader forwards the N and Nonce to
the central server, the central server can easily detect out-
dated nonce values which were reported previously. As
a result, the old message replay attack can be detected.

Once a smart node N is compromised, its individual
key KN is exposed and the adversary can derive all
previous temporary keys to decrypt data in the old
messages. Thus, it is important to achieve the backward
security by updating the individual key periodically.
However, periodically distributing new keys from a
central server to all smart nodes incurs expensive com-
munication cost. Therefore, we propose a key hash chain
method to avoid the key distribution cost. Initially, each
node is loaded with a key hash chain computed with a
secure one-way hash function H(∗) as follows

K0
H

=⇒ K1
H

=⇒ K2 · · · H
=⇒ KL, (1)

where Ki = H(Ki−1). The smart node uses a key as
its individual key on the chain in the order from K0 to
KL. It periodically updates its individual key from Ki

to Ki+1 and erases Ki from its storage. Because H is
one-way hash function, even the attacker obtains Ki, it
cannot derive any keys Kj with j < i, and thus cannot
decrypt previous transmissions encrypted by Kj .

In a large-scale system with a large amount of nodes, it
could be an expensive and time-consuming operation to
find the individual key of a specific smart node among
all nodes’ keys. The searching time is linear to the total
number of nodes. We propose two methods to resolve
this problem. First, we propose to compute individual
keys in run time rather than storing all keys in advance
and searching keys on-demand. To this end, the central
server maintains a secret key Kc. For each node with
the tag ID N , its individual key KN is computed by
the cryptographical secure hash function H with Kc,
i.e., KN = H(N |Kc). In this way, the server does not
need to store any individual keys. When receiving the
tag ID N , the server directly recomputes H(N |Kc) and
obtains the individual key KN , which avoids the search-
ing. Since the computation time of the hash function is
independent of the number of nodes, the time for finding
individual keys can be significantly reduced in large-
scale systems compared to linear searching. Second, we

propose distributed key storage in the back-end servers.
We form the back-end servers into a distributed hash
table (DHT). The DHT overlay supplies Insert(key, data)
and Lookup(key) functions. Insert(key, data) stores the data
into its assigned server. Lookup(key) retrieves the data
with the indicated key. Regarding key here as the consis-
tent hash [10] value of a node’s tag ID and data here as
the node’s individual key, the back-end servers can effi-
ciently store and retrieve a node’s individual key using
O(log n) path length, where n is the number of nodes.

3.2 Data Selective Forwarding
In the cluster-head based transmission algorithm, the
cluster head in each cluster is responsible for forwarding
the tag data of all cluster members to the reader. A
malicious cluster head can drop part of the data and se-
lectively forward the gathered information to the reader.
Since an RFID reader may not know all the smart nodes
in a head’s cluster in advance, it cannot detect such
attacks. To prevent the selective forwarding attack, we
can exploit the cluster-member based data transmission
algorithm, in which all cluster members hold the data
of all other nodes in the cluster. A reader can compare
cluster members’ reported data with the cluster head’s
reported data to verify the correctness of the latter.

We use Dall to denote the set of all encrypted tag data
(N,Nonce, En(K ′

N , DN ),MAC(K ′
N , N |DN)) in a cluster.

After node N collects encrypted data from all other
nodes in its cluster, it creates its MAC on DallN and
sends its (N,Nounce,MAC(K ′

N , N |DallN )) to the reader.
After receiving Dallc from a cluster head and the

MACs of Dall from cluster members, the reader can
verify the authenticity of Dallc . Based on a cluster mem-
ber’s N and K ′

N , the reader creates MAC(K ′
N , N |Dallc)

and compares it with the received MAC(K ′
N , N |DallN )

from node N . If two MAC values are different, it means
that the data from the cluster head or from node N is
not valid. After conducting many comparisons for many
cluster nodes, if the majority comparisons are valid,
then the data from the cluster head should be valid,
otherwise, it is not valid.

Obviously, it causes excessive communication cost if
the reader needs every cluster member to send its MAC
for Dall. A simple solution is to let the reader only collect
MACs from T (T ≥ 1) number of cluster members. Once
T number of MACs are collected, the reader verifies the
authenticity of the data set and considers it valid if all the
MACs are correct. However, this method cannot prevent
the collusion attack of multiple compromised nodes.
Suppose that a node sent a pruned data set to the reader,
other T compromised nodes can compute valid MACs
for the pruned data set and send them to the reader.

To prevent the collusion attack, we propose a secure
randomized solution, in which each smart node ran-
domly decides whether to send its MAC to the reader.
Suppose F is a cryptographically secure pseudo-random
function which uniformly maps the input values into the
range of [0, 1). Each node N checks the inequality

F (N |K ′
N ) < ρ (0 < ρ < 1), (2)

where ρ is a threshold which decides the expected
number of MACs the reader will receive. If the inequality
holds, the node sends its MAC to the reader. Otherwise,
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it does not. As a result, each smart node in the cluster
has a probability of ρ to send its MAC to the reader.
When the reader receives the MAC from a smart node
N , it recomputes F and accepts the MAC only when
the inequality holds. Once the reader finds that all
received MACs are correct, it considers the data set
valid and complete. In this way, the collusion attack is
prevented through verifying the legitimacy of nodes for
providing their MACs (i.e., checking whether Inequal-
ity (2) holds), while the communication cost between
the nodes and the reader is reduced. The threshold ρ
is a system parameter loaded into the tag nodes and
servers when the system is initialized. Larger threshold
means stronger security strength at the expense of higher
communication cost. The threshold ρ is initially decided
by the users according to their security strength demand.
4 PERFORMANCE EVALUATION
4.1 Evaluation on Data Transmission
Since the transmission links between hosts are usually
intermittently connected, we created a delay tolerant
network environment for the performance evaluation.

The simulation was built on a custom discrete event-
driven simulator [11].

We use the random way-point model [12] to simu-
late the situation where there is no movement pattern
and use the real mobile traces [13], [14] to simulate
the situation where there is movement pattern for the
applications where monitored objects (e.g., zebras, birds,
people) tend to move in clusters. In the random way-
point model, each node waits for a pause time randomly
chosen from (1−5)s, then moves to another random posi-
tion with a speed chosen between 1 to 10m/s. In the sim-
ulation, 50 nodes and 5 RFID readers were independent
identically distributed (i.i.d.) over a 600m× 700m area.

We used two transmission modes in HRW: epidem-
ic [15] and source-replication. In the epidemic transmis-
sion, the packets of nodes are replicated to other nodes
within TTL hops, which was set to 6 by default. In
the source-replication transmission, a source node allows
a certain number (10 by default) of nodes to read its
packets. We compared these methods with the “direct”
transmission method in the traditional RFID systems,
in which a node keeps its collected information in its
tag until it reaches the range of an RFID reader. If one
of the copies of a packet arrives at an RFID reader,
we consider this packet successfully delivered. We only
considered the first delivered replica of a packet in the
measurement.

The entire simulation time was set to 4000s. The
warmup time was set to 100s during which nodes
randomly move around. Then, during the following
1000s, at every second, we randomly selected a node to
generate a packet in its own tag. By default, the active
time of each node was randomly chosen from 10-15s
and the sleeping time was randomly chosen from 0-10s.
Unless otherwise specified, the tag capacity of each node
was set to 30 packets, and the reading range of the RFID
and smart node readers was set to 30m. There was no
tag capacity limit for RFID readers. In the simulation,
a node dropped packets if its tag was full and these
dropped packets would not be retransmitted. The pack-
ets dropped by sleeping nodes would be retransmitted.

We run each simulation test for 10 times and report the
average value.

4.1.1 Comparison of Data Delivery Delay
We use the delivery latency of the copy of a packet that
first arrives at an RFID reader as the packet’s transmis-
sion delay. We calculated the average transmission delay
per packet for successfully delivered packets. Figure 5
shows the average transmission delay versus the tag
capacity with two different reading ranges of all nodes
denoted by R = 20m and R = 40m. Comparing the
two figures, we find that as the reading range increases,
the average transmission delay of all three protocols
decreases. This is because a larger reading range makes
it easier for a node to find other neighbor nodes, which
may either be the RFID readers or promising relay nodes
moving to RFID readers. Moreover, the movement speed
of the electromagnetic waves is much faster than the
nodes, thus message delivery delay is reduced with a
larger transmission range. In each figure, we find that as
the tag capacity grows, the average transmission delay
also increases. With a smaller tag capacity, more packets
are dropped without retransmission, leading to lower
average transmission delay. With the increase of the tag
capacity, more packets are able to reside in the tags long
enough to be delivered to readers, leading to longer
transmission delay.

The comparison of the three protocols indicates that
the direct transmission always produces higher av-
erage transmission delay than epidemic and source-
replication. Epidemic and source-replication proactively
transmit data to RFID readers using multi-hop routing,
while the direct transmission lets nodes wait until meet-
ing readers to transmit data. The result indicates the
higher efficiency of the HRW transmission mode than
the traditional RFID system.

We see that when R=20m and the tag capacity is
less than 15, source-replication has higher delay than
epidemic, and when the tag capacity is larger than 15,
source-replication has lower delay than epidemic. In the
former case, many packets are dropped in epidemic.
Such packet dropping reduces the delivery delay in
epidemic. Source-replication does not have so many
drops, thus it has longer delay. As the tag size increases,
more packets can be buffered in the tag. As some of the
previously dropped packets have long transmission de-
lay, the average delay in epidemic increases. However, as
source-replication is not greatly affected by the tag size,
the delay performance does not increase significantly.
When R=40 and tag capacity is small, source-replication
leads to higher delay than epidemic due to the same
reason as when R=20m.

4.1.2 Comparison of Data Delivery Capacity
Figure 6 shows the number of successfully delivered
packets (i.e., received packets) versus the tag capacity.
Both figures indicate that as the tag capacity increases,
the number of received packets increases due to fewer
packet drops as explained previously. Comparing the
two figures, we see that as the transmission range of
the nodes increases, the number of received packets
also increases. The reason is that with the increasing
reading range, it is more likely for a certain node to
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Fig. 5: Transmission delay versus tag capacity.
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Fig. 6: Delivery capability versus tag capacity.
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Fig. 7: Comparison of transmission delay versus network size.
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Fig. 8: Comparison of the delivery capacity versus network size.

meet an RFID reader or to find more neighbor nodes for
the information replication. With R=40m, when the tag
capacity is larger than 10, all packets in three protocols
can be successfully delivered. This is because packets
can be quickly transmitted to RFID readers without a
long-time buffering, leading to fewer packet drops.

Figure 6 also shows that the direct transmission suffers
from more congestion than the other two protocols when
a tag has small capacity. This is because the transmission
delay of direct transmission is much longer than the
other two protocols, so that nodes have much less free
tag buffer than the nodes in the other two protocols.
Therefore, when the tag capacity of nodes is limited,
the traditional RFID system is not a wise choice for
environmental and health monitoring applications. We
can also see that as the tag size increases, the number
of delivered packets in the direct transmission increases
much faster than those in source-replication and epi-
demic and finally exceeds them. This is because the
nodes in the source-replication and epidemic need to
buffer multiple copies of a packet, thus resulting in
more packet drops due to tag capacity limitation. Source-
replication produces more successfully delivered packets
than epidemic because it buffers fewer duplicated copies
of a packet, leading to fewer drops of different packets.
4.2 Evaluation on Cluster-based Data Transmission
We then compare the cluster-head based and source-
replication (i.e., cluster-member) based data transmis-
sion. In the simulation, every 5 nodes form a cluster and
move together to random places based on the random
way-point model to simulate the group moving features
of the monitored objects. During the 1000s packet initi-
ation time, every node generates one packet every 100s.
According to the specification of MICA2 motes [16], we
assume that when reading range R = 20m and R = 40m,
the energy consumed to receive a byte is 0.0057 micro-
joules (mJ) and 0.0228 mJ, and to transmit a byte takes
0.0144 mJ and 0.0576 mJ, respectively. The size of a tag
data is 30 bytes. We also evaluated the tag clean-up
algorithm in this section.

Figure 7 shows the comparison results of the average
transmission delay versus the network size excluding
readers when R=20m and R=40m, respectively. We see
that as the network size increases, the packet transmis-
sion delay of both algorithms decreases slightly. The
reason is that given the same number of packets, in-
creasing the number of nodes in the same area increases
the node density. Therefore, source nodes gain higher
probability of meeting other nodes or cluster heads to
forward their packets, which reduces the transmission
delay. We see that source-replication decreases slightly
faster than the cluster-head as the network size increases.
This is because the probability of the head of a cluster
to meet readers is not increased as much as that of any
node in a cluster as the network size increases.

We also see that cluster-head has longer delay than
source-replication. In the cluster-head method, the clus-
ter head holds the replicas of the packets in the cluster
and sends the replicas to an RFID reader when it meets
an RFID reader. In the source-replication method, every
node in a cluster holds a copy of packets from other
nodes in the cluster. All information can be transmitted
to an RFID reader whenever one cluster member meets
an RFID reader, which greatly reduces the packet trans-
mission delay.

Comparing Figure 7(a) and Figure 7(b), we find that as
the transmission range of the nodes increases, the packet
transmission delay decreases. This is because a larger
transmission range enables the nodes to communicate
with RFID readers at longer distances, which decreases
the packet transmission delay. Both figures show that
the tag clean-up algorithm helps to reduce transmission
delay. This algorithm reduces the number of redundant
packets in the tag, saving more space for the trans-
mission of other undelivered packets. More replicas of
a packet increases the probability that one replica is
delivered, thus reducing its transmission delay.

Figure 8 shows the comparison results of the number
of delivered packets versus different network sizes. We
see that as the network size increases, the number of
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Fig. 9: Comparison of transmission overhead versus network size.
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Fig. 10: Transmission delay and overhead versus cluster size.
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Fig. 11: Comparison of total transmission energy cost versus network
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Fig. 12: Transmission energy cost of a cluster head versus cluster size.

delivered packets in the system increases. The reason is
that more nodes in the system generate more packets
and also increase the network density, thus increasing
the probability of successful packet delivery. We also see
that when the transmission range of nodes is 40m, all
methods can deliver all packets due to the same reason
as for Figure 6. When R=20, no less than 97% packets
were successfully delivered. Also, source-replication has
very slightly less number of delivered packets than other
methods. As source-replication does not use the clean-
up algorithm and the probability for a cluster member
to meet an RFID reader is smaller with a small reading
range, packets are more likely to be dropped because of
the congestion.

We define the transmission overhead as the number
of transmission operations between nodes, and between
nodes and RFID readers for all packets. Figure 9 shows
the comparison results of transmission overhead versus
the network size. We see that cluster-head generates
much less overhead than source-replication. This is be-
cause in cluster-head, only the cluster head holds the
replicas of the packets in all nodes in the cluster while
in source-replication, every node in the cluster holds a
replica of the packets of all other cluster members. We
also see that as the network size increases, the overhead
grows since more packets are initiated. We also see
that the transmission overhead increases as the number
of nodes increases, but it is not greatly affected by
the reading range. The transmission overhead increases
in proportion to the number of nodes. After a cluster
head gathers all information in its cluster in cluster-
head or after cluster members exchange the information
in source-replication, no more additional replicas are
generated. As nearly all packets were finally delivered
to the readers in the simulation time, the transmission
range does not affect the transmission overhead greatly.
The figures also show that the tag clean-up algorithm
reduces the transmission overhead. Since this algorithm
helps nodes reduce redundant packets, fewer outdated
information is exchanged among nodes and between

nodes and readers, leading to less overhead.
Figure 10(a) shows the comparison results of the av-

erage transmission delay versus different cluster sizes.
As the cluster size increases, the transmission delay
of both transmission algorithms decreases. In cluster-
head, as the cluster size increases, the cluster head
holds more information of the nodes in the system.
Therefore, once the cluster head meets an RFID reader,
all information of the cluster is delivered to it at one
time. This greatly reduces the packet transmission delay
when the packets are sent to the RFID readers separately
by multiple nodes. Similarly, in source-replication, with
more nodes in a cluster, more information of the nodes is
gathered for transmission. Once a cluster member meets
an RFID reader, all information of the cluster members is
delivered. Since the probability that any cluster member
of a cluster meets an RFID reader is higher than the
probability that a cluster head meets an RFID reader, the
transmission delay of source-replication is much lower
than cluster-head. We also see that the tag clean-up
algorithm reduces the packet transmission delay due to
the same reason as for Figure 7.

Figure 10(b) shows the transmission overhead versus
the number of nodes in a cluster. In source-replication,
every node in a cluster needs to exchange packets with
each other. In cluster-head, only the cluster head needs
to collect packets from its cluster members. Therefore,
the transmission overhead of source-replication is much
higher than that of cluster-head. We see that the tag
clean-up algorithm reduces the transmission overhead
due to the same reason as for Figure 9.

Figure 11 shows the comparison results of total trans-
mission energy cost versus the network size. We see
that the results of transmission energy cost of different
methods coincide with the corresponding transmission
overhead in Figure 9, since the transmission overhead
represents the number of packet transmissions. Howev-
er, unlike Figure 9, the total transmission energy cost
for each method with R = 40 is significantly larger
than the corresponding result with R = 20, since larger
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Fig. 13: Overhead and detection probability on security mechanism.

reading range requires higher transmission power. Due
to the consistent relationship between the transmission
energy cost and the transmission overhead, we focus on
the transmission overhead in the following evaluations,
which directly reflects the transmission energy cost.

Figure 12(a) compares the energy cost of a cluster head
with that of a cluster member in a cluster-head based
transmission for collecting the data from all nodes in
the cluster. As we see, in both cases of R = 20 and
R = 40, the transmission energy cost of the cluster head
is significantly larger than that of each cluster member.
The energy cost gap between a cluster head and a cluster
member becomes larger when the number of nodes
increases, because the energy cost of the cluster head in-
creases with the cluster size, and the energy cost of each
cluster member remains the same. We see that the energy
cost of a cluster head is not extremely high and can be
afforded by a node when a cluster size is limited. Figure
12(b) compares the energy cost of the cluster head in the
cluster-head based transmission with that of the cluster
member node that forwards the aggregated data in the
source-replication algorithm. The figure shows that the
cluster head has much less energy consumption than
the forwarding cluster-member node. This is because the
latter consumes much energy to replicate its data to all
other cluster members. The experimental results show
that though a cluster head consumes high energy as it
forwards all data of its cluster members to a reader, the
energy cost of the cluster-head method is much lower
than that of the source-replication method.

4.3 Analysis of the Security Mechanisms
In this section, we evaluate the performance of our
security mechanisms. We use cluster-head and cluster-
member replication method for data transmission.
Cost analysis. In the transmitted
packet with the security mechanisms
(N,Nonce, En(K ′

N , DN ),MAC(K ′
N , N |DN)), the size

of the tag ID N , Nonce and the encrypted data
En(K ′

N , DN) was set to 32 bits respectively, and
the size of the encrypted data En(K ′

N , DN) was set
to 64 bits. The size of the plain data without the
security mechanism was set to 64 bits. We used the
total transmitted bits to measure the communication
cost. We evaluated the ratio of the increase of total
communication cost, including the data replication cost
of nodes and the communication cost between nodes
and the reader. The ratio was computed by (Cs −C)/C,
where C and Cs are the total communication cost
without and with the security mechanisms respectively.

Figure 13(a) shows the ratio of the cost increase with
regard to different threshold ρ value and the number of

nodes in a cluster. In the figure, ρ = 0 means that only
message encryption and authentication are used and
there is no protection against data selective forwarding.
Because of additional nonce and message authentication
code, the size of each data message increases by more
than half, about 67%. We see that a larger threshold
leads to higher ratio of cost increase as it causes more
nodes to send their MACs to the RFID reader. Given a
threshold, the ratio of cost increase grows as the network
size increases because larger network size makes more
nodes to send their MACs to the RFID readers.
Security analysis. Compromised tags can collude to-
gether to provide enough MACs to authenticate a false
data. Thus, a critical problem for our secure randomized
solution is how much resiliency it has against compro-
mised nodes. To answer this question, we analyze the
detection probability of false data when a number of
compromised nodes exist in the system.

Theorem 4.1: Suppose in a group of n tags, nc number
of compromised tags collude with a compromised node
which sends pruned data set to the RFID reader. Given
the threshold ρ for the probability of a node sending its
MAC to the reader in the cluster, then the probability
of the reader successfully detecting data selective drop
attack, denoted by Prd, is the probability that at least
one non-compromised tag choose to send its MAC for
all data set to the sender. Then, we have

Prd = 1− (1− ρ)(n−nc). (3)
Proof: According to Formula (2), each node is select-

ed with probability ρ to send MAC to the reader. Iff only
the compromised nodes send their MACs to the reader,
the false data cannot be detected. The probability of such
case is (1− ρ)(n−nc). Then, the detection probability can
be derived as 1− (1 − ρ)(n−nc).

Given n = 100, we show the relationship between Prd
and nc with regard to different ρ values in Figure 13(b).
The figure shows that our security mechanism is resilient
to the node compromising attack, since the detection
probability is greater than 90% even when half of nodes
in a cluster are compromised. A larger ρ value further
increases the resiliency of our security mechanism. When
ρ is greater than 0.05, the detection probability is almost
one even when 50% nodes are compromised.

5 CONCLUSION
In this paper, we propose Hybrid RFID and WSN System
(HRW) that integrates the multi-hop transmission mode
of WSNs and direction transmission mode of RFID
systems to improve the efficiency of data collection,
hence to meet the requirements of low economic cost,
high performance and real-time monitoring in mobile
monitoring applications. HRW is composed of RFID
readers and hybrid smart nodes. Instead of waiting for
RFID readers to read data, smart nodes replicate packets
with neighbor nodes using special reduced functional
RFID readers. The collected packets are sent to a RFID
reader when one of the replica nodes moves into the
range of the RFID reader. We further propose enhanced
data transmission algorithms and security mechanism-
s. Extensive simulation and trace-driven experimental
results show that HRW outperforms traditional RFID in
terms of the cost of deployment, transmission capacity
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and delay and tag capacity requirement. In the future,
we plan to evaluate HRW in a real-world testbed.
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