Abstract—In this paper, price-controlled energy management is investigated in a bi-level optimization framework, that is, energy scheduling problem of smart homes (SHs) and generation scheduling and unit commitment (UC) problems of a generation company (GENCO). SHs as the responsive customers (respect to the energy management) include a variety of sources such as photovoltaic (PV) panels, diesel generator, and battery as an energy storage. In addition, SHs are able to transact electricity with the GENCO through the power system. In this paper, the goal of GENCO is to design an optimal energy management scheme (optimal price of electricity) to maximize its daily profit. Herein, each SH reacts to the energy management scheme and reschedules its energy resources to minimize its daily operation cost. In this case, a scenario-based stochastic optimization approach is applied in the energy scheduling problem of an SH to address the variability and uncertainty issues of the PV panels. Also, a combination of genetic algorithm (GA) and linear programming is applied as the optimization tool for the energy scheduling problem of an SH. Moreover, lambda-iteration economic dispatch and GA techniques are applied to solve the generation scheduling and UC problems of the GENCO, respectively. The numerical study demonstrates that in order to reach the maximum profit of GENCO, the energy management must be optimally designed and implemented; otherwise, the energy management scheme may result in detriment. Moreover, it is shown that each SH is able to get benefit from the energy management scheme and minimize its daily operation cost.
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I. INTRODUCTION

NOWADAYS, conventional power systems are being restructured and changed into the smart grids to improve the reliability and efficiency of the power systems that results in social, economic, and environmental benefits. A smart grid is an electricity network that uses advanced technologies to monitor and manage the electricity generation from all sources to meet the varying electricity demands of end users [1]. Smart grids coordinate the needs and capabilities of all generators, grid operators, end users, and power market stakeholders to operate all parts of the system as efficiently as possible while maximizing system reliability and stability [1].

The schematic of problem is shown in Fig. 1. As can be seen, one part of demand of system is related to active end users (responsive to energy management schemes) such as smart homes (SHs) and another part of demand is concerned with passive and conventional end users that do not react to the energy management schemes. The generation company (GENCO) submits the price-controlled energy management scheme to the SHs, then the SHs react and reschedule their energy resources that include diesel generator (DG), battery, photovoltaic (PV) panels, and electricity transaction with the GENCO. Next, the GENCO receives feedback (total demand of system) from the SHs and solve its generation scheduling and unit commitment (UC) problems for the current scheme of energy management. This process is repeated for every possible price-controlled energy management scheme. Finally, the optimal scheme of energy management is identified based on the maximum profit of GENCO.

The main challenges of the world today are quickly using up the vast but finite amount of fossil fuels and the related environmental issues including global warming, climate changes, and atmosphere pollution [2]. Energy management has a significant potential for achieving benefits from economic and environmental viewpoints, thus it is considered as the first priority in all the energy policy decisions [3], [4]. It is able to reduce overall costs of energy supply, increase spinning and nonspinning reserves margin, and mitigate electricity...
price volatility [3]. Also, it achieves environmental goals by
deferring commitment of polluted generation units, leading
to increased energy efficiency and reduced greenhouse gas
emissions [3].

Generation scheduling problem of generation units involves
finding the least-cost dispatch of available generation power
units to meet the electrical load demand [5]. In addition, UC
is an optimization problem that produces physical generator
commitment decisions to minimize the overall cost of serving
forecasted net load demand subject to operational constraints
on generation units and power system [6].

However, in the previously published studies, the reaction
and rescheduling energy resources of SHs with respect to the
energy management schemes have not been investigated from
a GENCOS viewpoint. In this paper, the value of electricity
price at peak period is changed by the GENCOS to encour-
age the SHs to reschedule their energy resources and reshape
their demand pattern. By implementing this price-controlled
energy management, the overall profit of the GENCOS not only
depends on the cost of generation scheduling and UC problems
but also the values of new electricity prices and the amount
of sold electrical energy to the end users. Therefore, finding
an optimal scheme for the energy management needs to be
investigated.

An SH, as one part of the smart grid on the demand side, can
deliver its extra energy to the grid and sell it to the power sys-
tem, but at a lower price compared to the price purchased from
the system [7]. However, there are some challenges in solving
the energy scheduling problem of an SH that include vari-
ability and uncertainty issues of power of PV panels installed
on the roof of an SH. Herein, we address these issues by
applying a scenario-based stochastic optimization approach.
Also, a combination of genetic algorithm (GA) and linear pro-
gramming (GA-LP) is applied as the optimization tool for the
energy scheduling problem of an SH.

Determining the demand of system (sum of the demands
of SHs and passive end users) that depends on the fluctu-
ated demand of SHs (due to variable power of PV panels and
reaction of SHs to the energy management scheme) is one of
the challenges of the generation scheduling and UC prob-
lems of the GENCOS. In addition, modeling the economic and
technical constraints of generation units are the others chal-
enges of the GENCOS that make the problem a mixed-integer
non-LP (MINLP) problem. In this paper, lambda-iteration
economic dispatch and GA approaches are applied to solve the
generation scheduling and UC problems of the GENCOS,
respectively.

II. LITERATURE REVIEW AND RELATED WORK

Some studies have summarized the existing research on
demand response [8], [9]. Demand response is generally
referred to the response and reaction of end user customers
to the energy management schemes. The study presented
in [8] has investigated the coordination of energy effi-
ciency strategy (applying efficient appliances and device)
and demand response, and also it has discussed the bar-
riers for this coordination. In [9], the works performed for
demand response in the U.S. electric power markets have been
investigated.

In [10]–[14], energy management schemes have been inves-
tigated on the residential customers. In [10], a proposed
controller that curtails peak load and saves electricity cost
has been presented. In [11] and [13], an energy hub model
(for supplying both electricity and heat demands) for a res-
idential home has been presented. In [12], electricity peak
demand reduction during summer, as an energy management
scheme, in the Japanese residential sector has been inves-
tigated. In [14], the value of incentive is announced to the
customers via the wireless sensors, installed in the residen-
tial systems, for load reduction. However, in above mentioned
studies, the effects of energy management of end users on
the generation scheduling problem of a GENCOS has not been
investigated.

The studies presented in [15]–[18] propose energy manage-
ment schemes for direct load control of customers in order to
increase the penetration of renewable energy resources (wind
power) into the power system for different objective functions.
In [15], the value of demand that must be shifted from peak
period to off peak period is determined by the independent
system operator using direct load control to mitigate power
transmission congestions and enhance the utilization of wind
generation. In this paper, the problem has been defined as a
mixed-integer LP to minimize the total operation cost of
system. In [16], the elasticity of demand has been considered
to adjust the demand profile in response to price changes to
increase the amount of wind power that can be economically
injected. Also, herein, the wind power uncertainty is managed
at a lower cost by adjusting electricity consumption in case
of wind forecast errors. In [17] and [18], demand response
has been incorporated with wind power to provide more cost-
effective carbon emission reduction on a case study based on
Texas power system. In these papers, it has been demonstrated
that, while wind variability can increase the price, demand
response can be an alternative to provide the opposite effect
to help reduce that price volatility. Nonetheless, in the above
mentioned studies, the energy management schemes have not
been investigated in the generation scheduling problem and
they have not been studied from a GENCOS point of view.

In [19]–[22], the optimal value of incentive is designed to
motivate the end users to reduce their demand at peak period to
minimize the daily cost of generation scheduling and UC prob-
lems. UC and generation scheduling problems determine the
status of each generation unit for being “on” or “off” and the
generation level of each unit, respectively. In [19] and [20],
the reaction of end users has been modeled based on the price
elasticity of demand and their social welfare in the UC and
generation scheduling problem. In these papers, linear func-
tion has been considered in the benefit function of the end
users customers. Also, it has been demonstrated that the coo-
peration of GENCOS with the end users and implementing an
optimal scheme of energy management in combined emission
and generation scheduling problem has a high potential for
reducing cost of power generation and carbon emission level
of the thermal power plants. In [21] and [22], nonlinear mod-
els for benefit function of the end user customers have been
considered in the generation scheduling and UC problems. In these papers, it is concluded that obtaining the minimum cost for system using an unsuitable scheme of demand response program or unrealistic model of responsive load is not possible. In addition, in [22], it is recommended that comprehensive studies and modeling are needed to realistically characterize the responsive end users behavioral model. Nevertheless, in the above mentioned papers, the reaction of end users has been modeled using just some pure mathematical and static models, but the demand of active end users (such as SHs) dynamically changes due to rescheduling of their energy resources (for minimizing their operation cost) and variable power of renewables.

In [23] and [24], the benefits of energy management and demand response have been investigated in the power markets. In [23], the U.S. Department of Energy studied the benefits of implementing demand response programs. These benefits include participant financial benefits (cost savings and incentive payments earned by the customers), market-wide financial benefits (lower wholesale market prices), reliability benefits (operational security and adequacy savings), and market performance benefits (mitigating suppliers’ ability to exercise market power on customers). In [24], the impact of demand response on market clearing and locational marginal price of a power system has been investigated. In this paper, demand response has been formulated as the linear price-sensitive demand bidding curves that includes load shifting and load curtailment. Nonetheless, the energy management of SHs has not been investigated in generation scheduling and UC problems of the GENCO. In [25], just a UC problem has been solved without considering demand response.

In [26]–[31], just the energy scheduling problem of an SH has been investigated; however, the effects of energy scheduling of SHs on the generation scheduling and UC problems of a GENCO have not been investigated. In [32], optimal energy retrofit plan has been applied to a real stock of public buildings in Bari, Italy, based on efficiency, sustainability, comfort of occupants, and the available financial resources. In [33], in order to determine the time and value of purchasing electricity from the grid in a cyber-physical system, the real-time grid electricity prices along with the predicted value of demand and supply are utilized in an optimization-based decision maker.

Compared to the previous studies, the presented study in this paper is the first study that considers the interaction between a GENCO and SHs through the price-controlled energy management to maximize the daily profit of the GENCO and minimize the operation cost of each SH.

### III. Proposed Technique

The proposed optimization technique for solving the complex problem is a bi-level optimization framework that are presented and described in the following.

#### A. Proposed Technique for Solving Generation Scheduling and UC Problems of GENCO

1) Price-Controlled Energy Management: For every scheme of price-controlled energy management [modifying the electricity price at peak using \( \rho_{EM} \), as can be seen in (1)] introduced by the GENCO, the SHs react and optimally reschedule their energy resources. Then, the energy scheduling and UC problems of the GENCO are optimally solved. The energy management of SHs is performed for every possible value of \( \rho_{EM} \), and finally the optimal scheme of energy management (optimal value of \( \rho_{EM} \)) is determined based on the maximum value of profit of the GENCO over the operation period (one day). Herein, \( \rho_{EM} \), as the variable of price-controlled energy management scheme, can take zero, positive, and negative values. Algorithm 1 presents the pseudo code for finding the optimal scheme of energy management of SHs by the GENCO.

\[
\tilde{\pi}_t = \begin{cases} 
\pi_t + \rho_{EM} & t \in \text{peak period} \\
\pi_t & t \notin \text{peak period}.
\end{cases}
\]  

2) Optimization Technique for UC Problem of the GENCO: The UC problem is as an optimization problem that determines the statuses of generation units to minimize the overall cost of system considering the operational constraints of generation units and the system. Herein, GA is applied to solve the UC problem of the GENCO. The objective function of the GENCO is maximizing its daily profit that includes income from selling electricity to the customers and cost terms due to fuel cost, emission cost, and start-up and shut-down costs of generation units. Therefore, the GENCO needs to design an optimal price-controlled energy management scheme (optimal scheme of electricity price) to maximize its electricity selling income, and also to optimally schedule its generation units to minimize their operation costs.

Herein, a chromosome is defined as the representative of statuses of the generation units at every hour of the operation period (variable of the problem), as can be seen in Fig. 2. In this regard, “1” means on and “0” means off for each generation unit (G1–G6). Also, the daily profit of GENCO is defined as the fitness of every chromosome, and then the GA tries to maximize the fitness of chromosomes.

In the following, the steps for applying the GA in the UC problem of the GENCO are presented and described. The problem inputs are the hourly demand level of system (sum of hourly demand of passive end users and the updated hourly demand of SHs due to their reaction with respect to the energy price) and the predicted daily load of the system (DPASS) for the operational period. Also, the fuel cost, emission cost, and start-up and shut-down costs of generation units are considered in the UC problem.
management scheme) and all the technical data of the generation units and problem presented in Table III. Also, the outputs of problem include the optimal generation level of each generation unit at every hour of a day that maximize the daily profit of GENCO.

**Step 1 (Obtaining the Primary Data):**
1) **Parameters for Applying GA**: These parameters include the mutation probability of the genes ($\theta^\text{Mut}$) and the size of the population ($n_c$) as the number of the chromosomes.
2) **Parameters of the System Under Study**: The values of all the parameters of the generation system and problem are obtained (Table III). Also, the value of variable of energy management scheme (PFBS) is determined using (3), which is proportional to the fitness of the chromosome. Herein, $n_c$ is the number of chromosomes in the population and $a_c$ is the acceptance indicator of a chromosome for the new population

$$\theta^\text{PFBS}_c = \frac{\text{fit}_c}{\text{Max}\{\text{fit}_1, \ldots, \text{fit}_{n_c}\}} \times 100.$$  

**Step 4 (Checking Termination Criterion)**: In this step, the convergence status of the optimization procedure is checked. Based on this, the values of improvement in the fitness of the chromosomes of the old and new populations are computed and if there is no significant improvement in them, the optimization process is finished, otherwise, the algorithm is continued from step 2.

**Step 5 (Introducing the Outcome)**: The consequences include the maximum value of daily profit of GENCO, the optimal commitment status and optimal generation level of units at every hour of the day.

3) **Optimization Technique for Generation Scheduling Problem of the GENCO Using Lambda-Iteration Economic Dispatch**: Herein, the status of generation units (determined by the GA in Section III-A2) and the demand level of system and all the technical data of generation units (presented in Table III) are the input of problem. Moreover, the outputs include the optimal generation level of each generation unit at every hour of the day.

When the statuses of generation units are determined by GA, lambda-iteration economic dispatch method [34] is applied to solve the generation scheduling problem of the GENCO. The lambda-iteration economic dispatch includes finding the real power generation for each generation unit to minimize the total cost of the generation system subject to the equality constraint (supply-demand balance constraint) and inequality constraints (upper and lower power limits of every generation unit) [34]. Herein, $P$, Cost$^F$, and Cost$^E$ are the power level, fuel cost, and emission cost of a generation unit, respectively. Also, $D$ is the total demand of system. In addition, $g$ and $Ng$ are the indices of a generation unit and total number of units of the GENCO, respectively

$$\min \left\{ \sum_{g=1}^{Ng} \text{Cost}^F_{g,t} + \text{Cost}^E_{g,t} \right\}$$

subject to

$$\sum_{g=1}^{Ng} P_{g,t} = D_t.$$  

The lambda-iteration economic dispatch method considers the equality constraint and solves the generation scheduling problem iteratively using the Lagrangian multipliers, as can be seen in (6)–(8). The marginal generation cost of system ($\lambda$) is the change in the total cost that arises when the amount of electricity produced is incremented by one power unit (1 MW). Herein, $\lambda$ is a variable and its optimal value results in the minimum cost of problem

$$L_t = \sum_{g=1}^{Ng} \left( \text{Cost}^F_{g,t} + \text{Cost}^E_{g,t} \right) + \lambda \left( D_t - \sum_{g=1}^{Ng} P_{g,t} \right)$$

$$\frac{\partial L_t}{\partial P_{g,t}} = 0, \forall g$$

$$\frac{\partial L_t}{\partial \lambda} = 0, \forall g.$$
Solving (6)–(8) result in (9) and (10)

\[
\sum_{g=1}^{Ng} P_{g,t} = D_t \tag{9}
\]

\[
\frac{\partial}{\partial P_{g,t}} \left( \text{Cost}^{F}_{g,t} + \text{Cost}^{E}_{g,t} \right) = \lambda, \quad \forall g. \tag{10}
\]

The generation units have minimum and maximum limits on their generation level that must be considered in the generation scheduling problem. Herein, the Kuhn–Tucker conditions [presented in (11)] complete the Lagrangian multipliers by adding the inequality constraints (minimum and maximum generation limits of every UNIT) as the additional terms, as can be seen in (11) [34]

\[
\begin{align*}
\frac{\partial}{\partial P_{g,t}} \left( \text{Cost}^{F}_{g,t} + \text{Cost}^{E}_{g,t} \right) & \leq \lambda P_{g,t} = p_{\text{max}}^g, \\
\frac{\partial}{\partial P_{g,t}} \left( \text{Cost}^{F}_{g,t} + \text{Cost}^{E}_{g,t} \right) & = \lambda P_{g,t} \leq p_{\text{min}}^g, \\
\frac{\partial}{\partial P_{g,t}} \left( \text{Cost}^{F}_{g,t} + \text{Cost}^{E}_{g,t} \right) & \geq \lambda P_{g,t} = p_{\text{min}}^g.
\end{align*}
\]

By solving equality constraints [presented in (9) and (10)] and inequality constraint [presented in (11)], the lambda iteration economic dispatch method outputs the optimal generation level of each generation unit.

### B. Proposed Technique for Solving Energy Scheduling Problem of SH

In the following, different parts of the proposed technique for solving energy scheduling problem of an SH is presented.

1) Scenario-Based Stochastic Optimization: In this paper, in order to address the uncertainty and variability concerned with the power of PV panels, a scenario-based stochastic optimization approach is applied. Herein, a large number of effective and diverse scenarios are comprehensively defined for addressing the predictions uncertainties.

   a) Forecasting value of uncertain states: The power of PV panels depends on the value of solar irradiance that it absorbs. However, solar irradiance has a large degree of variability and uncertainty. Herein, based on the historical values of solar irradiances, the value of solar irradiances (ρ) over the optimization time horizon [for every 5-min step of the next 2 h (n_T is 24)] are predicted using the neural network available in MATLAB. The historical data of the solar irradiances are the real solar irradiances recorded in Clemson, SC, USA, in July 2014. About 70% of the data is used for training the neural network and 30% of the data is used for validation and testing. The set of predicted solar irradiances (̂ρ) are presented in (12). Herein, 288 5-min steps indicate one day as the operation period

\[
\{ \hat{\rho}_{t+1}, \ldots, \hat{\rho}_{t+n_T} \}, n_T = 24, t \in T, T = [1, \ldots, 288]. \tag{12}
\]

   b) Modeling uncertainties of forecasted data: Fig. 3 illustrates the predicted and measured solar irradiances for the current time step (t, with a 5-min time duration) and past time steps (1, 2, \ldots, t – 1), and also the predicted solar irradiances for every time step of the optimization time horizon (t + 1, \ldots, t + n_T). The previously forecasted solar irradiances (̂ρ) are compared with the real solar irradiances (measured data) and the values of error of the predictions are calculated. Next, the mean value of the prediction errors (μ_Eₚ) is calculated. The value of μ_Eₚ is updated in the next predictions in the optimization procedure of the problem over the operation period (1, 2, \ldots, t, \ldots, 288).

The important factor in defining the scenarios is comprehensively considering the most probable values for the estimated solar irradiances over the optimization time horizon. In other words, the defined scenarios should consider almost all the possibilities for the estimated values of uncertain state of the problem, and also they should have diversity (no similarity). Herein, the estimated values of solar irradiance are considered to be under equal, equal to, and above its predicted values (̂ρ₁ + μ_Eₚ, ̂ρ, ̂ρ₁ – μ_Eₚ), as the most logical values. In addition, it is considered that the estimated values can be changed over the time steps of optimization time horizon. Based on this, ten diverse scenarios (s ∈ S, S = {1, \ldots, n_S}, n_S = 10) are defined for the estimated solar irradiances with equal occurrence probabilities (Ω⁴), that is, each 10%. Fig. 4 shows the defined scenarios for the uncertain state of the problem (solar irradiance) at every time step (every 5 min) over the optimization time horizon (next 2 h). In this figure, the codes 1, “2,” and “3” represent ̂ρ₁ + μ_Eₚ, ̂ρ, and ̂ρ₁ – μ_Eₚ, respectively.
In fact, at every time step \((t)\), the problem is solved ten times and every time, one of the scenarios is applied for the value of solar irradiances, and finally the operation cost of SH is calculated as the expected value of operation costs of the ten scenarios.

C. Optimization Technique for Energy Scheduling of SH

Herein, the demand level of SH and all the technical data of energy resources of SH (DG, battery, and PV panels) presented in Table I and Figs. 7–10 are the input of problem and the outputs include the optimal generation level of energy resources and optimal electricity transaction of SH with GENCO.

The energy scheduling problem of the SH is an MINLP problem. The discrete variables of the problem and the continuous variables of the problem are presented in (13) and (14), respectively. Herein, \(x_{DG}^{t}\) and \(x_{B}^{t}\) are the status of DG and battery and \(P_{DG}^{t}\), \(P_{B}^{t}\), and \(P_{Grid}^{t}\) are the power of DG, power of battery, and power transacted between the SH and GENCO. The values of 0 and 1 for \(x_{DG}^{t}\) mean off and on, respectively. Also, the values of “−1,” “0,” and 1 for \(x_{B}^{t}\) mean charging, idle, and discharging, respectively

\[
\begin{bmatrix}
 x_{DG}^{t} & \ldots & x_{DG}^{t+n_{T}} \\
 x_{B}^{t} & \ldots & x_{B}^{t+n_{T}} \\
 P_{DG}^{t} & \ldots & P_{DG}^{t+n_{T}} \\
 P_{B}^{t} & \ldots & P_{B}^{t+n_{T}} \\
 P_{Grid}^{t} & \ldots & P_{Grid}^{t+n_{T}} \\
\end{bmatrix}
\]

(13)

\[
\begin{bmatrix}
 x_{DG}^{t} & \ldots & x_{DG}^{t+n_{T}} \\
 x_{B}^{t} & \ldots & x_{B}^{t+n_{T}} \\
 P_{DG}^{t} & \ldots & P_{DG}^{t+n_{T}} \\
 P_{B}^{t} & \ldots & P_{B}^{t+n_{T}} \\
 P_{Grid}^{t} & \ldots & P_{Grid}^{t+n_{T}} \\
\end{bmatrix}
\]

(14)

In this paper, similar to the optimization technique presented in this paper, GA-LP technique as the combination of GA and LP is applied to solve the energy scheduling problem of the SH. Based on this, the dimensions of chromosome defined in the GA are \(n_{T} \times 3\), as can be seen in Fig. 5. Herein, one bit (gene) for indicating the status of DG (0 for off and 1 for on) and 2 bits for indicating the status of battery (“00” for idle, “01” for discharging, and “11” for charging) are considered. The procedure for applying GA in the energy scheduling problem of an SH is similar to one presented in Section III-A2.

IV. MATHEMATICAL FORMULATION

In this section, the mathematical formulations for UC problem of a GENCO and energy scheduling problem of an SH are presented.

A. Mathematical Formulation for UC Problem of GENCO

1) Objective Function of GENCO: The objective function of the GENCO over the operation period (one day) is presented in (15). As can be seen, it includes income due to selling electricity to the customers, the fuel cost of generation units, the greenhouse gas emissions cost of generation units, the start-up cost of de-committed units, and the shut-down cost of committed units

\[
\text{OF} = \max \sum_{t=1}^{N_{t}} \left[ \text{Income}_{SELL}^{t} - \sum_{g=1}^{N_{g}} \left( \text{Cost}_{F,g}^{t} + \text{Cost}_{STU}^{t} + \text{Cost}_{SHD}^{t} \right) \right].
\]

(15)

2) Income and Cost Terms of GENCO: In the following, the income and cost terms of the objective function are described.

a) Income of GENCO due to selling electricity: The income term is related to the selling electrical energy to all the end users. Thus, the income term depends on the values of demand of passive customers \((D_{PASS}^{t})\), demand of SHs \((D_{SH}^{t})\), and the price of electricity at every hour of a day. The value of \(\pi_{t}\), as the updated value of electricity price at every hour of the day, has been defined in (1)

\[
\text{Income}_{SELL}^{t} = \sum_{t=1}^{N_{t}} \left( D_{PASS}^{t} + D_{SH}^{t} \right) \times \pi_{t}.
\]

(16)

b) Fuel cost of generation units: The fuel cost of every generation unit \((\text{Cost}_{F}^{t})\) is a quadratic polynomial of power unit \((P)\) [6], [34]. In other words, the generation unit consumes more fuel per power unit when its power is in the upper level compared to the value of consumed fuel per power unit in the lower level. \(\alpha_{F}^{1}\), \(\alpha_{F}^{2}\), and \(\alpha_{F}^{3}\) are fuel cost coefficients of the generation unit and \(g\) is index of a generation unit

\[
\text{Cost}_{F,g}^{t} = \alpha_{F,g}^{1} \times (P_{g,t})^{2} + \alpha_{F,g}^{2} \times (P_{g,t}) + \alpha_{F,g}^{3}. \quad (17)
\]

c) Greenhouse gas emissions cost of generation units: The greenhouse gas emissions cost of every generation unit is a quadratic polynomial of power unit \((P)\) [6], [34]. \(\beta_{E}^{1}\), \(\beta_{E}^{2}\), and \(\beta_{E}^{3}\) are emission coefficients of the generation unit and \(\beta_{E}\) is emission cost factor

\[
\text{Cost}_{E,g}^{t} = \beta_{E} \times \left( \alpha_{E,g}^{1} \times (P_{g,t})^{2} + \alpha_{E,g}^{2} \times (P_{g,t}) + \alpha_{E,g}^{3} \right). \quad (18)
\]

d) Start-up cost and shut-down cost of generation units: The start-up cost of a de-committed unit \((\text{Cost}_{STU}^{t})\) and shut-down cost of a committed unit \((\text{Cost}_{SHD}^{t})\) at every hour of the operation period are presented in (19) and (20), respectively. In other words, starting a generation unit up or shutting a generation unit down is not free and imposes costs about \(\text{Cost}_{STU}\) and \(\text{Cost}_{SHD}\), respectively. Herein, \(x_{G}^{t}\) indicates the status of generation unit, where 1 and 0 mean on and off, respectively

\[
\text{Cost}_{STU}^{t} = \alpha_{g}^{STU} \times (1 - x_{g}^{t}) \times x_{g}^{t-1} \quad (19)
\]

\[
\text{Cost}_{SHD}^{t} = \alpha_{g}^{SHD} \times x_{g}^{t-1} \times (1 - x_{g}^{t}) \quad (20)
\]

3) Constraints of System in Operation Problem: In the following, the system and generation units’ constraints are presented and explained.
a) System power balance constraint: The power-demand balance constraint of the system that must be held in every time step of the operation period is presented as follows:
\[
\sum_{g=1}^{N_g} P_{g,t} \times x_{g,t}^G = D_t^{\text{PASS}} + D_t^{\text{SHs}}. \tag{21}
\]

b) System minimum generation constraint: The constraint of minimum power of the system generated by the on units for every hour of the operation period is presented as follows:
\[
\sum_{g=1}^{N_g} P_{g,t}^{\min} \times x_{g,t}^G \leq D_t^{\text{PASS}} + D_t^{\text{SHs}}. \tag{22}
\]

c) System maximum generation constraint considering spinning reserve: The maximum generation of the power system considering spinning reserve level (SR) provided by the on units for every hour of the operation period is presented as follows:
\[
\sum_{g=1}^{N_g} P_{g,t}^{\max} \times x_{g,t}^G \geq D_t^{\text{PASS}} + D_t^{\text{SHs}} + \text{SR}_t. \tag{23}
\]

d) Generation units’ power constraint: The maximum and minimum power constraints of every generation unit at every hour of the operation period is presented as follows:
\[
P_{g,t}^{\min} \leq P_{g,t} \leq P_{g,t}^{\max}. \tag{24}
\]

e) Generation units’ ramp-up rate and ramp-down rate constraints: The ramp-up rate (RUR) and ramp-down rate (RDR) constraints of every generation unit at every hour of the operation period are presented as follows, respectively:
\[
(P_{g,t+1} - P_{g,t}) \leq \text{RUR}_g \tag{25}
\]
\[
(P_{g,t} - P_{g,t+1}) \leq \text{RDR}_g. \tag{26}
\]

f) Generation units’ minimum “off time” and minimum “on time” constraints: The minimum off time (MDT) and minimum on time (MUT) constraints of every generation unit at every hour of the operation period are presented as follows:
\[
\text{OFFT}_{g,t} \geq \text{MDT}_g \tag{27}
\]
\[
\text{ONT}_{g,t} \geq \text{MUT}_g. \tag{28}
\]

B. Mathematical Formulation for Energy Scheduling of SH

1) Objective Function of SH: As can be seen in (29), the objective function (OF) of an SH is minimizing operation cost terms in every scenario \( s \in S \) weighted by the corresponding occurrence probability \( \Omega_{PV}^s \) over the optimization time horizon (next 2 h). In other words, the optimization problem is solved for every scenario of power (solar irradiance) of PV panels [presented in (12) and Fig. 4] and then the value of cost terms are multiplied with the value of probability of scenario. The cost terms include fuel cost of DG \( (C_{\text{DG}}) \), emission cost of DG \( (C_{\text{E,DG}}) \), start-up cost of DG \( (C_{\text{STU,DG}}) \), shut-down cost of DG \( (C_{\text{SHD,DG}}) \), switching cost of battery \( (C_{\text{SW,B}}) \), and the value of income or cost due to electricity transaction with GENCO \( (P_{\text{Grid}} \times \pi) \)
\[
\text{OF} = \min \left\{ \sum_{s \in S} \Omega_{PV}^s \times \left\{ \left[ C_{\text{DG}}^{x_{i,t}} + C_{\text{E,DG}}^{x_{i,t}} \right] + \left[ (1 - x_{i,t}) \times C_{\text{STU,DG}} + x_{i,t} \times C_{\text{SHD,DG}} \right] \right\} \right\} \tag{29}
\]

where

\[
\begin{align*}
\pi_{\text{GENCO}}^{x_{i,t}} &= \begin{cases} 
\pi_{\text{GENCO}}^{x_{i,t}} & \text{if } P_{\text{Grid}}^{x_{i,t}} > 0 \\
\psi \times \pi_{\text{GENCO}}^{x_{i,t}} & \text{if } P_{\text{Grid}}^{x_{i,t}} < 0
\end{cases} \tag{30}
\end{align*}
\]

The switching of battery \( x_{i,t}^{B} \) is determined using (30). If the status of battery in the current time step \( x_{i,t-1}^{B} \) is the same as the previous time step \( x_{i,t-1}^{B} \), the switching indicator is zero; otherwise, it is one.

In (31), \( \psi \) is the coefficient applied by the GENCO to determine the price of selling power to the GENCO by an SH based on the net energy metering (NEM) plan [7]. In the NEM plan, every SH can deliver its extra power to the grid and sell it to the GENCO at a lower price compared to the purchasing price from the GENCO [7]. Herein, \( P_{\text{Grid}}^{x_{i,t}} > 0 \) means that the SH purchases power from the GENCO and \( P_{\text{Grid}}^{x_{i,t}} < 0 \) means that the SH sells power to the GENCO.

The fuel cost function and carbon emissions function of every DG are quadratic polynomials presented in (32) and (33), respectively [6], [34]. Herein, the set of \( \zeta_1^{E}, \zeta_2^{E}, \zeta_3^{E} \) and \( \zeta_1^{F}, \zeta_2^{F}, \zeta_3^{F} \) are the fuel cost coefficients and carbon emissions coefficients of the DG, respectively. Also, \( \beta_E \) is the value of penalty for carbon emissions
\[
\begin{align*}
C_{i,t}^{E,DG} &= \zeta_1^{E} \times (P_{i,t}^{G})^2 + \zeta_2^{E} \times (P_{i,t}^{G}) + \zeta_3^{E} \tag{32} \\
C_{i,t}^{E,DG} &= \beta_E \times \left( \zeta_1^{F} \times (P_{i,t}^{G})^2 + \zeta_2^{F} \times (P_{i,t}^{G}) + \zeta_3^{F} \right). \tag{33}
\end{align*}
\]

The value of switching cost of the battery is determined based on the value of total cumulative ampere-hours throughput of the battery \( (\xi_B) \) in its life cycle and the value of the initial price of the battery \( (P_{B}) \). In fact, considering this cost term prevents the battery from unnecessary switching that is harmful to its life span
\[
C_{i,t}^{\text{SW,B}} = \frac{P_{B}}{\xi_B}. \tag{34}
\]

2) Constraints of the Problem: In the following, the constraints of problem that must be held in every SH and at every time step of the operation period are presented and described.
a) Supply demand balance: The sum of power of the DG, the power of the PV panels, the power of the battery, and the transacted power with the GENCO through the grid must be equal to load demand \( (P_L) \) for every SH and in each time step of the operation period
\[
\left( x_{t,s}^\text{DG} \times P_{t,s}^\text{DG} \right) + \left( b_{t,s} \times P_{t,s}^\text{B} \right) + P_{t,s}^\text{PV} + P_{t,s}^\text{Grid} = P_L^t. \tag{35}
\]
The output power of the PV panels \( (P_{t,s}^\text{PV}) \) is a nonlinear function of the estimated solar irradiance \( (\rho) \), as can be seen in (36) [35]. Herein, \( \rho^0 \) and \( \rho^c \) are the solar irradiance in the standard environment set as 1000 W/m\(^2\) and certain solar irradiance point set as 150 W/m\(^2\). Also, \( P_{t,s}^\text{PV} \) indicates the rated power of the PV panels
\[
P_{t,s}^\text{PV} = \begin{cases} P_{t,s}^\text{PV} \times \frac{(\rho_{t,s})^2}{\rho^0 \times \rho^c}, & \rho_{t,s} \leq \rho^c \\ P_{t,s}^\text{PV} \times \frac{\rho_{t,s}}{\rho^c}, & \rho_{t,s} > \rho^c. \end{cases} \tag{36}
\]

b) Power limits of the DG: The maximum power limit \( (P_{t,s}^\text{DG}) \) and minimum power limit \( (P_{t,s}^\text{DG}) \) of a DG are presented in (37). In other words, the DG cannot generate power beyond the limits
\[
P_{t,s}^\text{DG} \leq P_{t,s}^\text{DG} \leq P_{t,s}^\text{DG}. \tag{37}
\]
c) Minimum up/down time limits of the DG: The duration that the DG is continuously on \( (\Delta t_{\text{DG,ON}}) \) and off \( (\Delta t_{\text{DG,OFF}}) \) must be more than the rated minimum up time \( (\text{MUT}_{\text{DG}}) \) and minimum down time \( (\text{MDT}_{\text{DG}}) \), as can be seen in (38) and (39), respectively. In other words, the DG cannot be started up immediately after it has been shut down and vice versa. Also, the time interval that the DG is continuously on (or off) is determined based on the time that has passed from the last start-up time (or shut-down time) of the DG
\[
\begin{align*}
\Delta t_{\text{DG,ON}} &\geq \text{MUT}_{\text{DG}}, \\
\Delta t_{\text{DG,OFF}} &\geq \text{MDT}_{\text{DG}}. \tag{38, 39}
\end{align*}
\]
d) Power limits of the battery: The battery can act as a load or generator by being charged or discharged, respectively; however, the value of power of the battery must be in the rated range, as can be seen in (40). Herein, \( \bar{P}^B \) is the value of rated power of the battery
\[
\bar{P}^B = P_{t,s}^B \leq P_{t,s}^B \leq \bar{P}^B. \tag{40}
\]
e) Depth of discharge limit of the battery: In order to prolong the life time of the battery, the battery must not be discharged more than the allowable depth of discharge (DOD). Moreover, the battery has a definite capacity that cannot be charged more than that, as can be seen in the following equation:
\[
\text{DOD}^B \leq \text{SOC}_{t,s}^B \leq 100. \tag{41}
\]

V. SIMULATION AND RESULTS

All the simulations are conducted in MATLAB environment using an Intel Xeon Server with 64-GB RAM. The number of chromosomes in the population \( (n_c) \) and the value of mutation probability of the genes \( (\theta_{\text{Mut}}^t) \) in the applied GA are considered about 100% and 10%, respectively.
TABLE I
TECHNICAL DATA OF SHS WITH DIFFERENT TYPES OF SOURCES

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^c$</td>
<td>$\text{kWh}^2$</td>
<td>0.324</td>
<td>0.491</td>
<td>0.843</td>
</tr>
<tr>
<td>$x^0$</td>
<td>$\text{g/kWh}$</td>
<td>41.66</td>
<td>40.85</td>
<td>46.04</td>
</tr>
<tr>
<td>$x_1$</td>
<td>$\text{kg/kWh}^2$</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>$x_2$</td>
<td>$\text{kg/kWh}$</td>
<td>1.39</td>
<td>1.61</td>
<td>1.94</td>
</tr>
<tr>
<td>$x_3$</td>
<td>$\text{kg}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p^{DG}$</td>
<td>$\text{kW}$</td>
<td>15</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$p^{Bat}$</td>
<td>$\text{kW}$</td>
<td>40</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>$MUT^{DG}$</td>
<td>$\text{Minute}$</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$MDT^{DG}$</td>
<td>$\text{Minute}$</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$p^{Bat}_{max}$</td>
<td>$\text{S}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$c^{Bat}_{max}$</td>
<td>$\text{S}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$c^{DG}$</td>
<td>$\text{S}$</td>
<td>20,000</td>
<td>20,000</td>
<td>20,000</td>
</tr>
<tr>
<td>$d^{DG}$</td>
<td>$\text{kWh}$</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>$d^{Bat}$</td>
<td>$\text{kWh}$</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>$\xi^{DG}$</td>
<td>$\text{Ah}$</td>
<td>100,000</td>
<td>100,000</td>
<td>100,000</td>
</tr>
</tbody>
</table>

Fig. 8. Forecasted power pattern for the PV panels (type 1) in a purely sunny day at every 5-min step of the operation period (one day).

Fig. 9. Forecasted power pattern for the PV panels (type 2) in a cloudy day at every 5-min step of the operation period (one day).

Fig. 10. Forecasted power pattern for the PV panels (type 3) in a cloudy day at every 5-min step of the operation period (one day).

Fig. 11. Electricity price proposed by the GENCO at every hour of the operation period (one day), before energy management.

Fig. 12. Hourly demand level of end users (MW).

TABLE II
DAILY OPERATION COST ($) OF SHS BEFORE ENERGY MANAGEMENT

<table>
<thead>
<tr>
<th></th>
<th>SH (Type 1)</th>
<th>SH (Type 2)</th>
<th>SH (Type 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation cost ($/day)</td>
<td>17.07</td>
<td>14.23</td>
<td>29.11</td>
</tr>
</tbody>
</table>

after implementation of optimal energy management scheme will be shown in Figs. 18 and 19.

B. Generation Scheduling and UC Problems of the GENCO

1) Characteristics of the Generation System: The technical characteristics of the generation units including the fuel cost coefficient of generation units, the emission coefficient of generation units, the power limits of units, the minimum up/down time of units, the ramp up rate and ramp down rate of units, and the start-up cost and shut-down cost of units, and the initial status of units are presented in Table III. Positive and negative numbers for the status of units mean on and off, respectively.

Moreover, the minimum value of spinning reserve at every hour of a day is assumed to be 10% of demand at the
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same hour. Furthermore, the value of penalty for greenhouse gas emissions is assumed about $10 per ton based on the California Air Resources Board auction of greenhouse gas emissions [36]. The number of chromosomes of GA (for indicating the status of generation units over the operation period) in the population ($n_c$) and the value of mutation probability of genes ($\theta_{Mut}$) are considered to be 100% and 10%, respectively.

2) Results:
   a) Without energy management: Table IV presents the generation level of units at every hour of the operation period (one day) before energy management. As can be seen, generators G1–G5 as the least expensive generation units are operated all the day, while G6 as the most expensive and pollutant generation unit is utilized just in a short period of time. In this condition, the daily profit of GENCO is determined about $6684. Fig. 15 illustrates the convergence trend for the optimization problem of the GENCO before EM. Herein, the value of fitness of the best chromosome of the population as the daily profit of the GENCO ($) is shown. As can be seen, the trend is leveled after 84 times updating.

   b) With optimal energy management: After optimal price-controlled energy management of responsive end users (SHs), it is realized that the optimal scheme of energy management is considering $-3 \text{$/MWh}$ for the value of $\rho_{EM}$, as is shown in Fig. 16. In other words, the electricity prices should be decreased at peak period instead of being increased. In this condition (implementation of optimal scheme of price-controlled energy management), the daily profit of GENCO is calculated about $14,243/day, which has 113% increase compared to before energy management. In fact, although the electricity is sold at the lower prices at peak period, the overall profit of GENCO is increased due to selling more electrical energy to the active end users (SHs).

   The generation level of units at every hour of the operation period after optimal energy management scheme ($\rho_{EM} = -3 \text{$/MWh}$) is shown in Table IV and Fig. 17.
TABLE V
GENERATION LEVEL OF UNITS (MW) AFTER OPTIMAL ENERGY MANAGEMENT

<table>
<thead>
<tr>
<th>Hour</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
<th>G5</th>
<th>G6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>143</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>144</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>143</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>142</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>150</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>145</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>176</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>200</td>
<td>120</td>
<td>100</td>
<td>33</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>158</td>
<td>75</td>
<td>51</td>
<td>69</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>160</td>
<td>75</td>
<td>52</td>
<td>70</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>169</td>
<td>75</td>
<td>59</td>
<td>77</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>152</td>
<td>75</td>
<td>46</td>
<td>64</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>200</td>
<td>150</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>200</td>
<td>104</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>200</td>
<td>112</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>200</td>
<td>132</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>172</td>
<td>75</td>
<td>62</td>
<td>79</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>200</td>
<td>200</td>
<td>120</td>
<td>100</td>
<td>56</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>200</td>
<td>175</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>200</td>
<td>120</td>
<td>100</td>
<td>49</td>
<td>10</td>
</tr>
<tr>
<td>21</td>
<td>200</td>
<td>200</td>
<td>120</td>
<td>100</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>200</td>
<td>199</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>200</td>
<td>98</td>
<td>120</td>
<td>100</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>200</td>
<td>184</td>
<td>15</td>
<td>85</td>
<td>15</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 16. Electricity price proposed by the GENCO before and after optimal energy management at every hour of the operation period (one day).

Fig. 17. Demand of passive end users, demand of active end users (SHs) before and after optimal energy management, and total demand of system before and after optimal energy management in MW at every hour of the operation period (one day).

Fig. 18. Demand level and the optimally scheduled power of DG and battery at every 5-min step of the operation period (one day) for an SH with type 1 (after optimal EM).

Fig. 19. Demand level and the optimally scheduled power of DG and battery at every 5-min step of the operation period (one day) for an SH with type 3 (after optimal EM).

Table VI shows the daily operation cost of SHs (with different types) and daily profit of GENCO before and after optimal energy management. As can be seen, the daily operation costs of all types of SHs are decreased and daily profit of GENCO is increased after optimal scheme of energy management. In other words, the social welfare of the complex system (consisting of GENCO and SHs) is increased after optimal energy management scheme.

c) Sensitivity and complexity analyses: The sensitivity plot of daily profit of GENCO with respect to the value of $\rho_{EM} (\$/MWh)$ is shown in Fig. 20. As can be seen, $-3 \$/MWh is the optimal value for $\rho_{EM}$. In other words, the electricity should be sold to the customers in a less price at peak period based on (1). As can be seen, the curve is a nonlinear function of $\rho_{EM}$. In other words, the relation between the daily profit of GENCO and the price-controlled energy management...
TABLE VI
DAILY OPERATION COST ($) OF SHS WITH DIFFERENT TYPES AND
DAILY PROFIT OF GENCO ($) BEFORE AND AFTER
OPTIMAL ENERGY MANAGEMENT

<table>
<thead>
<tr>
<th></th>
<th>Before EM</th>
<th>After optimal EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation cost of SH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Type 1) in $/day</td>
<td>17.07</td>
<td>14.53</td>
</tr>
<tr>
<td>Operation cost of SH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Type 2) in $/day</td>
<td>14.23</td>
<td>12.17</td>
</tr>
<tr>
<td>Operation cost of SH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Type 3) in $/day</td>
<td>29.11</td>
<td>23.31</td>
</tr>
<tr>
<td>Operation profit of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GENCO in $/day</td>
<td>6684</td>
<td>14243</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, price-controlled energy management of responsive customers (SHs) was investigated in the generation scheduling and UC problems of a GENCO to maximize the daily profit of GENCO. Due to electricity price changes, each SH reacted and rescheduled its own energy resources to minimize its daily operation cost applying a scenario-based stochastic optimization approach. In addition, the generation scheduling and UC problems of GENCO were solved using lambda-iteration economic dispatch and GA, respectively.

The simulation results demonstrated that optimal price-controlled energy management of the responsive end users (SHs) in the generation scheduling and UC problem is noticeably advantageous for the GENCO and even for the SHs, since it can increase the profit of GENCO and decrease the operation cost of every type of SH.

In order to maximize the daily profit of GENCO, it was proven that the value of profit is a nonlinear function of $\rho_{\text{EM}}$ (variable of energy management scheme). In other words, the relation between the daily profit of GENCO and the price-controlled energy management scheme is not predictable, thus a default scheme of energy management will not lead to the favorable results and the optimal scheme must be investigated.

It was intriguing to find out that in order to maximize the daily profit of GENCO, the electricity price at peak period must be decreased to motivate the SHs to purchase more electrical energy from the GENCO. In fact, although the electricity is sold in a lower price at peak period, the overall profit of GENCO is increased due to selling more electrical energy to the SHs.

As the extended and future work of this paper, it is recommended to model the reaction of other types of end users (in addition to SHs) based on the price elasticity of demand and their social welfare.
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