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Abstract—In Vehicle Delay Tolerant Networks (VDTNSs), cur-
rent routing algorithms select relay vehicles based on either
vehicle encounter history or predicted future locations. The
former method may fail to find relays that can encounter the
target vehicle in a large-scale VDTN while the latter method may
not provide accurate location prediction due to traffic variance.
Therefore, these methods cannot achieve high performance in
terms of routing success rate and delay. In this paper, we
aim to improve the routing performance in VDTNs. We first
analyze vehicle network traces and observe that i) each vehicle
has only a few active sub-areas that it frequently visits, and
ii) two frequently encountered vehicles usually encounter each
other in their active sub-areas. We then propose Active Area
based Routing method (AAR) which consists of two steps based
on the two observations correspondingly. AAR first distributes
a packet copy to each active sub-area of the target vehicle
using a traffic-considered shortest path spreading algorithm, and
then in each sub-area, each packet carrier tries to forward the
packet to a vehicle that has high encounter frequency with the
target vehicle. In addition to the basic AAR, we further propose
an Advanced AAR (AAAR). In the AAAR, we improve the
routing efficiency in each sub-area by exploiting spatio-temporal
correlation and developing three strategies for calculating spatio-
temporal correlation. Extensive trace-driven simulation demon-
strates that AAR produces higher success rates and shorter delay
in comparison with the state-of-the-art routing algorithms in
VDTNSs. Also, the simulation shows that our advanced AAAR
has better performances than our AAR.

Index Terms—VDTN, Active area, Routing algorithm

[. INTRODUCTION

Recently, the problem of providing data communications
in vehicle networks (VNETSs) has attracted a lot of attention.
Vehicle Delay Tolerant Networks (VDTNs) create a communi-
cation infrastructure composed by vehicle nodes, which offers
a low cost communication solution without relying on base
stations. In this paper, we focus on routing algorithms VDTNs
for data communications.

Current routing algorithms in VDTNs can be classified
to three categories: contact [1-4], centrality [5-7] and lo-
cation [8-11] based routing algorithms. Based on the fact
that vehicles which encountered frequently in the past tend
to encounter frequently in the future, contact based routing
algorithms relay packets according to the encounter history.
In centrality based algorithms, a packet carrier forwards the
packet to the vehicle with the highest centrality, i.e., the vehicle
that can encounter more vehicles. However, in the contact and
centrality based algorithms, a packet carrier may fail to find
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Fig. 1: Current routing algorithm vs. AAR.

relays that can encounter the target vehicle in a large-scale
VDTN with thousands of vehicles on a very large area, leading
to low routing efficiency.

Location based routing algorithms predict the future loca-
tions of vehicles, find the shortest path from the source vehicle
to the target vehicle, and select the vehicles with trajectories
on the shortest path as relay vehicles. These algorithms require
highly accurate prediction so that relay vehicles and the packet
carrier will be close to each other in a certain short distance
(e.g., less than 100 meters). However, it is difficult to achieve
accurate prediction because vehicles have high mobility and
vehicle trajectories are greatly influenced by many random
factors such as the traffic and speed of vehicles. Also, since
the shortest path is determined without considering the traffic,
there may be few vehicles on the path. Therefore, if the
selected relay vehicle is missed due to low prediction accuracy,
it is difficult to find other relay candidates, which leads to low
routing efficiency.

Therefore, current routing algorithms cannot achieve high
performance in terms of routing success rate and delay. In
this paper, we aim to improve the routing performance in
VDTNs. We first analyze real Vehicle NETwork (VNET)
Roma [12] and SanF [13] traces and gain the following two
observations: i) each vehicle has only a few active sub-areas
in the entire VDTN area that it frequently visits, and ii) two
frequently encountered vehicles usually have high probability
to encounter each other in their active sub-areas, while have
very low probability to encounter each other in the rest area
on the entire VDTN area. We then propose Active Area based
Routing method (AAR) which consists of two phases based
on the two observations correspondingly.

As shown in Figure 1, unlike the contact and centrality
based routing algorithms that search the target vehicle in the



entire VDTN area, AAR constrains the searching areas to the
active sub-areas of the target vehicle, which greatly improves
the routing efficiency. AAR first distributes a packet copy to
each active sub-area of the target vehicle, and then in each sub-
area, each packet carrier tries to forward the packet to a vehicle
that has high encounter frequency with the target vehicle.
Specifically, AAR consists of the following two algorithms
for these two steps.

Traffic-considered shortest path spreading algorithm. It
jointly considers traffic and path length in order to ensure there
are many relay candidates in the identified short paths to effi-
ciently distribute multiple packet copies. Figure 2 shows an ex-
ample of the basic idea of our traffic-considered shortest path
spreading algorithm. Current location based routing algorithms
relay the packet from road intersection a to b through the
shortest path (i.e., the dotted line) but fail to consider whether
there are enough relay vehicles in the path. If the shortest path
only consists of small roads with less traffic, it leads to a long
time for a packet to reach the target sub-area. In our spreading
algorithm, the packet is routed along the circuitous path (i.e.,
the solid line) which consists of main roads that are full of
traffic. Then, the packet can easily find next hop relay vehicle
and reach b faster in spite of the longer length of the path.
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By avoiding searching the non-active sub-areas of the
target vehicle as in the contact and centrality based routing
algorithms, AAR greatly improve routing efficiency. Instead
of pursuing the target vehicle as in the location based routing
algorithms, each packet copy in an active sub-area of the target
vehicle is relayed by vehicles with high encounter frequency
with the target vehicle, thus bypassing the insufficiently ac-
curate location prediction problem in location based routing
algorithms.

In addition to our basic design of AAR, we find that
vehicles have a high spatio-temporal correlation during the
experiments, which means that the current locations of target
vehicles are highly correlated to the current time. Therefore,
we further propose an Advanced AAR (AAAR). In the AAAR,
we improve the routing efficiency in each sub-area by predict-
ing target vehicles locations in a certain time period based
on the spatio-temporal correlation of vehicles. To be more
specific, we define the locations as different units. Then we
develop three strategies for calculating the most likely visiting
times of target vehicle on different road units. Further, based
on the visiting times, we try to relay packets to the road units
which are most likely to be visited by target vehicles at current

Fig. 2: An example of the
traffic-considered shortest path
spreading algorithm.

time. Once packets arrive the road units, they stay there to wait
the opportunity to encounter the target vehicles.

To sum up, the main contributions of this paper are as
follows:

1) We measure two real VNET Roma and SanF traces,
which serves as the foundation for our proposed routing
algorithm for VNETs.

2) We propose a traffic-considered shortest path spreading
algorithm to spread different copies of a packet to
different active sub-areas of the target vehicle efficiently.

3) We propose a contact based scanning algorithm in each
active sub-area of the target vehicle to relay the packet
to the target vehicle.

4) We propose an Advanced AAR (AAAR) by exploiting
the spatio-temporal correlation of the visiting times of
target vehicles on different road units.

The rest of this paper is organized as follows. Section II
presents the related work. Section IV measures and analyzes
the pattern of vehicles’ trajectories and the distance among
different encounter locations of pairs of vehicles in two real
VNET traces. Section V introduces the detailed design of
AAR. Section VI introduces the detailed design of AAAR.
In Section VII-C, the performances of AAR and AAAR are
evaluated by trace-driven experiments in comparison with the
state-of-the-art routing algorithms. Section VIII summarizes
the paper with remarks on our future work.

II. RELATED WORK

Current routing algorithms in VDTNs can be classified to
three categories: contact based [1-4], centrality based [14, 5—
7] and location based routing algorithms [9, 11, 8, 10].

In the category of contact based routing algorithms,
PROPHET [1] simply selects vehicles with higher encounter
frequency with target vehicles for relaying packets. PROPHET
is improved by MaxProp [2] with the consideration of the
successful deliveries history. R3 [3]considers not only the en-
counter frequency history, but also the history of delays among
encounters to decrease the routing delay performance. Zhu et
al. [4] found that two consecutive encounter opportunities
drops exponentially and based on the observation, improved
the prediction of encounter opportunity by Markov chain to
design the routing algorithm in vehicle networks.

In the category of centrality based routing algorithms,
PeopleRank [5] is inspired by the PageRank algorithm, which
calculates the rank of vehicles and forwards packets to the
vehicles with higher ranks. SimBet [6] identifies some bridge
nodes as relay nodes which can better connect the VNETSs by
centrality characteristics to relay packets. Instead of directly
forwarding packets to target nodes, Bubble [7] clusters the
nodes to different communities based on encounter history
and still utilizes the bridge nodes to forward packets to the
destination community. However, though vehicles with high
centrality can encounter more vehicles, they may not have
a high probability of encountering the target vehicle. Also,
the main problem in both contact and centrality based routing
algorithm is that packets may hardly encounter suitable relay
vehicle due to the low encounter frequencies among vehicles
in a large-scale VDTN.



In the category of location based routing algorithms,
GeOpps [8] directly obtains the future location of the target
vehicle from GPS data and spreads packets to certain geo-
graphical locations for routing opportunities through shortest
paths. GeoDTN [9] encodes historical geographical movement
information in a vector to predict the possibility that two
vehicles become neighbors. Wu er al. [10] exploited the
correlation between location and time in vehicle mobility when
they used trajectory history to predict the future location of
the target vehicle in order to improve the prediction accuracy.
Instead of predicting exact future location, DTN-FLOW [11]
divides the map to different areas and predict the future visiting
area of vehicles, which improves the routing performance
since it is much easier to predict the future visiting areas than
exact future locations. However, as indicated previously, the
location based algorithms may lead to low routing efficiency
due to insufficiently accurate location prediction due to traffic
and vehicle speed variance.

Some previous studies [15-18] have exploited the spatio-
temporal correlation in different scenario. Xu er al. [15]
observed that an event has spatio-temporal correlation in
wireless sensor networks and used this observation to solve
the delay tolerant event collecting problem by leveraging the
mobility of the sink node and the spatial-temporal correlation
of the event. Leontiadis et al. [16] developed an opportunistic
spatio-temporal dissemination system for vehicle networks,
in which the spatio-temporal correlation of vehicles is con-
sidered. Wei et al. [17] proposed a model to capture the
time dependent behaviors and periodic reappearances of nodes
at specific locations in wireless mobile networks. Chiara et
al. [18] identified three main properties that are fundamental
to characterize spatial and temporal correlation of human
mobility. Then, they proposed a mobility model that integrates
all these properties for reproducing the spatial and temporal
correlation of human mobility. However, their scenarios are
totally different from our scenario. Yuan et al. [19] predicted
the probability of visiting a location within a time limit of a
node considering the past visiting history. Such information is
further exploited to deduce the future contact probability of
two nodes for packet routing.

A number of multi-copy routing algorithms have been pro-
posed. Spyropoulos et al. [20] introduced a “spray” family of
routing schemes that directly replicate a few copies by source
vehicle into the network and forward each copy independently
toward the target vehicle. R3 [3] simply adopts the “spray”
routing schemes based on its own single-copy routing. Bian et
al. [21] proposed a scheme for controlling the number of
copies per packet by adding an encounter counter for each
packet carrier. If the counter reaches the threshold, then the
packet will be discarded by the packet carrier. Uddin et al. [22]
minimized the energy efficiency by studying how to control
the number of copies in a disaster-response applications, where
energy is a vital resource. However, in current multi-copy
routing algorithms, different copies of each packet may search
the same area on the entire VDTN area, which decreases
routing efficiency. AAR spreads different copies of each packet
to different active sub-areas of the target vehicle.
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III. IDENTIFICATION OF EACH VEHICLE’S ACTIVE
SUB-AREAS

Current routing algorithms search the target vehicle in the
entire VDTN map, which leads to low routing efficiency
since some routing paths may be outside of the active sub-
areas of the target vehicle. Using multi-copies to search in
different active sub-areas of the target vehicle can improve
routing efficiency. Because our trace measurement uses the
concept of each vehicle’s active sub-areas, we first introduce
our method of identification of each vehicle’s active sub-areas
in this section before we introduce our trace measurement.

A. Stability

Nodes in a VNET are usually sparsely distributed. There-
fore, it is preferable to identify active sub-areas by static GPS
history data which can be easily obtained. However, whether
the active sub-areas of vehicles stay stable from time to time
significantly influences the efficiency of routing in the system
design. Therefore, we first analyze the stability of the active
sub-areas of vehicles. We divide each of the two traces to 6
time intervals with equal length and count the top 5 frequently
visited road sections of all the vehicles at the end of each time
interval. Then, we calculate the percentage of changes from
one time interval to the next time interval and draw Figure 3.
The T'i — j on the x axis in Figure 3 means the changes from
time interval ¢ to time interval j. The y axis is the percentage of
the changes from one time interval to the next time interval. As
shown in Figure 3, the active sub-areas of vehicles tend to be
stable, which means that we can apply the recent GPS history
data to identify active sub-areas for future system design.

B. Active Sub-Area Ildentification

In the entire VDTN map, a road section is the road part
that does not contain any intersections and it is denoted by
the two IDs of intersections on its two ends such as ab in
Figure 2. Then, instead of searching target vehicle v on the
entire VDTN map, we only direct packets to search in the
road sections where the target vehicle v visits frequently. We
call these road sections the active road sections of vehicle v.
To be more specific, we define the set of active road sections
of vehicle v (denoted by .S,,) by:

Sy ={Vs € S|f(s,v) >r} (1)

where S is the set of all road sections, f(s,v) is the frequency
that vehicle v visits road section s; and r is a visit frequency
threshold. A smaller threshold r leads to more road sections in



the S, and a larger routing area and vice versa. In this paper,
we set 7 = 7 and » = 5 in Roma and SanF traces, respectively.

Sending a packet copy to each active road section of
the target vehicle generates many packet copies and high
overhead. Actually, sending a packet copy to a set of connected
active road sections is sufficient because the copy can be
forwarded to vehicles travelling along all these road sections
to search the target vehicle. We define an active sub-area of
a vehicle as a set of connected active road sections of the
vehicle. We propose a method to create the active sub-areas
of each vehicle by following rules.

(1) Each sub-area of a vehicle consists of connected road
sections of the vehicle so that a packet copy can scan the
entire sub-area for the target vehicle without the need of
traveling on the inactive road sections.

(2) Each sub-area of a vehicle should have similar number
of road sections so that the load balance on the size of
scanning sub-areas of multiple copies can be guaranteed.

Specifically, our active sub-area identification algorithm
works as follows:

(1) First, we transform the entire VDTN map to a graph. We
consider each road section as a node and connect two
nodes if the corresponding two active road sections share
the same road intersection. Also, we tag each node with
weight 1. Then, the areas division problem is translated
to a graph partition problem.

(2) Next, as shown in Figure 4, we continually select
a directly connected nodes with the smallest sum of
weights, remove the edges between these two nodes,
merge them to one node, and set its weight to the sum.
If all pairs of directly connected nodes have equal sum
of weights, we randomly select a node pair to merge.

(3) We repeat step (2) until the number of nodes equals
the number of active sub-areas required. Then, the
corresponding road sections in one node constitute an
active sub-area.

In the above process, two disconnected nodes cannot be
merged, which guarantees that the road sections in each active
sub-area are connected. Also, since the weight of a node
represents the number of road sections corresponding to the
node, merging two nodes with the smallest sum of weights can
constrain the difference between the number of road sections
in different active sub-areas. As a result, the above two rules
are followed, which facilitates the execution of our proposed
routing algorithm. The active sub-areas of each vehicle and the
entire VDTN map are stored in each vehicle in VDTN. When
a vehicle joins in the VDTN, it receives this information.

IV. TRACE MEASUREMENT

In order to design a new routing algorithm to improve the
performance of current routing algorithms, we first need to
better understand the pattern of vehicles’ trajectories and the
relationship between vehicle contact and location. Therefore,
we analyze the real-world VNET Roma and SanF traces
gathered by taxi GPS in different cities, referred to as Ro-
ma [12] and SanF [13]. The Roma trace contains mobility
trajectories of 320 taxies in the center of Roma from Feb. 1
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to Mar. 2, 2014. The SanF trace contains mobility trajectories
of approximately 500 taxies collected over 30 days in San
Francisco Bay Area. Our analysis focuses on following two
aspects:

1) Vehicle mobility pattern. We expect to find out whether
the movement of each vehicle exhibits a certain pattern.
If each vehicle frequently visits a few sub-areas in the
entire VDTN area, then our routing algorithm only needs
to search these sub-areas of a target vehicle in order to
improve routing efficiency.

2) Relationship between contact and location. Contact and
centrality based routing algorithms search vehicles that
have high encounter frequency with the target vehicle in
the entire VDTN area. If we can identify the locations
that the vehicles frequently meet the target vehicle, we
can reduce the relay search area to improve the routing
efficiency. Therefore, we expect to find out if such
locations can be identified.

A. Vehicle Mobility Pattern

In order to measure the pattern of vehicles’ mobility on the
entire VDTN area, we normalize the total driving time of each
vehicle to 100 hours and normalize its real visiting time on
each road section by:

100 x t(s;,v;)

i 2

%(Si, Ui) =
where s; denotes road section s;, v; denotes vehicle i, ¢(s;, v;)
is the normalized visiting time of vehicle v; on road section
Si, ty, is the real total driving time of vehicle v; and ¢(s;,v;)
is the real visiting time of vehicle v; on road section s;. We
then calculate the deviation of visiting time of vehicle v; (D,,)
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Fig. 7: The trajectory of a vehicle in the entire VDTN map.
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where S is the set of all the road sections in the entire VDTN
map and t,, is the average visiting time of vehicle v; per
road section. Since the total visiting time of each vehicle is
normalized to 100 hours and S is fixed, fvi is a fixed value
}—g? for any vehicle v;. Figure 5 shows the distributions of
the deviation of visiting time of vehicles in the Roma and
SanF traces. The high deviations of most vehicles indicate
that these vehicles’ trajectories are unevenly distributed among
road sections, and they frequently visit a few road sections.

Figure 7 shows two random vehicles’ trajectories in the
entire VDTN area in the Roma and SanF traces, respectively.
The blue points are the vehicles’ trajectories and the red points
are the road intersections on the entire VDTN areas. We can
find that the vehicles’ trajectories are concentrated in small
sub-areas in the entire VDTN areas, which confirm the results
in Figure 5.

Next, we measure the percentage of time of vehicles spent
on their active sub-areas. Figure 6 shows the distribution of the
percentage of time of vehicles spent on active area. As we can
see, most vehicles spent more than 90% of time on their active
sub-areas. Also, as shown in Figure 8, Our measurement shows
that usually the total size of active sub-areas of each vehicle is
smaller than 10% of the size of the entire VDTN area. From
Figures 5, 7 and 6, we conclude our first observation (O1) as
follows:

O1: Each vehicle has its own active sub-areas which are
usually very small comparing to the entire VDTN map.

Based on this observation, we can constrain the areas of
searching the target vehicle to its active sub-areas. Then,

s o 5 o
o X 5} ) .

g 05 S Roma g 05 § N SanF
8 204 8 £04

L il

o 3 E N

2 O'(l) mmm§§® g O'(l) m@mm‘@\i

O P & & & &
O & O
DOV )

0D PP
Ny LS
Y T
&

KN

Q" &Y
N
<9 '&
Distance (meters)

(b) SanF

Distance (meters)

(a) Roma
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routing of packets on inactive areas of the target vehicle can
be avoided and the routing efficiency can be improved.

B. Relationship between Contact and Location

First, we define a pair of vehicles as frequently encountered
pair of vehicles if they encounter more than 10 times. Then,
for any frequently encountered pair of vehicles v; and v; that
frequently meet each other, we calculate the average distance
d(v;, vj) by:

f: di(vi, vj)

d(’UZ‘, Uj) = =1

“4)
In|
where d;(v;,v;) is the shortest distance between the ith
encounter location and the shared active sub-areas of vehicles
v; and v;, and m is the number of encounters happened
between these two vehicles. Figure 9 shows the distribution
of the average distances of pairs of vehicles that encountered
frequently in the Roma and SanF traces. We find that for most
pairs of vehicles, their encounter locations are near by their
active sub-areas. Actually, most encounters are happened in
their active sub-areas (i.e., encounter locations with average
distance 0). Therefore, we conclude our second observation
(02) as follows:

O2: The frequently encountered vehicles usually encounter
each other in their active sub-areas.

Based on this observation, we can use contact based routing
in each active sub-area of the target vehicle rather than the
entire VDTN map, which will greatly improve the routing
efficiency.

V. ACTIVE AREA BASED ROUTING METHOD

Before introducing the detailed design of AAR, we first give
an overview of the routing process for a packet in AAR.

1) In the traffic-considered shortest path spreading algo-
rithm, the source vehicle spreads different copies of the
packet to the target vehicles’ active sub-areas through
paths with short distance and more traffic, as shown in
the left part of Figure 10. Different from current location
based routing algorithms, we identify the spreading path-
s with the consideration of not only the physical distance
of the paths but also the traffic condition in order to have
enough relay vehicle candidates in spreading, which
improves the spreading efficiency.



2) In the contact-based scanning algorithm, a packet copy
in an active sub-area continually scans the sub-area until
it encounters the target vehicle or a vehicle that can
encounter the target vehicle more frequently as a relay
vehicle, as shown in the right part of Figure 10. Since
the scanning focuses on the active sub-areas of the target
vehicle that it visits frequently and also encounters its
frequently encountered vehicles, the routing efficiency
is improved.

In the following, we in-
troduce these two algo-
rithms. As the work in [23],
we assume that each road
intersection is installed with
a road unit. The road unit
can send information to and
receive information from n-
earby vehicles and store in-
formation. The road units
help to calculate traffic, re-
ceive and forward packets.

Contact based Scanning
Traffic-considered * -
hortest path

kpreading

Target

Active sub-areas
. —  Our spreading path
Source ==+ Current spreading path

Fig. 10: An example of the
routing process.

A. Traffic-Considered Shortest Path Spreading

To spread the copies of a packet to different active sub-
areas of the target vehicle, as we indicated previously, if we
directly calculate the shortest path only based on the distance,
the identified path may have few vehicles to function as relays,
which leads to low routing efficiency. Therefore, our traffic-
considered shortest path spreading algorithm jointly considers
distance and traffic in selecting a spreading path. To spread
the multiple packet copies, the source vehicle can send a copy
to each sub-area individually, which however generates high
overhead. To handle this problem, our spreading algorithm
builds the spreading path tree that combines common paths
of different copies in copy spreading. For example, Figure 12
shows an example of such a spreading path tree to spread
packet copies to active sub-areas as shown in Figure 12, where
letters a — ¢ represents the road units. Then, the copies of a
packet are relayed to their responsible active sub-areas one
road unit by one road unit through vehicles. Each source vehi-
cle needs the traffic information in determining the spreading
path. Below, we first introduce how the traffic is calculated
and dynamically updated in each vehicle in Section V-Al.
We then introduce the details of our spreading algorithm in
Section V-B.

1) Road Traffic Measurement: Road traffic varies from time
to time. Therefore, it is necessary to measure the road traffic
dynamically. Each the road unit in each intersection measures
the traffic of each road section as follows:

(1) When a vehicle v passes intersection a, vehicle v sends
ID of the previous road unit it passed to road unit in
intersection a (denoted by ug).

(2) Road unit u, periodically updates the traffic in road
section ab by:

Ti, = oTi ! + (1 — )N, (5)

where T}/, is the traffic from intersection b to a at time ¢
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Fig. 11: The shortest path to Fig. 12: An example of spread-
different sub-areas. ing path tree.

and N{, is the number of vehicles that have pass through
intersection b to a during the time period.
Also, each vehicle updates its road traffic information via two
ways as follows:

1) When a vehicle v, passes road unit u,, road unit u,
sends its stored traffic information to vehicle v.

2) When vehicles v, and v, encounter each other, they
exchange their stored traffic information. Then, the vehi-
cles compare and update the traffic information of each
road section with updated information.

2) Building Traffic-considered Shortest Path Tree: Based on
the traffic information, we introduce our algorithm for each
vehicle to build the traffic-considered shortest path tree to
spread packet copies to different active sub-areas.

(1) First, we introduce a metric called traffic-considered
distance that jointly considers the distance and traffic
of a road section:

_

Tba

where T}, is the updated traffic from intersection b to
a, dpe is the physical distance length between b and a
and Dy, is traffic-considered distance from b to a. It
is not necessary that Dy, = Dg;. Using this metric in
selecting spreading path, we can find path with shorter
distance and higher traffic (i.e., more relay candidates),
which can improve the routing efficiency.

(2) Recall that an active sub-area of a target vehicle con-
sists of several connected road sections. In order to
successfully sends a packet copy to a sub-area, a source
vehicle must send the copy to an intersection of one road
section in the sub-area. To find the path with minimum
traffic-considered distance for a sub-area, the source
vehicle first builds a graph, in which the nodes are the
intersection it will pass and all the intersections of the
road sections in the sub-area, two nodes are connected
if their corresponding intersections are connected by a
road section, and the weight of each edge equals the
traffic-considered distance. It then finds the shortest path
to each road intersection using the Dijkstra algorithm.
Among these paths, it further picks up the shortest path
as the shortest path to the sub-area.

(3) After the source vehicle calculates the shortest paths to
all the active sub-areas of the target vehicle, it combines
the common paths in these shortest paths to build the
spreading path tree. For example, paths a — b — d — ¢,

Dy, (6)



Road | Time | Road | Time *i Tk
section | stamp | section | stamp S
ac 1:.01 fg 1:14
bd | 1:12 | fh | 1:03 | [eE oF B
cd | 000 | g | 1:09
of | 102 | hi | 106 W i
dg 1:13 hj 1:.05 .3 b
ef 1:16 ik 1:08 | | Sub-area x - Scanning path

Fig. 13: An example of the Fig. 14: An example of the s-
scanning history table. canning road section selection.

a—b—>d—e,a—-b—>d—>g—>ha—b—->d—
g— fanda — b — d— e — i are combined to a
tree by merging the same road intersections on different
paths (as shown in Figure 11 and Figure 12), so that
copies can be spread efficiently.

When the source vehicle arrives at the next road unit, i.e.,
Uq, it drops the packet to u,. When a vehicle travelling to road
unit uy passes ug, U, sends a packet copy to the vehicle, which
will drop the packet to up. up will send a copy to ug through a
vehicle travelling to u4. Then, u4 sends packet copies to three
vehicles travelling to u., ug and u, respectively. This process
repeats until all road units in the spreading path tree receive
a packet copy.

B. Contact-based Scanning in Each Active Sub-area

After a packet copy arrives at an active sub-area of the
target vehicle, the packet carriers (i.e., road units and vehicles)
use the contact-based scanning algorithm in the sub-area
to forward the packet to the target vehicle. As in current
contact based routing algorithms, each vehicle records its
contact frequency to others and exchange such information
upon entering. Therefore, a packet carrier can judge if its
encountered vehicle is a better packet carrier, i.e., has a higher
encounter frequency with the target vehicle. In our contact-
based scanning algorithm, the packet is being forwarded to
vehicles travelling in different road sections in order to evenly
scan the sub-area to meet the target vehicle. During the
scanning process, if the packet carrier meets a vehicle which
is a better packet carrier or can lead to more even scanning,
it forwards the packet to this entered vehicle. Once a packet
carrier is about to leave the active sub-area, it drops the copy
to the boundary road unit of the sub-area, which will forward
the packet to the vehicle whose traveling direction is the road
section that should be scanned.

1) Maintaining Scanning History Table: In order to ensure
that the entire active sub-area can be scanned by a packet,
each packet maintains a scanning history table. The scanning
history table records the scanning history of the packet. For
example, as shown in Figure 13, each road section in the sub-
area has a time stamp which is its last scanning time. A road
unit chooses the road section that has the oldest time stamp
among the reachable road sections as the next scanning road
section. For example, as shown in Figure 14, from intersection
¢, the road sections that can be scanned are road sections ac, cd
and cf, while road section ef cannot be scanned. Since road

section cd has the oldest time stamp, it is the next scanning
road section. Once a packet finishes scanning a road section,
the time stamp of this road section in its scanning history table
is updated with the current time.

2) Routing Algorithm in a Sub-area: We adopt the method
in [1] to measure the encounter frequency of each pair of
vehicles. Specifically, the contact utility is calculated every
time when once two vehicles encounter by:

C(vi,vj) = Corq(vi, v5) + (1 = Coa(vi, v5)) X Cinie(vi, vj)
(N
where C(v;,v;) is the updated encounter frequency utili-
ty; Coiq(vi,vj) is the old encounter frequency utility and
Clinit(vi, v;) is the initial value of contact utility of all the pairs
of vehicles, which is set to a value selected from (0, 1). This
definition ensures that the two vehicles with a high encounter
frequency have a larger encounter frequency utility.

Below, we explain the contact-based scanning algorithm.
Recall that the traffic-considered shortest path algorithm sends
a packet copy to a road unit in an active sub-area of the
target vehicle. Then, the contact-based scanning algorithm
is executed. First, the road unit determines the road section
that the packet should scan, which is the road section that
has the oldest scan time stamp among the reachable road
sections, as explained previously. Then, the road unit will
forward the packet to the passing vehicle, say v;, with the
direction to the selected road section. When v; travels along
the road section, for each of its encountered vehicle v;, if
v; has a higher contact utility to the target vehicle or v;’s
direction has a smaller time stamp then v;’s direction in the
scanning history table of the packet among all the reached
road sections, v; forwards the packet to v;. After a vehicle
finishes scanning a road section, it drops the packet to the
road unit on the intersection in the end of this road section.
If a vehicle is leaving the active sub-area, it also drops the
packet to the boundary road unit. Then, the road unit decides
the next scanning road section and the process repeats until
the packet meets the target vehicle.

As shown in Section IV, the target vehicle spends most
of traveling time in its active sub-areas and also it meets its
frequently encountered vehicles its active sub-areas. Therefore,
by scanning the target vehicle’s active sub-areas and relying
on vehicles with high contact utilities with the target vehicle
in routing can greatly improve routing efficiency and success
rate.

VI. ADVANCED AAR

In AAR, we adopt a simple scanning strategy in each
active sub-area when a packet copy does not encounter any
relay vehicles with high contact utility with target vehicles.
However, the scanning strategy may cause some problems.
First, the scanning can lead to frequent packet relays among
different vehicles since each vehicle usually can scan only
a few road sections and then needs to drop the packet copy
frequently. Such frequently relays will waste a lot of energy.
Second, the scanning strategy fails to consider some useful
information (e.g., the spatio-temporal correlation of vehicles)
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that can help decrease the success rate and average delay of
the routing. Therefore, in this section, we further exploit the
spatio-temporal correlation of the target vehicles to improve
the efficiency of the basic AAR and propose the Advanced
AAR (AAAR).

A. Measuring the Spatio-Temporal Correlation of Vehicles

For easy analysis, first, we use different road units in the
active sub-areas to denote different locations in the active sub-
areas and translate the standard time to minutes in a day. For
example, time 13:12 is translated to time 792 (13 x 60+ 12 =
792). Then, we normalize the average visiting time of each
vehicle in a day on each road unit by:

> ti(ri,v)
t; €T (ri,v;)
T (73, vi)|

where r; denotes road unit 4, v; denotes vehicle 4, £(r;,v;)
is the average visiting time of vehicle v; on road unit r;,
t;(r;,v;) is the ith visiting time of vehicle v; on road unit r;
and T'(r;,v;) is the set of visits of vehicle v; on road unit r;
during a certain time period. Then, we calculate the deviation
of visiting time of vehicle v; on road unit r; by:

m Yo (@) —ti(ri i) ©)

t, €T (ri,0;)

1?(7“1'7 Ui) = ®)

D('I"i, Ui) =

D(r;,v;) denotes the deviation of visiting time of vehicle v;
on road unit r;. If we consider the time period as one day, the
deviation can reflect the differences between the visiting times
during a day. A high deviation indicates the visiting times of
vehicle v; on road unit r; differ largely from each other, while
a low deviation indicates vehicle v; tends to visit road unit 7;
in the same time periods in a day.

The spatio-temporal correlation can be measured by the
unit of each pair of road unit and vehicle that visited the
road unit. Based on the above definition of deviation, first
we calculate D(r;,v;) of visiting times for each pair of road
unit and vehicle for each day in the trace. That is, T'(r;, v;) is
the set of ¢;(r;,v;) for a given pair of (r;,v;) during a day.

Figure 15 shows the distributions of the deviation of visiting
times of different road unit and vehicle pairs in the same day in
the Roma and SanF traces. The figure shows that most road
unit and vehicle pairs have deviations in a range from 0 to
1000. If we assume each visiting time has an equal difference
with the average visiting time, then the difference is less than
about 30 minutes (30 x 30 = 900 ~ 1000), which indicates
that the visiting times in the same day have high correlation
with each other for a pair of road unit and vehicle. The low
deviations of most road unit and vehicle pairs indicate that
vehicles tend to visit the same road unit at the close times
in the same day, and there exists high correlation between
vehicles’ location and the time.

Then, we define the representative visiting time of a pair of
road unit and vehicle in one day (¢;(r;,v;) in Equation (8)) as
the average visiting time in that day and the average visiting
time of a pair of road unit and vehicle in the whole time
period in the traces (Z;(r;,v;) in Equation (8)) as the average
of the representative visiting times in different days in the
whole time period. Using the representative visiting time in
each day and average visiting time in different days in the
whole time period, we calculated the D(r;, v;) for in the whole
time period of each trace and plotted Figure 16. Figure 16
shows the distributions of the deviation of visiting times of
different road unit and vehicle pairs in different days in the
whole time period in the Roma and SanF traces. As shown in
the figure, most road unit and vehicle pairs have deviations in
a range from 4000 to 5000. If we assume each visiting time
has an equal difference with the average visiting time, then the
difference is less than about 70 minutes (70 x 70 = 4900 =~
5000) which is still relatively small. The low deviations of
most road unit and vehicle pairs indicate that vehicles tend
to visit the same road unit at the close time in each day, and
there are high correlation between vehicles’ location and the
time. Therefore, we conclude our third observation (O3) as
follows:

0O3: In the active sub-areas, most vehicles’ locations have
a high correlation with their visiting times.

Based on this observation, we can improve the routing
strategy in active sub-areas, which will further enhance the
routing efficiency of AAR.

B. Spatio-Temporal Information based Location Visiting Time
Prediction

The challenge and the key to improve the routing efficiency
is to let a packet forwarder know the location of the target
when the forwarder receives the packet. Based on the spatio-
temporal information, we can estimate the location of the tar-
get according to the current time. In the following, we propose
three different strategies to predict the future visiting time
dynamically. In the first strategy, we consider the most recent



Time period
1 (00:00-01:00)
12 (11:00-12:00)
13 (12:00-13:00)
2 (01:00-02:00)
14 (13:00-14:00)

Vehicle ID |  Time period Road unit
1 14 (13:00-14:00) a

2 (01:00-02:00)

13 (12:00-13:00)

12 (11:00-12:00)

1 (00:00-01:00)

b wnN
D | |o T

Fig. 17: An example of an ac- Fig. 18: An example of an
tive vehicle visiting time table active road unit visiting time
stored on road units. table stored on packet copies.

visiting time during a day at a road unit as its future visiting
time at other days at this road unit. In the second strategy, we
consider the average time of historical visiting times in the past
as the future visiting time. In the third strategy, we consider
the most frequently appeared visiting time in the historical
data as the future visiting time. For example, in the historical
visiting times at a road unit, visiting time 2:00 appears most
frequently. Then, we consider 2:00 as the future visiting time.
We separate each day to 24 time periods as shown in Figure 19.
For example, time 23:21 in
a day is in the 24 time
period. As shown in Fig-
ure 17, each road unit in ac-
tive sub-areas maintains an | ! | 2 ! | A |
active vehicle visiting time

table, where it records the 0:00 1:00 200 2300 24:00
vehicles that visit this road
unit and their visiting time
periods. We do not consid-
er the vehicles that are not
active in the corresponding
active sub-area since they barely visit any road units in the sub-
area. Using one of the three strategies, each road unit updates
the estimated future visiting time of each vehicle in its active
vehicle visiting time table. Each packet’s carrier collects the
information from the active vehicle visiting time tables from
road units and maintains its active road unit visiting time table
as shown in Figure 18. Below, we introduce each of the three
strategies for estimating the visiting time of a vehicle at a road
unit.

Time period

Real time of a day

Fig. 19: The partition of a time
period.

1) Most recent time based location visiting time prediction:
In our first strategy, we suppose that the most recent visiting
time of a vehicle on a road unit can reflect its future visiting
time on this road unit at other days. Then, each road unit
updates the visiting time in its active vehicle visiting time
tables by the most recent visiting time. We present the table
maintenance process below. Each road unit r stores an active
vehicle visiting time table. The table records the IDs of
vehicles which are active in at least one road section that
consists of road unit . When a vehicle v passes road unit r,
road unit 7 checks whether the ID of vehicle v is recorded in
its active vehicle visiting time table. If yes, road unit r updates
the visiting time in its active vehicle visiting time table by:

(10)

tnew (71; ’U) = tcurrent (’I", U)7

where ., (7, v) is the updated visiting time of vehicle v on
road unit 7 in the table and ¢.yprent (7, v) is the current visiting
time.

2) Average time based location visiting time prediction:

In the above strategy of maintaining the spatio-temporal
information, we dynamically update the active vehicle visiting
time table by the most recent visiting time. However, without
considering the historical visiting times, the accuracy of the
prediction of the future visiting time may be influenced. For
example, if a vehicle passes a road unit at 6:00 though it
always passes this road unit as 2:00 in the past, and then
the predicted future visiting time of 6:00 based on the first
strategy is not accurate. Therefore, we propose our second
strategy for predicting the future visiting time by the average
time. Specifically, the predicted visiting time of vehicle v on
road unit r is calculated every time when vehicle v visits road
unit r by:

t(r,v)
t(r,v)ETrecent (T,0)
|Trecent (T7 U)|

thew (ra U) = (11)
where ¢, (7, v) is the updated visiting time of vehicle v on
road unit 7, Tyecent(r, v) is the visiting time set of vehicle v
on road unit r during a time period and ¢(r,v) is an element
in set Trecent (T, v).

3) Frequent appeared time based location visiting time
prediction:  Our third strategy finds a tradeoff between the
most recent visiting times and the history of visiting times.
To be more specific, suppose there are visiting time set
D(v,r) = t1,ta,...,tn of vehicle v on road unit r, then the
predicted visiting time is calculated by:

tnew(r,v) = maxsup(t;) (12)

where sup(t;) is the number of times of time period ¢;
appeared in visiting time set D(v,r). For example, suppose
D(v,r) ={1,1,1,2,2,4}, then sup(1) = 3, sup(2) = 2 and
sup(4) =1, and tyeq (r,v) = 1.

In Section VII-C1, we will evaluate and compare the
performance of the above three strategies.

C. Routing Algorithm in AAAR

In AAAR, a packet copy arrives at an active sub-area of
the target vehicle by the same method used in AAR. At the
same time, each packet copy maintains an active road unit
visiting time table which records the visiting times of target
vehicle on road units in the corresponding active sub-area of
the packet copy as shown in Figure 18. In the active road
unit visiting time table, the visiting times of target vehicle on
road units are all initialized as not available (NA). Then, the
active road unit visiting time table is updated by checking the
vehicle visiting time tables stored on the road units every time
when the packet copy reaches a road unit in its corresponding
active sub-area. The active road unit visiting time tables help
improve the routing efficiency. When a packet copy arrives a
road unit, if the current time is the same as the visiting time
of the target vehicle at this road unit, the packet copy can stay
on the road unit to meet the target. Also, the packet carrier



can forward the packet to the road unit where the target is
visiting at the current time.

Based on the active road unit visiting time table, after a
packet copy arrives at an active sub-area of the target vehicle,
it searches the target vehicle in the active sub-area by the
following process.

1) First, the packet copy checks its active road unit visiting
time table of its target vehicle on road units in the
corresponding active sub-area. If there is one road unit
that has the same time period as the current time, then
go to Step 2; otherwise, go to Step 3.

The packet carrier uses the traffic-considered shortest
path spreading method introduced in Section V-A to
spread the packet copy to the road unit with the same
time period as the current time. Then, go to Step 4.
The packet carrier uses the contact-based scanning
method introduced in Section V-B to forward the packet
to the next road unit. Then, go to Step 1;

Once the packet copy arrives at the road unit with the
same time period as the current time, it stays on the
road unit until it encounters the target vehicle, a vehicle
with a high contact utility (introduced in Section V-B2)
or the time period has elapsed. Once the time period
has elapsed, go to Step 1; Once the packet copy meets a
vehicle with a high contact utility with the target vehicle,
go to Step 5.

The vehicle is selected as relay vehicle and the packet
begins to scan road sections until the vehicle leaves
the active sub-area or encounters another vehicle with a
higher contact utility. Once the vehicle leaves the active
sub-area, the copy is relayed to the boundary road unit
and go to Step 1. Once the vehicle encounters another
vehicle with a higher contact utility, go to Step 5 again.

2)

3)

4)

5)

Based on this process, we can guarantee that the packet
can be efficiently relayed by considering not only the target’s
frequently encountered vehicles and its frequently encountered
road units at different times, but also the predicted visiting
times on different road units. AAAR can decrease the frequent
deliveries of the packet copy between different vehicles and
save energy.

VII. PERFORMANCE EVALUATION

In order to evaluate the performance of AAR, we conduct
the trace-driven experiments on both the Roma and SanF
traces in comparison with DTN-FLOW [11], PeopleRank [5]
and PROPHET [1] algorithms. DTN-FLOW represents loca-
tion based routing algorithms, PeopleRank represents centrali-
ty based routing algorithms, and PROPHET represents contact
based routing algorithms. The details of the algorithms are
introduced in Section II. We measure the following metrics:

1) Success rate: The percentage of packets that successfully
arrive at their destination vehicles.

2) Average delay: The average time per packet for suc-
cessfully delivered packets to reach their destination
vehicles.

3) Average cost: The average number of hops per packet for
successfully delivered packets to reach their destination
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vehicles. The more hops per packet are needed for
successfully delivered packets, the more energy will be
cost.

In our experiments, the number of active sub-areas of the
target vehicle depends on the number of multiple copies of the
packet. To be more specific, we spread one copy of a packet
to each active sub-area and therefore, the number of active
sub-areas equals the number of multiple copies.

A. Performance with Different Number of Copies

Since our algorithm is designed for multi-copy routing, we
compare AAR with the other three algorithms with multiple
copies of each packet replicated by the spray and wait multi-
copy routing algorithm [20] for fair comparisons. Figure 20(a)
and Figure 21(a) show the success rates with different num-
bers of copies per packet in the Roma and SanF traces ,
respectively. Generally, the success rate follows AAR>DTN-
FLOW >PeopleRank>PROPHET. The performance of DTN-
FLOW is better than PeopleRank since DTN-FLOW divides
the very large area to sub-areas and avoid to search the target
vehicles on a very large area. AAR performs better than DTN-
FLOW since AAR considers the encounter history. PROPHET
performs the worst, since it is difficult to encounter a vehicle
that encounters the target vehicle frequently in the very large
area.

Figure 20(b) and Figure 21(b) show the average delays with
different numbers of copies per packet. Generally, the average
delays follow PROPHET>PeopleRank>DTNFLOW>AAR.
The delay of PROPHET is the largest, since the copies of
a packet waste most time outside of active sub-areas where
target vehicle barely visits brought by relay vehicles, as shown
in the left part of Figure 1. The delay of DTN-FLOW is
smaller than PROPHET since DTN-FLOW limits the routing
paths in certain sub-areas. The delay of AAR is the smallest,
since AAR not only spreads each copy to its responsible
active sub-area efficiently by traffic-considered paths, but also
scans different active sub-areas with the help of vehicles that
encounter target vehicles frequently simultaneously.

Figure 20(c) and Figure 21(c) show the average costs with
different numbers of copies per packet. Generally, the average
number of hops follow PeopleRank > AAR> DTNFLOW >
PROPHET. The number of hops of PeopleRank is the largest,
since the packets are forwarded only by the PeopleRank value
without any reachability information to different vehicles. The
number of hops of PROPHET is the smallest, since the packets
are directly forwarded to the vehicles with high probability to
encounter the target vehicles. However, PROPHET has very
low success rate due to the same reason. The number of hops
of DTNFLOW is also very small since the packets are waiting
on the landmarks in the most time. AAR performs better than
PeopleRank.

Then, we analyze the influence of the number of copies
per packet to different algorithms. As shown in Figure 20 and
Figure 21, when there is only 1 copy, the performance (include
success rate, average delay and average cost) of AAR is a little
worse than PeopleRank and SimBet, since AAR is designed
for multi-copy only and each copy can search in its com-
munity only before it encounters the destination community.
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However, when the number of copies is slightly increased, the
performance of AAR is improved significantly and exceeds
the other three algorithms. This is because our weak tie multi-
copy based routing algorithm carefully allocates the different
copies and fully utilizes each of the copies.

B. Performance with Different Memory Sizes

Besides the number of copies per packet, the memory
size of each vehicle also influences the performance. There-
fore, we analyze the influence of memory size to differ-
ent algorithms. Figure 22 and Figure 23 shows the suc-
cess rates, average delays and average costs with differ-
ent memory sizes, where we suppose that 1 unit memo-
ry (horizontal axis) can save 1 packet. Generally, the sen-
sitivities of different algorithms to the memory sizes fol-
low PeopleRank>AAR>DTNFLOW >PROPHET. The perfor-
mance of PeopleRank is very sensitive to the memory size,
since all the packets tend to be forwarded to few vehicles
with very high PeopleRank values and the limited memory
size can significantly influence the routing process negatively.
PROPHET is insensitive to the memory size, since the packets
only tend to find those specific vehicles with high probabil-
ity to encounter the target vehicles, which guarantees load
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balance. However, PROPHET generates low success rate and
long delay due to the reasons we mentioned in Section VII-A.
DTNFLOW is also not sensitive to the memory size since
each packet is relayed in limited times from one landmark to
another landmark. The performance success rate and average
delay of AAR is slightly improved with the increasing memory
size since a larger memory size allows packets to scan sub-
areas more frequently.

To sum up, AAR has the highest success rate and the lowest
average delay. However, AAR is a little sensitive to the number
of copies and the memory size. DTNFLOW and PeopleRank
have the medium success rate and average delay. However,
PeopleRank is very sensitive to the number of copies and
the memory size. DTNFLOW and PROPHET is not sensitive
to the number of copies and the memory size. However,
PROPHET has very low success rate and high average delay.
To sum up, considering memory size and limited number
of copies are not a main concern in VDTN routing, AAR
performs best in the four routing algorithms.

C. Performance of Advanced AAR (AAAR)

In this section, we evaluate the performance of advanced
AAR and compare it with the basic AAR.
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Fig. 24: The performance of the three different location visiting time prediction strategies in packet routing on Roma trace

Fig. 25: The performance of the three different location visiting time prediction strategies in packet routing on SanF trace
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Fig. 28: Performance comparison between AAR and AAAR with differenlt4 memory sizes on Roma trace
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Fig. 29: Performance comparison between AAR and AAAR with different memory sizes on SanF trace

1) Performance of different strategies in location visiting
time prediction:

In Section VI-B, we designed three strategies for predicting
the visiting time of each vehicle on each road unit. In this
section, we evaluate the performance of the three different
strategies in packet routing. Here, we denote the strategy intro-
duced in Section VI-B1 as MostRecent, the strategy introduced
in Section VI-B2 as Average and the strategy introduced in
Section VI-B3 as MostFreq.

Figure 24(a) and Figure 25(a) show the success rates
with different memory sizes on each road unit in the Ro-
ma and SanF traces, respectively, where we suppose that
1 unit memory (horizontal axis) can save 1 visiting time
for each vehicle on the active vehicle visiting time table
stored in road units. Generally, the success rate follows Most-
Freq>MostRecent>Average, which indicates that the average
visiting time is not a good choice for predicting the future
visiting time and the frequent appeared visiting time in the
history tends to appear in the future. Also, when the memory
size equals 1, MostFreq can only use the most recent visiting
time to update the table and then MostFreq equals MostRecent.
Therefore, as the memory size increases, the performance of
MostFreq increases since there are more historical visiting
times for predicting the future visiting time.

Figure 24(b) and Figure 25(b) show the average delays with
different memory sizes on each road unit in the Roma and
SanF traces, respectively. Generally, the average delay follows
Average>MostRecent>MostFreq, which is consistent with the
performance of success rate in Figure 24(a) due to the same
reasons. The results confirm that MostFreq is the best choice
for predicting the future visit time among the three strategies.

Figure 24(c) and Figure 25(c) show the costs with d-
ifferent memory size on each road unit in the Roma and
SanF traces, respectively. Generally, the costs follows Aver-
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age>MostRecent>MostRecent, which is consistent with the
performance of success rate in Figure 24(a) and the average
delays in Figure 25(a) since the inefficient routing leads to
low success rate, long delay and more times of deliveries for
routing.

From Figure 24 and Figure 25, we can conclude that strategy
MostFreq has the highest success rate, shortest average delay
and lowest cost, and both MostFreq and MostRecent have
much higher success rate, lower average delays and costs than
Average, which indicates that Average is the worst strategy
for the prediction. The better routing performances can reflect
better prediction of the strategies on future visiting time.
Therefore, we can claim that MostFreq has the best prediction
performance among the three strategies. Therefore, we adopt
strategy MostFreq in the following analysis.

2) Performance of AAAR comparing with basic AAR: In
this section, we compare AAR and AAAR with different
number of copies per packet and different memory sizes of
each vehicle.

Figure 26 and Figure 27 show the success rates, aver-
age delays and costs with different number of copies per
packet. Generally, the success rate follows AAAR>AAR, the
average delay follows AAR>AAAR and the cost follows
AAAR<<AAR. The improvement of performance success
rate is not so significant since AAR already has a very good
performance on success rate comparing to other algorithms.
However, AAR generates relatively high average delay and
much higher cost due to the frequent relays in scanning. In
AAAR, since the packet copy stays on the road unit which
are most likely to be visited by the target vehicles at current
time for the most time during the routing period or the copy
is directly forwarded to the road unit which is the predicted
target’s location, the number of relays in scanning is reduce
and hence the performance on average delay and cost is



significantly improved.

Figure 28 and Figure 29 show the success rates, average
delays and costs with different memory sizes of each vehi-
cle, where we suppose that 1 unit memory (horizontal axis)
can save 1 packet. Generally, the sensitivities of different
algorithms to the memory sizes follow AAR>AAAR. The
performances success rate and average delay of both AAR and
AAAR are improved with the increasing memory size since
a larger memory size allows packets to scan sub-areas more
frequently. The costs of both AAR and AAAR increase with
the increasing memory size since a larger memory size can
lead to more times of relays.

To sum up, AAAR has a higher success rate and a lower
average delay compared with AAR since we improved the
uniformly scanning strategy by predicting the future visiting
time on road units of the target in routing. Also, AAAR has
a much lower cost since once the packet copy arrives a road
unit that is predicted to be visited by the target vehicle at the
current time period, the packet copy stays on the road unit or
the packet is directly forwarded to the road unit which is the
predicted target’s location, which significantly decreases the
relay cost.

VIII. CONCLUSION

In this paper, we first measured the pattern of vehicles
mobility and the relationship between contact and location
for each pair of vehicles. Then, by taking advantage of the
observations, we proposed Active Area based Routing method
(AAR). Instead of pursuing the target vehicle on the entire
VDTN area, AAR spreads copies of a packet to the active
sub-areas of the target vehicle where it visits frequently and
restricts each copy in its responsible sub-area to search the tar-
get vehicle based on contact frequency. Further, we proposed
an Advanced AAR (AAAR) to improve the performance of
AAR by exploiting the spatio-temporal correlation of vehicles.
Our AAAR enhanced the routing efficiency in each active sub-
area. The trace-driven simulation demonstrates that AAR has
a highest success rate and lowest average delay in comparison
with other algorithms. Also, AAAR has better success rate and
average delay, while at the same time, AAAR significantly
decreases the average cost of AAR. In our future work, we
will discuss the possibility of routing in VDTNs without the
help of road units.
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