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Fig. 9: Data transmission cost vs. the arrival rate. Fig. 10: Computation time vs. the arrival rate.
1509 5000 10000
03 " TOm0n EwRT% | g _eo0p | OTR=100% W TR=75% e (OO WTu=65% s U OTusT0%  mTus65%
o) - — il — il
52 o | OTRS0%  @TR=25% 828 OTR=50%  MTR=25% 2 3400 rus0%  mTu=55% 22800 OTy=60%  BTu=55%
g5 §§4000, < £ 3000 | §3§ 6000 |
ES i 50 T 82000 | S0 400 |
2 k] 0 5 42000 - >3 5
5 33 & @ 1000 3320007
oo T O - o o i
0% a] 04 0 a) 0
10% 20% 30% 40% 50% 10% 20% 30% 40% 50% 10% 20% 30% 40% 50% 10% 20% 30% 40% 50%
Arrival rate variance degree Arrival rate variance degree Arrival rate variance degree Arrival rate variance degree

(a) Service satisfaction level (b) Data transmission cost

Fig. 11: Performance with different Tr values

As in [45], we then evaluate the saved energy by sum-
ming up the sleeping time of all servers in a checking period
(serversxhour). Figures 8(a) and 8(b) show that saved energy
follows 0=Random<DGCloud-LB<DGCloud<CapLmt. Such a
result is caused by the same reasons as explained in Fig-
ure 7(a), since with the same total request rate, a higher sys-
tem utilization means fewer active servers. Though CapLmt
saves the most energy, it cannot provide deadline guaran-
teed service as shown in Figure 5(a). The figures indicate
that Random cannot save energy, and DGCloud saves more
energy than DGCloud-LB which confirms the effectiveness
of the workload consolidation algorithm.

6.3 Transmission Cost

In the following experiments, there were 5000 tenants in
simulation and 50 tenants on EC2 in the system and the
average request rate of tenants was set to 1500 and 150 in
simulation and EC2, respectively. We use DGCloud (w/o
DPO) to denote DGCloud without the data placement op-
timization algorithm. We varied the request arrival rate
of each data item, A\, to a value randomly chosen from
[A¢ % (1 — B8),A°* (1 + B)], where 8 was varied from 10%
to 50% with step size of 10%. We do not include Random
and CapLmt in this experiment because they do not provide
deadline guaranteed service.

We measured the transmission cost in GB % hop as de-
fined in Section 5.2. Figures 9(a) and 9(b) show the median,
5th and 95th percentiles of data transmission cost. Each re-
sult follows DGCloud-LB>DGCloud (w/o DPO)>DGCloud.
DGCloud produces lower transmission cost than DGCloud
(w/0 DPO), because the data placement optimization algo-
rithm helps reduce the communication cost in data repli-
cation. DGCloud-LB does not have the data placement op-
timization algorithm. Also, in the deadline-aware load bal-
ancing algorithm, DGCloud sorts the data partitions from
overloaded servers in descending order of their request
arrival rates to reduce the number of data replications, and
further sorts those with equal request arrival rate in ascend-
ing order of data size to reduce the data transmission size.

(a) Saved energy (b) Data transmission cost

Fig. 12: Performance with different Ty values

DGCloud-LB does not have such a sorting procedure. Thus,
DGCloud (w/o DPO) generates lower transmission cost than
DGCloud-LB. These results verify the low transmission cost
of DGCloud and the effectiveness of the data placement
optimization algorithm. Also, our experiment results show
that the data replication time is bounded by 20s for the
50% arrival rate variance degree. The replication latency
affects the how much improvement can be gained from data
replication. Before a data partition is replicated, its request is
responded by its old storage server, so its data access latency
performance cannot be improved, and after replication, its
request is responded by its new storage server, and its data
access latency performance is improved.

6.4 System Overhead

Computation time is the load balancing method running
time until the new data placement schedule and new request
rate on each data replica are determined. Figures 10(a)
and 10(b) show the median, 5th and 95th percentiles of
the computation time of each method in 20 experiments.
We see that the computation time and its variance follows
DGCloud-LB<DGCloud (w/o DPO)<DGCloud. This is be-
cause DGCloud-LB only moves excess load to a server that
can afford this load, while DGCloud has both request redirec-
tion and new replica allocation procedures as well as sorting
operations. The data placement optimization also introduces
computation time. The figures show that half of the calcu-
lations in DGCloud are completed within 7.48s, and most
of the calculations are completed within 9.84s, which are
acceptable. The slightly longer computation time brings the
benefits of much lower transmission cost as shown above.

6.5 Performance of Different Thresholds

We first evaluated DGCloud in simulation by setting the re-
quest arrival rate of each data item, \°, to a value randomly
chosen from [A°, A° % (1 4+ ()], where 8 was varied from
10% to 50% with step size of 10%. Tr was increased from
25% to 100% with step size of 25%. Figures 11(a) and 11(b)
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Fig. 13: Performance of Service satisfaction level.
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Fig. 14: Performance of tenant satisfaction level.
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Fig. 15: Performance of the number of broadcasts.

show the service satisfaction level and data transmission
cost, respectively. They show that a higher T» can invoke
the load balancing at a lower request arrival rate variance
degree. The load balancing is invoked at 8 > 30% with
Tr = 0.75, and invoked at 8 > 10% with T = 1. Thus,
a larger Tr helps maintain higher service satisfaction level,
but it also introduces higher transmission cost.

We then evaluated DGCloud with different Ty by setting
the request arrival rate of each data item, A° to a value
randomly chosen from [A° % (1 — 3),A°], where 8 was
varied from 10% to 50% with step size of 10%. Ty increases
from 55% to 70% with step size of 5%. Figures 12(a) and
12(b) show the data transmission cost and saved energy
for DGCloud, respectively. They show that a higher Ty
can invoke the workload consolidation process at a lower
request arrival rate variance degree. It is invoked when
B > 30% with Ty = 0.6, and is invoked when 8 > 10%
with Ty = 0.7. The workload consolidation helps save
more energy but introduces transmission cost. Thus, a
larger Ty helps maintain higher system utilization, but
introduces higher transmission cost.

6.6 Performance of Dynamic Load Balancing Scheme

In the following experiments, we show the performance
of our dynamic load balancing method (DLB). We use
DGCloud-DLB to denote DGCLoud with the DLB method.
In the experiments, we simulated 5000 tenants and used 50
tenants in Amazon EC2. In order to evaluate the dynamic
variance of request arrival rates of data partitions, in every
ten minutes, we set the request arrival rate of each data
partition, A%, to a value randomly chosen from [A° x (1 — 3),
A¢x (14 B)], where 3 is the arrival rate variance bound. 5 is
increased from 10% to 50% by 10% at each step. Random
and CapLmt cannot supply deadline guaranteed services,
and they do not schedule data reallocation when the re-
quest arrival rate varies. Also, we only want to show the
enhancement performance of the DLB method. Therefore,
we only compare the performance of DGCloud-LB, DGCloud
and DGCloud-DLB.

(a) Simulation (b) Amazon EC2
Fig. 16: Performance of the data request queue improvement
method.

Figure 13(a) and 13(b) show the system service satis-
faction level versus the arrival rate variance bound (3) in
simulation and on Amazon EC2. We see that the system
service satisfaction of these three methods follows DG-
Cloud~DGCloud-LB<DGCloud-DLB~1. DGCloud-DLB pro-
duces higher system service satisfaction level than the other
two methods. DGCloud-DLB is 50% higher than other two
methods with the 50% arrival rate variance bound. This is
because DGCloud and DGCloud-LB just have deadline-aware
load balancing based upon the previous request arrival
rates. Both of them cannot react to the arrival rate vari-
ance. Also, there is no big difference between DGCloud and
DGCloud-LB because they use similar strategy in load bal-
ancing and data placement optimization. In DGCloud-DLB,
with our dynamic load balancing method, these servers can
quickly offload their excess loads (i.e., redirect requests) to
the servers that have enough available capacity.

Figure 14(a) and 14(b) show the median, 5th and 95th
percentiles of all tenants’ satisfaction levels defined in Equa-
tion (7). It shows that the median satisfaction level also
follows DGCloud~DGCloud-LB<DGCloud-DLB=1. The 5th
and 95th percentiles of DGCloud-DLB remain at 100%. Due
to the same reasons as in Figures 13(a) and 13(b), without
the dynamic load balancing method to react to the variable
request arrival rates, DGCloud and DGCloud-LB cannot pro-
vide high tenant satisfaction levels under random arrival
rate variance. As the arrival rate increases, the tenant satis-
faction level of these two methods decreases. In DGCloud-
DLB, an overloaded server can quickly offload its excess
load to the servers that have sufficient available capacities.
Thus, it can achieve 100% tenant satisfaction level. The
experimental results indicate that DGCloud-DLB constantly
supplies services with high tenant satisfaction levels even
under request arrival rate variance.

Recall that in the dynamic load balancing method, when
the servers in the server candidate list of server s, do
not have enough available capacities for s, to offload its
excess load, s,, needs to broadcast to all servers to final
underloaded servers. In DGCloud and DGCloud-LB, once
a server becomes overloaded, it broadcasts to find under-
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loaded servers to offload its excess workload. Figures 15(a)
and 15(b) show the number of broadcasts versus the request
arrival rate variance bound. We can see that the number of
broadcasts follows DGCloud~DGCloud-LB>DGCloud-DLB.
Also, as the request arrival rate variance bound increases,
the number of broadcasts of these three methods grows.
When the workload on one server exceeds its capability,
the servers in DGCloud and DGCloud-LB broadcast to all the
servers in the data center to find destination servers to host
the excess workload of the overloaded servers. In DGCloud-
DLB, the overloaded server does not need to broadcast
first and it can quickly offload its excess workload to the
servers in its server candidate list. Only when these server
candidates do not have enough available capacities, the
overloaded server needs to broadcast to all the servers.

6.7 Performance of Data Request Queue Improvement

In this section, we evaluate the performance of the data
request queue improvement method. We use DGCloud-
DLB/DQ to denote DGCloud-DLB with this method. Fig-
ures 16(a) and 16(b) show the system service satisfaction
level versus the arrival rate variance bound in simulation
and implementation on Amazon EC2. The result in both
figures follow DGCloud <DGCloud-DLB<DGCloud-DLB/DQ.
DGCloud-DLB/DQ can achieve higher system service sat-
isfaction level than the other two methods. The data re-
quest queue improvement method sets different priorities
on different data partitions so that it can reduce the average
queuing latency in the sending queue of a server and more
responses can satisfy the SLO requirement. As a result,
DGCloud-DLB/DQ makes more requests satisfy the dead-
line guarantee and increases the system satisfaction level.
Without this method, in DGCloud-DLB, some responses
are unable to satisfy the deadline guarantee because of
the longer queuing latency in the servers. DGCloud-DLB
achieves higher system service satisfaction level than DG-
Cloud due to the same reasons as in Figures 13(a) and 13(b).

6.8 Performance of Checking Period Variance

In this section, we use DGCloud-DLB/DQ to evaluate the
performance of the variant checking period versus the
overhead (total computing
time per hour). We varied 100% 8000
the checking period from 80%
0.25 hours to 2 hours. The 60%
arrival rate variance bound s
is set to 50%. Figure 17 0%
shows the system service

. . % 0
satisfaction level and com-
puting time per hour ver-
sus the variant checking pe-
riod in simulation. The re-
sults show that service sat-
isfaction level is guaranteed
when the checking period is no longer than 1 hour. Mean-
while, the computing time per hour (system overhead)
decreases while the length of checking period increases.
It demonstrates that the length of checking period makes
DGCloud be sensitive to the variation of request rates lead-
ing better SLO, but it introduces heavier system overhead.
According to the simulation results, in order to guarantee
the SLO and minimize the system overhead, the checking
period is set to be one hour.
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2000
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Fig. 17: Performance of check-
ing period variance.
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6.9 Performance of Wakeup Server Selection

We use DGCloud-WSS to denote DGCloud with the wakeup
server selection method. Figure 18 shows that the saved en-
ergy follows DGCloud<DGCloud-DLB<DGCloud-WSS. Be-
cause of workload consolidation algorithm, DGCloud re-
duces the number of active servers. Compared with DG-
Cloud, DGCloud-DLB allows an overloaded server to quickly
offload its excess load to
underloaded servers with a ' noGcioudWss mbGCloud 0DGCIoud-0LB
high probability. The fewer 8000
occurrences of server over- 6000 -
loads reduce the necessity 4000
to wake up sleeping servers. 2000 | mm
DGCloud-WSS always wakes 0 mm

10% 20% 30% 40% 50%
Arrival rate variance bound

Saved energy
(server*hour)

up the server with more pop-
ular data partitions. There-
fore, overloaded servers can

redirect requests to this © ig'k 18: Performance IOf the
wakeup server without data W2<€UP  server  se ection
method.

replication in load balanc-

ing with a high probability.

Thus, the wakeup server is unlikely to use up its storage
capacity, which reduces the necessity to wake up other
sleeping servers. As a result, DGCloud-WSS saves the most
energy among the three methods. The experimental results
confirm the effectiveness of the wakeup server selection
method.

7 CONCLUSIONS

In order to improve the deadline guaranteed performance
in cloud storage services, in this paper, we first propose
a deadline-aware load balancing scheme. It dynamically
redirects requests and creates data replicas in servers to
ensure a current form of SLO. We enhance our scheme
with work consolidation to maximize the system resource
utilization, and data placement optimization to minimize
the transmission cost in data replication. We further propose
three enhancement methods to further improve the perfor-
mance of DGCloud. Our enhancement methods also reduce
energy cost and transmission cost of data replication. In our
future work, we will design a load balancing scheme that
dynamically redirect requests and replicate data to ensure
SLO under a request burst. Also, we will make DGCloud be
suitable for other storage systems such as the Hadoop file
system in the MapReduce platform.
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