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Abstract— The multi-commodity flow problem plays an impor-
tant role in network optimization, routing, and service scheduling.
With the network partitioning and the intermittent connectivity,
the commodity flows in delay tolerant networks (DTNs) are time-
dependent, which is very different from that over the static
networks. As an NP-hard problem, existing works can only obtain
sub-optimal results on maximizing the multi-commodity flow of
dynamic networks. To overcome these bottlenecks, in this paper,
we propose a graph-based algorithm to solve the maximum two-
commodity flow problem over the DTNs. Through analyzing
the relationship between the two commodities, we propose a
maximum two-commodity flow theorem to simplify the coupling
two-commodity flow problem as the two single-commodity flow
ones. Then, with the help of the storage time aggregated graph
(STAG) (a DTN model with less memory), we construct a pair
of flow graphs to describe the reduced two single-commodity
flows (addition flow and subtraction flow), and design the
corresponding flow calculation methods. Moreover, we design a
STAG-based dynamic combined flow algorithm to maximize the
two-commodity flow. Finally, the computational complexity of the
proposed algorithm is analyzed, and its efficacy has also been
demonstrated through an illustrative example and numerical
simulations.

Index Terms— Delay tolerant networks, satellite networks,
network capacity, storage time aggregated graph, two-commodity
maximum flow.
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I. INTRODUCTION

S INCE the maximum flow can effectively depict the max-
imal transmission capacity of a network, it has been

widely applied in network optimization, routing and ser-
vice scheduling [1]–[4]. Especially, for the goods transporta-
tion [2], the information transmission [3] and the vehicle
deployment [4], the goods, the messages, or the vehicles are
to be transmitted from several places to some others, and
the multiple commodities (various flow demands) between
different sources and destinations appear. In such scenarios,
the maximal network capacity can be achieved through solving
one multi-commodity max-flow problem. Besides, with the
help of the multi-commodity flow theory, both the end-to-
end paths and the accurately resource allocation schemes
can be calculated, which can support the flow assignment
of each commodity. Therefore, the multi-commodity max-
flow problem plays an important role in current information,
logistics and transportation networks.

Recently, delay tolerant networks (DTNs) have attracted a
lot of attentions, owing to their widely applications in social
networks [5], sensor networks [6], satellite networks [7], and
ad hoc networks [8]. In order to satisfy the transmission
requirements of different services, it is necessary to solve
the multi-commodity max-flow problem over DTNs. However,
in a DTN, there are almost no consistent end-to-end paths from
the sources to the destinations, which is caused by the node
mobility, the wireless propagation effects, the sparse node den-
sity, and the other adverse factors [9]. As such, the commodity
flows in this kind of networks are time-dependent, which are
very different from that over the static networks. Actually,
DTNs are typical dynamic networks [10], which can also be
treated as the temporal networks [11]. Therefore, the multi-
commodity max-flow problem in DTNs would confront critical
challenges. First, because of the time-varying characteristics,
it is difficult to construct one representation scheme to accu-
rately describe both the network model and the node buffers.
Furthermore, there are complex resource competitions and
coupling relationships among multiple commodities, which
means that the multi-commodity max-flow problem can not be
simply treated as a combination of several single commodity
flow problems.

In fact, many excellent works [12]–[22] have been done
about the maximum flow problem in the both static and
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dynamic networks. The Ford-Fulkerson augmenting path algo-
rithm [12] has been treated as the most classic graph the-
ory based method for solving the maximum flow problem
of the static networks. Furthermore, with the help of time
expended graphs (TEG), it can be extended for the dynamic
networks [13]. However, the method focused on the single
commodity maximum flow problem, and could not solve
the coupling relationships of multiple commodities. Hu [14]
designed an efficient graph-based algorithm to find the maxi-
mum two-commodity flow over an undirected static network.
Nevertheless, this algorithm did not consider the time-varying
network characteristics, and could not be applied for the
dynamic multi-commodity maximum flow problem, especially
in DTNs. Hall et al. [18] showed that the multi-commodity
flow over time problem is NP-hard. Furthermore, for the
dynamic multi-commodity maximum flow problem, most of
existing graph-based works [18]–[20] could only obtain a fully
polynomial time approximation scheme, but not the optimal
methods.

In our previous work [22], we modeled the DTN as a storage
time aggregated graph (STAG), which needed less memory to
depict the time variant topology and link capacity than TEG
did. Correspondingly, a bidirectional storage transfer series
was carefully designed to describe the node buffers. Moreover,
a low-complex STAG-based algorithm was proposed to obtain
the maximum network flow. However, only one source and one
destination were considered. Therefore, in this paper, we will
focus on the maximum two-commodity flow problem in a
DTN network, and will propose a dynamic combined flow
algorithm to obtain the maximum two commodities flow. The
contributions of this paper are summarized as follows:

• To entirely depict the data storage process of each
node and the time variant characteristics of the net-
work, the STAG will be utilized to model a DTN.
Besides, the modified bidirectional storage transfer series
and corresponding transfer rule are designed to facil-
itate the calculation of the STAG-based commodity
flows.

• After analysing the relationship of the two commodities,
we will introduce a maximum two-commodity flow theo-
rem. Specifically, we will construct a pair of duality flows
(addition flow and subtraction flow) and the time-related
flow constraint to transform the two-commodity coupling
relationship into the independent ones. Hence, the two-
commodity flow problem will be simplified as the two
single-commodity flow ones.

• With the modified bidirectional storage transfer series
and corresponding transfer rule, we will separately max-
imize the duality flows in both the addition flow graph
STAG+ and the substraction flow graph STAG−. Then,
in the undirected STAG, the dynamic combined flow
(DCF) algorithm will be proposed to maximize the two-
commodity flow of a DTN.

• An illustrative example is given for understanding the
proposed algorithm. The complexity analysis about this
proposed algorithm will be presented. Finally, the algo-
rithm’s efficacy will be demonstrated through numerical
simulations.

The remainder of this paper is organized as follows. The
related works about the topic of this paper is summarized
in Section II. In Section III, we present the system model
STAG. Section IV provides the maximum two-commodity
flow theorem. In Section V, we propose and describe the
STAG-based maximum two-commodity flow algorithm in
detail. Then, we give the analysis of the algorithm in
Section VI. Simulations are discussed In Section VII. Finally,
we conclude this work and discuss the future works in
Section VIII.

II. RELATED WORK

A. Graph Model for Modeling DTNs

The graph theory can effectively model the network through
a set of nodes and edges. Generally, the achieved graph
can be classified into the directed graph and the undirected
one. Recently, many time-varying graph-based works have
been done over the DTNs [21]–[29]. The authors in [23]
constructed the snapshots graph (or temporal graph), where
each snapshot corresponded to the network topology at a
given time interval. However, there was no correlation between
snapshots, and massive snapshots would be generated in a
long time period. To overcome these bottlenecks, in [21], [24],
the time expanded graph (TEG) was utilized to replicate
the network at each interval, where any two time intervals
of the same node were connected via one link. Similarly,
some TEG-based graphs have also been designed, such as the
contact graph [25], the event-driven graph [26], the space-
time graph [27], the time-evolving graph [29], etc. But,
both the TEG and TEG-based graphs required the large
memory resources, and were high-complex. On the contrary,
the authors in [28] proposed the time aggregated graph (TAG)
to formulate the time variant characteristics of network as
one specific timing series. Because of no network replica-
tion operation, the TAG needed less memory and possessed
the low-complexity. However, neither the correlation between
time intervals nor nodes storage were considered in TAG.
Therefore, in our previous work [22], we modified the TAG
as storage time aggregated graphs (STAG), and designed the
bidirectional storage transfer series to thoroughly depict the
store-carry-and-forward mechanism [30] of a DTN.

B. Maximum Flow in Static Networks

For nearly half a century, the maximum flow problem has
drawn many researchers’ attention. With respect to the static
networks, the earliest work about the maximum flow problem
was done by Ford and Fulkerson [12], who proposed a graph-
based labeling (or augmenting path) algorithm from the max-
flow min-cut theory. On the basis of this interesting work,
some more elaborate algorithms, such as the shortest augment-
ing path algorithm [16], the capacity scaling algorithm [17],
etc., were proposed. However, these methods focused on
the single-commodity max-flow problem. Hu [14] proposed
an algorithm to find the maximum two-commodity flow in
an undirected graph, where the algorithm complexity was
bounded by the size of capacities. In order to decrease the
algorithm complexity, the authors in [15] gave an improved
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Hu’s two-commodity flow algorithm. However, it has been
proved that finding maximum two or more commodities flow
in a directed graph is as difficult as linear programming, and
the multiple (more than two) commodities flow problems in
undirected graph are NP-complete problems [15]. Recently,
the authors in [20] designed a planarity-exploiting algorithm
in a near-liner time to solve the multiple-source multiple-sink
maximum flow. But, it can be only applied for a directed planar
graph. Usually, the multi-commodity (with multiple sources
and destinations) problem in graph is reduced to the single-
source single-destination case, by introducing an virtual source
and sink. However, this method cannot obtain optimal results
because of the interaction of different commodities.

C. Maximum Flow in Dynamic Networks

In terms of dynamic networks, Ford and Fulkerson [13]
firstly reduced the flow-over-time problems into static ones via
TEGs, and proposed an efficient algorithm for the maximum
single-commodity flow within a given time horizon. Besides,
the authors in [21] analyzed the impact of nodes storage, and
implemented a TEG-based joint routing and storage control
(usage) optimization for the case of a single commodity
transmission over dynamic networks. In order to overcome the
bottleneck of the TEG’s large memory resources, in our previ-
ous work [22], we modeled the DTN as STAG, and proposed
a low-complex STAG-based maximum flow algorithm to cope
with the single commodity maximum flow problem. However,
for the case of multiple commodities, Hall et al. [18] showed
that the problem of the multi-commodity flow over time is NP-
hard, even in the series-parallel graphs or to the case of only
two commodities. Subsequently, the authors in [19] proposed
a fully polynomial time approximation scheme to maximize
the multi-commodity flows over time without intermediate
storage. And the authors in [31] formulated the time-depended
multi-commodity network via linear programming method,
and designed a heuristic algorithm to minimize the joint
costs of both the routing commodities and the activating arcs
throughout the horizon. Although, many works have focused
on the dynamic multi-commodity flow problem, there is still
no optimal graph-based method for solving it.

III. SYSTEM MODEL

In this section, we resort to an undirected time-varying
STAG to model the predicted DTNs, where some STAG-based
definitions are presented for facilitating the computation of
maximum flow.

A. STAG for Modeling Predicted DTNs

In this paper, we exploit an undirected STAG to describe the
time-varying characteristics of the predicted DTNs, including
the topology structure, the buffer sizes of nodes, and the
capacity of edges. Although the networks are changing over
time, these features are well predicted. For example, in satellite
networks, since the motion trajectory and motion period of
each satellite can be known in advance, the communication
opportunities between satellites are predictable [25].

Fig. 1. Predicted connectivity of an edge during time period T.

Fig. 2. Example of the storage time aggregated graph.

In particular, a time intervals system is adopted. As shown
in Fig. 1, for a given time period T = [t0, th), we can divide
it into h small time intervals {τ1, . . . , τq, . . . , τh}, where
τq = [tq−1, tq), 1 ≤ q ≤ h. Obviously, the edge between
u and v is intermittent connectivity, and has been separated
into h segments by the partitioned time intervals. Therefore,
the predicted DTNs could be characterized by an undirected
graph as STAG = {(V , E , T, Cu,v(T ), Nv(T ))|u ∈ V , v ∈
V , [u, v] ∈ E}, where

• V is the set of nodes;
• E is the set of edges. Note that [u, v] denotes an undi-

rected edge between node u and v, while (u, v) represents
a directed edge from node u to v;

• T represents the given time period;
• Cu,v(T ) = (cu,v(τ1), . . . , cu,v(τq), . . . , cu,v(τh)) is a

capacity time series for the edge [u, v], where cu,v(τq) =∫
τq

wu,v(t)dt is the total capacity during τq = [tq−1, tq),
while wu,v(t) is the capacity of the edge [u, v] at a time
instant t ∈ τq;

• Nv(T )= [nv(τ1, τ2), . . . , nv(τq−1, τq), . . . , nv(τh−1, τh)]
is a bidirectional storage transfer series of node v, and
depicts the amount of data stored and carried in a node
during the time period T . Notice that nv(τq−1, τq) is the
amount of the transferred data between the adjacent time
intervals τq−1 and τq .

For clearness, we present a STAG with two pairs of source-
destination nodes {S1, D1} and {S2, D2} in Fig. 2. It can be
seen from Fig. 2 that each node has a bidirectional storage
transfer series, and the capacity of each undirected edge is
denoted as a capacity time series.

B. Basic Definitions in STAG

Unlike the constant flow in static networks, the feasible
flow over the DTNs is a time-dependent function, which can
be explained as follows. For the DTNs, the links represent
intermittent connectivity, and the feasible flow of one specific
path is constrained by the time-dependent connectivity of its
both the front and the back links, and the buffer sizes of nodes.
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Fig. 3. The feasible flow of a path in different cases.

For example, we present three different connection cases for
the specific path (A − B − C) in Fig. 3. It should be noticed
that only in case-3 the node B has a limited buffer {2}. It can
been checked that the number of the feasible flows for this
path over the case-1, the case-2, and the case-3 are 0, 3, and
2, respectively.

Before proceeding, we present some STAG-based defini-
tions about the path, feasible flow, node’s storage, etc.

1) Path in STAG: For the given source node S and destina-
tion node D, the path from S to D is defined as the forward
path l+, while that from D to S is called as the reverse
path l−.

2) Dynamic Feasible Flow: In the STAG, we wish to
send a flow from S to D within the capacity of any edge
along the corresponding forward path. Therefore, we can
denote the numbers of the dynamic feasible flows at dif-
ferent time intervals within the period T as a time series
f(T ) = (f(τ1), . . . , f(τq), . . . , f(τh)), which should satisfy
the following constraint as:

• The capacity constraint ( ∀u ∈ V , ∀v ∈ V ):

0 ≤ fu,v(τq) ≤ cu,v(τq) ∀1 ≤ q ≤ h, ∀[u, v] ∈ E .

(1)

• The flow conservation ( ∀[u, v] ∈ E):

∑

v∈V

h∑

q=1

fu,v(τq)−
∑

v∈V

h∑

q=1

fv,u(τq)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

h∑

q=1

f(τq), u = S,

0, u �= S, D,

−
h∑

q=1

f(τq), u = D.

(2)

• The storage-transfer constraint:

For the node v ∈ V , the elements of the bidirectional storage
transfer series Nv(T ) are closely related to all the feasible
flows into and out from the node v. Explicitly, the amount of
the transferred data nv(τ1, τ2) at the time interval τ1 can be
listed as

∑

u∈V
fu,v(τ1) −

∑

u∈V
fv,u(τ1) = nv(τ1, τ2) ≥ 0, (3)

but the cached data in the previous time intervals should be
taken into consideration to derive nv(τq, τq + 1) for the time

intervals τq, 1 < q < h, as

nv(τq−1, τq)+
∑

u∈V
fu,v(τq)−

∑

u∈V
fv,u(τq)=nv(τq, τq + 1).

(4)

Therefore, the storage-transfer constraint can be written as
q∑

i=1

∑

u∈V
fu,v(τi) −

q∑

i=1

∑

u∈V
fv,u(τi)

=

{
0, q = h,

nv(τq, τq+1) ≥ 0, 1 ≤ q < h.
(5)

3) Residual STAG (rSTAG): the rSTAG consists of the new
added directed edges with nonzero capacities, and the nodes
with the bidirectional storage transfer series. Specifically, for
the given STAG with feasible flow f(T ) and a pair of vertices
u ∈ V , v ∈ V , the residual capacity time series rcu,v(T ) =
(rcu,v(τ1), . . . , rcu,v(τq), . . . , rcu,v(τh)) of the edge (u, v)
can be denoted as (6), where ∀1 ≤ q ≤ h,

rcu,v(τq) = cu,v(τq) − fu,v(τq), if (u, v) ∈ E . (6)

Correspondingly, we can define the residual capacity time
series rcv,u(T ) = (rcv,u(τ1), . . . , rcv,u(τq), . . . , rcv,u(τh))
for the edge (v, u) as

rcv,u(τq) =

{
rcv,u(τq) + fu,v(τq), if (v, u) ∈ E ,

fu,v(τq), if (v, u) �∈ E .
(7)

IV. MAXIMUM TWO-COMMODITY FLOW THEOREM

In this section, the maximum two-commodity flow problem
with dynamic flow conservation, capacity and storage-transfer
constraint are introduced. Meanwhile, we construct a pair of
duality flows to reduce the two-commodity flow problem into
two single-commodity flow ones.

A. Maximum Two-Commodity Flow Problem

Let us consider an undirected STAG = {(V , E , T, Cu,v(T ),
Nv(T ))|u ∈ V , v ∈ V , [u, v] ∈ E} with n nodes and m edges.
It is assumed that there are no parallel edges and self-loops in
this graph. In this STAG, the given two pairs of the source-
destination nodes {S1, D1} and {S2, D2} will have different
commodities, whose corresponding flows from u to v along
the edge [u, v] can be separately written as

f1
u,v(T ) =

h∑

q=1

f1
u,v(τq), f2

u,v(T ) =
h∑

q=1

f2
u,v(τq). (8)

Then, the maximum two-commodity flow problem for
{S1, D1} and {S2, D2} can be formulated as

max{F 1
S1,D1

(T ) + F 2
S2,D2

(T )}, (9)

where F 1
S1,D1

(T ) (or F 2
S2,D2

(T )) represents the total flow from
S1 to D1 (or from S2 to D2), and can be explicitly written as

⎧
⎪⎪⎨

⎪⎪⎩

F 1
S1,D1

(T ) =
∑

v∈V
f1

S1,v(T ) −
∑

v∈V
f1

v,S1
(T ),

F 2
S2,D2

(T ) =
∑

v∈V
f2

S2,v(T ) −
∑

v∈V
f2

v,S2
(T ).

(10)
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As claimed in the above section, the commodity flows
related to the path from S1 to D1 and S2 to D2 should satisfy
the dynamic conservation, the capacity and the storage-transfer
constraint as follows:

1) Flow conservation (∀u, v ∈ V):

∑

v∈V
f1

u,v(T )−
∑

v∈V
f1

v,u(T )=

⎧
⎪⎪⎨

⎪⎪⎩

F 1
S1,D1

(T ), u = S1,

0, u �= S1, D1,

−F 1
S1,D1

(T ), u = D1.

(11)

∑

v∈V
f2

u,v(T )−
∑

v∈V
f2

v,u(T )=

⎧
⎪⎪⎨

⎪⎪⎩

F 2
S2,D2

(T ), u = S2,

0, u �= S2, D2,

−F 2
S2,D2

(T ), u = D2.

(12)

2) Capacity constraint (∀[u, v] ∈ E):

|f1
u,v(τq)| + |f2

u,v(τq)| ≤ cu,v(τq), q = 1, . . . , h. (13)

3) Storage-transfer constraint (∀v ∈ V , k = 1, 2):
q∑

i=1

∑

u∈V
fk

u,v(τi) −
q∑

i=1

∑

u∈V
fk

v,u(τi)

=

{
0, q = h,

nk
v(τq, τq+1) ≥ 0, 1 ≤ q < h.

(14)

B. Transformation of Maximum Two-Commodity
Flow Problem

1) Construction of Both the Addition and Subtraction
Flows: It can be seen from (13) that two commodities are
not independent of each other, and this coupling relation-
ship complicates the two-commodity flow problem. However,
after some simple mathematical operations, we can rewrite
it as

cu,v(τq) ≥ |f1
u,v(τq)| + |f2

u,v(τq)|
= max{|f1

u,v(τq)+f2
u,v(τq)|, |f1

u,v(τq)−f2
u,v(τq)|}, (15)

⇐⇒
{
|f1

u,v(τq) + f2
u,v(τq)| ≤ cu,v(τq),

|f1
u,v(τq) − f2

u,v(τq)| ≤ cu,v(τq).
∀[u, v] ∈ E . (16)

which means that the addition flow (f1
u,v(τq) + f2

u,v(τq)) and
the subtraction flow (f1

u,v(τq) − f2
u,v(τq)) can be separately

constrained, and the coupling relationship of two commodity
can be reduced into independent one. For notational simplicity,
we introduce a pair of duality flows δ+

u,v(τq) and δ−u,v(τq) to
denote the addition and subtraction flows as,

{
δ+
u,v(τq) = f1

u,v(τq) + f2
u,v(τq),

δ−u,v(τq) = f1
u,v(τq) − f2

u,v(τq),
∀[u, v] ∈ E . (17)

Thus, it can be easily checked that,
⎧
⎪⎨

⎪⎩

f1
u,v(τq) =

1
2
{δ+

u,v(τq) + δ−u,v(τq)},

f2
u,v(τq) =

1
2
{δ+

u,v(τq) − δ−u,v(τq)},
∀[u, v] ∈ E . (18)

2) Equivalent Constraint: Substituting (17) into (11), (12),
and (13), and taking some reorganizations, we can derive the
equivalent flow conservation and flow constraint on the terms
δ+
u,v(τq) and δ−u,v(τq) as

∑

v∈V

h∑

q=1

δ+
u,v(τq) −

∑

v∈V

h∑

q=1

δ+
v,u(τq)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

F 1
S1,D1

(T ), u = S1,

F 2
S2,D2

(T ), u = S2,

0, u �= S1, D1, S2, D2

−F 1
S1,D1

(T ), u = D1,

−F 2
S2,D2

(T ), u = D2.

(19)

∑

v∈V

h∑

q=1

δ−u,v(τq) −
∑

v∈V

h∑

q=1

δ−v,u(τq)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

F 1
S1,D1

(T ), u = S1,

−F 2
S2,D2

(T ), u = S2,

0, u �= S1, D1, S2, D2

−F 1
S1,D1

(T ), u = D1,

F 2
S2,D2

(T ), u = D2.

(20)

|δ+
u,v(τq)| ≤ cu,v(τq), q = 1, . . . , h. (21)

|δ−u,v(τq)| ≤ cu,v(τq), q = 1, . . . , h. (22)

Similarly, with (17) and (14), we can reexpress the storage-
transfer constraint as

q∑

i=1

∑

u∈V
δ+
u,v(τi) −

q∑

i=1

∑

u∈V
δ+
v,u(τi)

=

{
0, q = h,

n1
v(τq, τq+1) + n2

v(τq , τq+1), 1 ≤ q < h.

=

{
0, q = h,

n+
v (τq, τq+1) ≥ 0, 1 ≤ q < h.

(23)

q∑

i=1

∑

u∈V
δ−u,v(τi) −

q∑

i=1

∑

u∈V
δ−v,u(τi)

=

{
0, q = h,

n1
v(τq, τq+1) − n2

v(τq , τq+1), 1 ≤ q < h.

=

{
0, q = h,

n−
v (τq, τq+1), 1 ≤ q < h.

(24)

It can be found that the equations (19)-(24) are the constraint
of two independent single-commodity flow problem. We can
easily checked that the solution that satisfies (10)-(14) must
also make the equations (19)-(24) hold. However, the solutions
for the constraint (19)-(24) may be not the ones for (10)-(14),
which can be explained as follows. The fact n−

v (τq , τq+1)
in (24) could be any nonzero value can not ensure both
n1

v(τq, τq+1) and n2
v(τq, τq+1) are positive in (14). Neverthe-

less, with the storage-transfer constraint for both the addition
and subtraction flows as follows,

{
n+

v (τq, τq+1) = n1
v(τq, τq+1) + n2

v(τq, τq+1),
n−

v (τq, τq+1) = n1
v(τq, τq+1) − n2

v(τq, τq+1),
(25)
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Fig. 4. Two-commodity maximum flow problem, and the corresponding
addition and subtraction maximum flow problem.

we can derive that
{

2n1
v(τq, τq+1)=n+

v (τq, τq+1)+n−
v (τq, τq+1) ≥ 0,

2n2
v(τq, τq+1)=n+

v (τq, τq+1)−n−
v (τq, τq+1) ≥ 0.

(26)

Thus, the terms n+
v (τq, τq+1) and n−

v (τq, τq+1) must satisfy
an added node’s constraint as

n+
v (τq, τq+1) ≥ |n−

v (τq, τq+1)|. (27)

Hence, the solutions for the constraints (19)-(24) and (27) must
be the ones for (10)-(14).

C. The Addition and Subtraction Maximum Flow Problem

Obviously, the two-commodity max-flow problem over
an undirected DTN possesses multiple constraint. Moreover,
there is no directional constraint of the feasible flow on
each edge, and the coupling relationship of two commodity
would complicate the two-commodity max-flow problem. The
key idea behind the maximum two-commodity flow theo-
rem is to utilize some mathematical operations to transform
the capacity constraint of each edge, and to introduce the
corresponding addition flow and subtraction flow to reduce
the coupling relationship into independent one. Therefore,
with the help of the constructed addition/subtraction flows,
we can reduce one two-commodity maximum flow prob-
lem in Fig.4.(a) into one addition maximum flow problem
in Fig.4.(b) and one subtraction maximum flow problem
in Fig.4.(c).

In particular, we introduce a pair of virtual source-
destination nodes {S, D} to construct the addition flow graph
STAG+ in Fig.4.(b), where the related edges [S, S1], [S, S2],
[D1, D], and [S2, D] are added. From (19), the feasible flow
of these added edges are F 1

S1,D1
(T ) or F 2

S2,D2
(T ). Similarly,

in Fig.4.(c), the subtraction flow graph STAG− is designed
through adding a pair of virtual source-destination nodes
{S

�, D�}, where the edges and the feasible flow are marked
with the capacity series defined in (20). Notice that the
source and destination nodes in STAG+ are different from
that in STAG−.

V. DYNAMIC COMBINED FLOW ALGORITHM

In this section, based on the maximum two-commodity flow
theorem, a STAG-based dynamic combined flow algorithm is
proposed and described in detail to solve the two-commodity
max-flow problem in DTNs.

A. Dynamic Combined Flow Algorithm in STAG

Even though the two-commodity max-flow problem can be
reduced into two single-commodity flow problem, it is still
complex for us to utilize the linear programming method to
solve the two single-commodity flows problem with multiple
constraints. In order to overcome this bottleneck, we will
resort to the time-varying graph theory. On the basis of the
maximum two-commodity flow theorem, we present a STAG-
based dynamic combined flow algorithm, named as DCF
algorithm, to obtain the maximum two-commodity flow in
Algorithm 1.

As presented in Algorithm.1, firstly through introducing
two pairs of the virtual source-destination nodes {S, D} and
{S

�, D�}, the original STAG could be transformed into STAG+

and STAG−, whose details have been shown in Section IV-
C. And then, with help of the bidirectional storage transfer
series, in Section V-B, we will seek as many augmenting
paths as possible to obtain the maximum network flow in
both STAG+ and STAG−, where the link correlation between
different time intervals is fully utilized here. Furthermore,
in Section V-C, we will present an adjustment strategy to
assure that the bidirectional storage transfer series in both
STAG+ and STAG− satisfy the node’s constraint derived in
(27) without changing δ+

u,v(τq) and δ−u,v(τq) (1 ≤ q ≤ h).
Finally, we can combine the maximum flow of two single-
commodity with (18) and (26), and derive the two-commodity
max-flow (F 1

S1,D1
(T ) and F 2

S2,D2
(T ) ) as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

F 1
S1,D1

(T )=
h∑

q=1

∑

v∈V
f1

S1,v(τq)−
h∑

q=1

∑

v∈V
f1

v,S1
(τq),

F 2
S2,D2

(T )=
h∑

q=1

∑

v∈V
f2

S2,v(τq)−
h∑

q=1

∑

v∈V
f2

v,S2
(τq).

(28)

B. Computation of the Maximum Flow in STAG+ and STAG−

The problem of the single commodity maximum flow is
to send as much flow as possible from the source to the
destination node under the feasible flow conservation, and
the capacity and storage-transfer constraints, which can be
explicitly formulated as

fM (T ) = max
∑

li

f li(T ) = max
∑

li

h∑

q=1

f li(τq), (29)

where li is the ith augmenting path in the residual network
rSTAG, fM (T ) denotes the maximum flow of STAG, and
f li(T ) = (f li(τ1), . . . , f li(τq), . . . , f li(τh)) is the maximum
feasible flow of li.

In fact, in our previous work [22], the Max flow-STAG
algorithm has been proposed to solve the problem (29) through
the following three steps: seeking an augmenting path from
source to destination node, computing its maximum feasible
flow, and getting its residual network. However, we can not
directly apply the results in [22] here, which can be explained
as follows. Some reverse path l− may be taken as the augment-
ing path in STAG−; during obtaining the maximum feasible
of path l−, the storage transfer series of all nodes along this
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Algorithm 1 DCF Algorithm

1: Input: STAG = {(V , E , T, Cu,v(T ), Nv(T ))|u, v ∈ V ,
[u, v] ∈ E}, the source nodes S1 and S2 (S1, S2 ∈ V),
the destination nodes D1 and D2 (D1, D2 ∈ V).

2: Construct the addition flow graph STAG+ and the sub-
traction flow graph STAG− .

3: Compute the maximum network flow fM
STAG+(T ) and

fM
STAG−(T ), and obtain the feasible flow of each edge

δ+
u,v(τq) and δ−u,v(τq), 1 ≤ q ≤ h, in STAG+ and STAG−,

respectively.
4: Adjust the storage transfer series to meet the constraint

n+
v (τq, τq+1) ≥ |n−

v (τq, τq+1)|, v ∈ V without changing
δ+
u,v(τq) and δ−u,v(τq), ∀[u, v] ∈ E .

5: Obtain the maximum network flow of each commodity,{
f1

u,v(τq) = 1
2{δ+

u,v(τq) + δ−u,v(τq)},
f2

u,v(τq) = 1
2{δ+

u,v(τq) − δ−u,v(τq)},
and

{
n1

v(τq, τq+1)= 1
2{n+

v (τq, τq+1)+n−
v (τq, τq+1)},

n2
v(τq, τq+1)= 1

2{n+
v (τq, τq+1)−n−

v (τq, τq+1)}.
Then derive⎧
⎪⎪⎨

⎪⎪⎩

F 1
S1,D1

(T )=
h∑

q=1

∑

v∈V
f1

S1,v(τq)−
h∑

q=1

∑

v∈V
f1

v,S1
(τq),

F 2
S2,D2

(T )=
h∑

q=1

∑

v∈V
f2

S2,v(τq)−
h∑

q=1

∑

v∈V
f2

v,S2
(τq).

6: Output: the maximum flow of two commodities F 1
S1,D1

(T )
and F 2

S2,D2
(T ).

path may be a negative value, which is quite different from the
case in STAG. Hence, we will modify the existing algorithms,
especially for the STAG−, in the following paragraphs. Fur-
thermore, for clarity and completeness, we present the existing
Max flow-STAG algorithm in Alg. 2.

Case 1: The Maximum Flow in STAG+

It can be checked that both the source {S1, S2} and the
destination {D1, D2} in STAG+ are same with the ones in
STAG. Thus, in STAG+, all the selected augmenting paths
would be the forward path l+. Therefore, the Max flow-STAG
algorithm in Algorithm 2 can be directly applied for STAG+.
Note that, the augment paths are orderly constructed from S1

to D1, and then from S2 to D2.
Case 2: The Maximum Flow in STAG−

As shown in Fig. 4, the source and destination nodes in
STAG− can be listed as {S1, D2} and {D1, S2}, which are
different from the ones in STAG+. Hence, besides those
forward paths l+ from S1 to D1, there exists some other reverse
paths l− from D2 to S2 in STAG−. Since the connection
and the capacity for each edge are time-dependent in DTNs,
the maximum flow of path for a multi-hops path l+(S →
A → D) may be different from that of the reverse path
l−(D → A → S) achieved from Max flow-STAG algorithm,
even though the same edge has a same capacity time series.
However, the real situation of the commodity in the network
is always transmitted from the source to destination, and the
reverse path l− should have the same feasible flow as that
in the forward path l+, when the paths have same nodes and
edge’s capacity time series. Therefore, in order to obtain the
maximum flow of STAG−, we should modify the computation

Algorithm 2 Max Flow-STAG Algorithm

1: Input: STAG = {(V , E , T, Cu,v(T ), Nv(T ))|u, v ∈ V ,
[u, v] ∈ E}, the source node S and the destination node
D (S, D ∈ V).

2: Initialize set both the maximum flow fM (T ) and the
storage transfer series Nv(T ) as 0, and the initial residual
network rSTAG is STAG;

3: Repeat the following steps:

1) Adopt the depth first search (DFS) method to acquire
an augmenting path li from S to D in the residual
network, where the storage strategy is considered;

2) Augment flow fM (T ) along li :

• Compute the maximum flow f li(T ) of path li and
add it to fM (T ) with (29);

• Update the residual network and the storage trans-
fer series of all nodes along the path li;

3) Return fM (T ).
4: Until there are no augmenting paths from S to D in the

residual network.
5: Output: the single commodity maximum flow fM (T )

from S to D for a given time period T .

rules of both the bidirectional storage transfer series and the
reverse path l− maximum flow to improve the existing STAG-
based maximum flow algorithm.

1) Generation of the Bidirectional Storage Transfer Series:
Let us consider one specific time period T , and assume that
this period has been divided into the intervals τ1, τ2, . . . , τh.
Then, along the forward path l+, we can generate the
storage transfer series of the node v, i.e., N+

v (T ) =
[n+

v (τ1, τ2), . . . , n+
v (τq−1, τq), . . . , n+

v (τh−1, τh)], from the
first interval to the last, as follow:

n+
v (τq, τq+1)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

f l+u,v (τq) − f l+v,w(τq),

q = 1,

n+
v (τq−1, τq)+f l+u,v(τq−1) − f l+v,w(τq−1),

q = 2, . . . , h − 1.

(30)

where the n+
v (τq, τq+1) represents the amount of the trans-

ferred data from τq to τq+1; f l+u,v (τq) and f l+v,w (τq) separately
denote the feasible flow into and out of node v along the path
l+, during the time interval τq .

However, with respect to the reverse path l− in STAG−,
in order to get a equivalent maximum flow of the path,
the storage transfer series should only be derived from the
last interval but not the first interval as

�n−
v (τq, τq−1) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

f l−u,v (τq) − f l−v,w(τq),

q = h ≥ 2,

�n−
v (τq+1, τq) + f l−u,v (τq) − f l−v,w(τq),

q = h−1, . . . , 2.

(31)
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Fig. 5. The augmenting path l− with two links.

where f l−u,v (τq) (f l−v,w (τq)) is the feasible flow into (out of)
the node v along the path l− during the time interval τq ,
and �n−

v (τq, τq−1) represents the amount of the transferred
data from τq to τq−1. Moreover, from the definitions of
�n−

v (τq, τq−1) and n−
v (τq−1, τq), it can be obtained

n−
v (τq−1, τq) = −�n−

v (τq, τq−1), q = 2, 3, . . . , h, (32)

which means the storage transfer series of all nodes in
the path l− could be the negative value. Then, we will
present a new method for compute the maximum flow of the
path l−.

2) Maximum Flow Computation of the Path l−: After
detecting the augmenting path l−, we can compute its maxi-
mum flow f l−(T ) and the corresponding residual capacity of
each edge. Then, the storage transfer series of all the nodes
along the path l− can be updated via the equation (31). The
big principle behind the whole computation process is the
capacity constraints of edges and the storage transfer series
of nodes, which are utilized to derive the temporal feasible
flow tf l−u,v (T ) and feasible flow f l−u,v(T ) of each edge [u, v],
[u, v] ∈ l−, respectively.

For simplicity, we only examine the augmenting path with
two edges, as shown in Fig. 5. Nevertheless, the computa-
tion method can be extended for the path with more edges.
As marked in Fig. 5, the augment path l− has three nodes
D, A, and S, where the given time T is divided into h time
intervals, and the capacity time series for the edges [D, A]
and [A, S] are CD,A(T ) and CA,S(T ), respectively. Moreover,
the initial bidirectional storage transfer series for the node A

is set as N−
A

(T ).
To acquire the maximum flow of this path l−, we compute

the temporal feasible flow from its last edge to the first one.
Note that this process would not change any original data.
Hence, we define some duplicates tCD,A(T ) = CD,A(T ),
tCA,S(T ) = CA,S(T ), and tN−

A
(T ) = N−

A
(T ). With the

capacity constraint (1), we can get the temporary feasible
flow of edge [A, S] as tf l−

A,S(T ) = tCA,S(T ). However,
the calculation of the temporary feasible flow for the edge
[D, A] is more complex, because it is determined by tCD,A(T ),
tf l−

A,S(T ) and tN−
A

(T ). Therefore, we need to traverse the
entire time interval reversely. Specifically, for each interval
τq, 1 ≤ q ≤ h, the temporal feasible flow tf l−

D,A(τq) of edge
[D, A] is

tf l−
D,A(τq) = tsf l−

D,A(τq) + trf l−
D,A(τq), (33)

where the temporal forward flow tsf l−
D,A(τq) represents the

amount of the permitted data transferring from interval τq to
its latter τk (q < k ≤ h), and is defined as the sum of all

temporal forward data tdτq,τk
, i.e.

tsf l−
D,A(τq) =

h∑

k=q+1

tdτq,τk
, (34)

tdτq,τk
= min{tCD,A(τq), βτq,τk

, tf l−
A,S(τk)}, (35)

βτq,τk
= min{|n−

A
(τq , τq+1)|, · · · , |n−

A
(τk+1, τk)|}.

(36)

Correspondingly, the temporal reciprocal flow trf l−
D,A(τq) in

the equation (33) is the amount of the permitted data transfer-
ring from interval τq to its former τp (1 ≤ p ≤ q) in node A,
and can be written as

trf l−
D,A(τq) = min{tCD,A(τq) − tsf l−

D,A(τq), δ}, (37)

δ =
q∑

p=1

tf l−
A,S(τp) −

q−1∑

i=1

trf l−
D,A(τi), (38)

tsf l−e (τj) = trf l−e (τj) = 0, j �∈ {1, . . . , h}, e ∈ l−. (39)

Then, we can acquire the maximum flow of path l− as
f l−(T ) = tf l−

D,A(T ).
After obtaining f l−(T ), we need to get the residual capacity

of each edge, which is tightly related to its feasible flow.
Different from the processes of acquiring the temporal feasible
flow, we will compute the feasible flow from the first edge
to the last one along the path l− and update the related
network data. Firstly, the maximum flow f l−(T ) is set as
the feasible flow of the first edge [D, A], f l−

D,A(T ) = f l−(T ),
and its residual capacity is updated with (6) and (7). Then,
we can obtain the feasible flow f l−

A,S(T ), which is determined
by f l−

D,A(T ), CA,S(T ), and N−
A

(T ). Similar to the computation

of tf l−
D,A(τq), we also traverse the entire time interval orderly

to compute f l−
A,S(T ). Notice that we will start from the first

time interval τh while the former ones are begin at τ1.
For each interval τq , h ≥ q ≥ 1, the feasible flow f l−

A,S(τq)
of the edge [A, S] is

f l−
A,S(τq) = sf l−

A,S(τq) + rf l−
A,S(τq), (40)

where the forward flow sf l−
A,S(τq) represents the amount of the

data transferred from the former interval τp to τq (1 ≤ p < q),
and can be defined by the sum of all forward data dτp,τq as

sf l−
A,S(τq) =

q∑

p=1

dτp,τq , (41)

dτp,τq = min{f l−
D,A(τp), βτp,τq , CA,S(τq)}, (42)

βτp,τq = min{|n−
A
(τp, τp+1)|, · · · , |n−

A
(τq−1, τq)|}.

(43)

Similarly, the reciprocal flow rf l−
A,S(τq) in (40) is the amount

of the data transferred from the latter interval τk to τq (q ≤
k ≤ h) in node A, and can be written as

rf l−
A,S(τq) = min{CA,S(τq) − sf l−

A,S(τq), σ}. (44)

σ =
h∑

k=p

f l−
D,A(τk) −

h∑

i=p+1

sf l−
D,A(τi), (45)

bf l−e (τj) = sf l−e (τj) = 0, j �∈ {1, . . . , h}, e ∈ l−. (46)
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Fig. 6. Feasible flow of the path l+ and l−.

Finally, we can acquire the feasible flow f l−
A,S(T ), and then

derive the residual capacity of the edge [A, S] with (6) and (7).
Moreover, the bidirectional storage transfer series N−

A
(T ) can

be updated with (31).
With respect to calculating the path maximum feasible flow,

the largest difference between the path l− and l+ is the
generation and utilization of the bidirectional storage time
series. As shown in Fig.(6), there are two paths l+ (S →
A → D) and l−(D → A → S). The maximum feasible flow
of the path l+ is (4,0), where based on the storage of node A,
3 units data came from the source node S at time interval τ1

can be transferred to the destination node D at τ2, which is
marked as N+

A
(T ) = [3]. For the path l−, through introducing

a negative storage time series, N−
A

(T ) = [−3], we can obtain
the maximum feasible flow as (1,3). Indeed, the path l− and
l+ have a dual relation. Hence, the two paths have the same
maximum flow.

C. Adjustment of the Bidirectional Storage Transfer Series

After calculating the maximum network flow fM
STAG+(T ) and

fM
STAG−(T ), we can obtain the final feasible flows δ+

u,v(τq) and
δ−u,v(τq) for each edge in STAG+ and STAG− as

⎧
⎪⎨

⎪⎩

δ+
u,v(τq) =

∑

li

f li(u,v)(τq), (u, v) ∈ li ∈ STAG+,

δ−u,v(τq) =
∑

l′i

f l′i(u,v)(τq), (u, v) ∈ l�i ∈ STAG−.
(47)

Due to the different augmenting paths in STAG+ and STAG−,
one specific node may have two distinct storage transfer series.
Thus, it can not guarantee that all nodes satisfy the node’s
constraint in (27). To deal with this problem, we first introduce
a flow circle around single edge (FCE) method to modify
the bidirectional storage transfer series, but not to change the
value of the obtained maximum network flow. Then, with FCE,
we propose a adjustment strategy for the nodes in both STAG+

and STAG− to satisfy the node’s constraint.
As defined in section III, the element nv(τq−1, τq) of

Nv(T ) describes the amount of the transferred flow between
the adjacent time intervals τq−1 and τq , 1 < q ≤ h.
Therefore, if we increase (or decrease) the flow into node
v at τq−1 or decrease (or increase) the flow out of node v
at τq , the corresponding value of nv(τq−1, τq) would also
increase (or decrease). However, if the changed flow belong
to different edges, it may affect the value of network flow.
Hence, in order to avoid changing the network flow, the partial
flow operation “FCE” is introduced, which can effectively
adjust the value of the bidirectional storage transfer series.
As shown in Fig.7.(a), the undirected edge [A, B] has a
capacity time series CA,B(2) = (2, 3), and nA(τ1, τ2) = [1]

Fig. 7. Adjust bidirectional storage transfer series with the method of flow
circle around single edge.

and nB(τ1, τ2) = [3]. Then, the time-aggregated edge [A, B]
could be expanded along the time intervals as a partial graph.
Through setting a counterclockwise (or clockwise) looped flow
θ = min{CA,B(τ1), CA,B(τ2)} = min{2, 3} = 2 in Fig.7.(b),
an adjusted edge flow and storage transfer series could be
obtained in Fig.7.(c). It can be concluded that the FCE method
is based on a single edge. This method can increase the value
of nv(τq−1, τq) by adding the flow into node v at τq−1 and
out of v at τq , and decrease its value on a contrary process,
which can be seen from the operations of the nodes A and B

in Fig.7.(c).
With FCE, we can realize the adjustment of the bidirectional

storage transfer series in both STAG+ and STAG−. Further-
more, in order to satisfy the node’s constraint, we propose a
combined adjustment strategy, which contains the following
steps:

• Step 1: Compare the bidirectional storage transfer series
of all the nodes both in STAG+ and STAG−, find out
those nodes that can not meet the node’s constraint, and
record them as the adjusting nodes.

• Step 2: For the adjusting nodes, on the basis of the
FCE, increase the bidirectional storage transfer series
n+

v (τq−1, τq) in STAG+, but decrease the n−
v (τq−1, τq)

in STAG−.
• Step 3: Go back to the first step until all nodes satisfy

the node’s constraints.

VI. ALGORITHM ANALYSIS AND EXAMPLE

In this section, we analyze the complexity of the proposed
DCF algorithm and give an illustrative example to illustrate its
application for the two-commodity max-flow problem in the
DTN.

A. Analysis of Algorithm Complexity

Theorem 1: For given STAG with n nodes and m edges, the
computational complexity of the DCF algorithm is O((m +
nh)|fM (T )|), where T denotes the given time period, h is
the number of the partitioned time instants in T , and fM (T )
is the network maximum flow.

Proof: As presented in Algorithm 1, there are three main
steps in DCF algorithm, which can be listed as follows. Step 1,
construct and compute the maximum addition/subtraction flow
in both STAG+ or STAG−; step 2, adjust the node’s storage
transfer series; step 3, combine the addition and subtraction
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flow to obtain the two-commodity max-flow. For step 1,
the computation complexity of each iteration mainly lies in
seeking an augmenting path, computing the maximum flow for
the searched augment path, and deriving the dynamic residual
network, which can be concluded from Algorithm 2. With the
depth first search method, the complexity for the augmenting
path search can be written as O(m + n) [32]. Furthermore,
it can be checked that the complexity for the other two main
operations can be separately denoted as O((m + nh). Hence,
the complexity to deal with the single augmenting path can be
written as O(m + n) + 2 ∗ O((m + nh)) = O((m + nh)). If
the flow value increases by at least one unit in each iteration,
the number of the iterations in step 1 will be less than the
maximum flow fM (T ). Correspondingly, the maximum com-
putational complexity of step 1 will be O((m+nh)|fM (T )|).
With respect to step 2, the worst case is that all the nodes in
STAG+ or STAG− do not hold the node’s constraint, and the
maximum complexity is O(nh). Finally, the complexity for
step 3 reaches O(mh). Hence, the total complexity of DCF
algorithm can be listed as 2 ∗ O((m + nh)|fM (T )|) + 2 ∗
O(nh) + 2 ∗ O(mh) ≈ O((m + nh)|fM (T )|). �

Indeed, the proposed DCF algorithm with the complexity
O((m + nh)|fM (T )|) is pseudo-polynomial time algorithm,
which is similar to the augmenting path algorithm proposed
by Ford and Fulkerson [12]. Nevertheless, we can improve the
augmenting path seek strategies to modify the DCF algorithm
into the polynomial time one. Explicitly, we can resort to
the methods for the static networks to reduce algorithm
complexity. For example, Edmonds set the shortest path as
the augmenting path [16], and Dinic constructed a “layered
network", where multiple augmenting paths could be found
for each depth first search [33]. Both methods can effectively
made the Ford-Fulkerson method strongly polynomial [34].
Due to space limitation, the details of improving DCF algo-
rithm complexity is omitted in this paper.

B. Application of DCF Algorithm

Suppose there are two different commodity flows in a pre-
dicted DTN with distinct sources and destinations. As shown
in Fig.8(a), we can model the DTN as STAG, where the
sources are S1, S2, the destinations are D1, D2. Furthermore,
the given time horizon T is partitioned into 2 small time
intervals, and the initial feasible flow is set as zero.

With the maximum two-commodity flow theorem, we can
add two pairs of virtual source-destination nodes {S, D}
and {S

�, D�} into STAG. Correspondingly, the addition flow
graph STAG+ and the subtraction flow graph STAG− can
be constructed in Fig.8(b1) and (b2), respectively. Then, with
the algorithm.2 and the modified methods in subsection V-B,
we can derive the maximum flow in both STAG+ and STAG−

as fM
STAG+(2) = {8, 0} in Fig.8(c1), and fM

STAG−(2) = {4, 4}
in Fig.8(c2), respectively. Moreover, after comparing the bidi-
rectional storage transfer series for all the nodes in both
STAG+ and STAG−, all the adjusting nodes that could not
meet node’s constraint can be found as node A and E. Next,
with the adjustment strategy in subsection V-C, we can obtain
the adjusted bidirectional storage transfer series for STAG+

in Fig.8(d1), and that for STAG− in Fig.8(d2). Notice that
the maximum flow in Fig.8(d1) and Fig.8(d2) are same with
that in Fig.8(c1) and Fig.8(c2), which is unexpected and can
be explained by the core ideas of our proposed adjustment
strategy. For clear presentation, we take the node A for an
example to introduce the adjusting process. Through utilizing
the flow loop around the edge [A, B] in STAG+, the value of
n+

A
(τ1, τ2) can be increased from [1] to [2]. Similarly, with

the edge [A, C] in STAG−, the value of n−
A

(τ1, τ2) can be
decreased from [3] to [2].

Finally, with (18) and (26), the maximum flow in STAG+

and STAG− can be combined. Then, we can obtain the
maximum two-commodity flow in Fig.8(e), where the flow
of commodity-1 and commodity-2 are F 1

S1,D1
(2) = {4, 0}

and F 2
S2,D2

(2) = {4, 0}, respectively. Besides, as shown
in Fig.8(e), from the results of the two-commodity max-flow
in STAG, we can get not only a routing scheme for the two
commodities with maximum flow, but also the occupancy of
edge capacity and node storage, which is beneficial to fully
utilize the scarcity network resources.

VII. PERFORMANCE EVALUATION

In this section, numerical results and analysis are presented
to demonstrate the performance of our proposed algorithm.

A. Simulation Setup

We conduct our simulations over a low orbital satellite
network, which is a typically predicted DTN scenario. In this
satellite network, there are 6 orbital planes, and 1-4 satellites
are fixed on each orbital plane. All satellites are arbitrarily
selected from the Iridium constellation [35], and are fixed at
a approximated height of 780 km and inclination of 86.4◦.
Moreover, we utilize the Satellite Tool Kit (STK) simulator
to generate the contact topology. As an analytical tool, STK
can perform the complex analysis of land, sea, air and space
assets in an integrated solution. Besides, we assume that there
is no limitation on the node storage size. The time interval is
set as 1 minute, and the capacity of each contact is randomly
chosen from 20, 50, and 100 Mbps.

The given time period T and the size of the network
topology are treated as two independent factors in our system
model. Here, we will conduct two different simulation cases:
in the first scenario, there are 6 orbital planes, 2 satellites are
fixed on each plane, and T varies from 0 to 220 minutes;
in the second case, the network contains 6 orbital planes,
and from 0 to 4 satellites are placed on each plane, and the
time period T is fixed as 90 minutes which nearly is the
motion cycle of Iridium constellation. The performance of
our proposed algorithm is evaluated in terms of the following
metrics:

• Network Maximum Flow : the maximum flow of the two
commodities from two distinct sources to their corre-
sponding destinations, i.e., max{F 1

S1,D1
(T )+F 2

S2,D2
(T )}.

• Link Utilization Ratio γ: the ratio of the total flow
of all links to the whole network capacity, i.e., γ =∑

u,v∈V
(|f1

u,v(T )| + (|f2
u,v(T )|)/ ∑

u,v∈V
Cu,v(T ).
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Fig. 8. Example of the dynamic combined algorithm for Two-commodity max-flow problem in a DTN.
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Fig. 9. The curves of the maximum flow versus the given time period T for
12 satellites.

• Maximum Node Cache α: the maximum stored data of
all nodes, i.e., the largest element in all nodes storage
transfer series α = max{nv(τq−1, τq)|1 < q ≤ h, ∀v ∈
V}.

• Average Node Cache β: the average stored data of all
nodes β =

∑

v∈V
max{nv(τq−1, τq)|1 < q ≤ h}/N ,

where N is the size of V .

In our simulations, we arbitrarily set the sources and des-
tinations, and each metric is averaged among 10 simulation
runs. All simulations are executed on a Hewlett-Packard
Z640 Tower workstation (Intel Xeon E5-2620 v3 2.40GHz,
64GB RAM, O.S. Windows 7 Professional 64bits).

B. Simulation Results and Discuss

To evaluate the proposed DCF algorithm (marked
as D-DCF), we compare it with three existing methods, which
are listed as: the two-commodity maximum flow algorithm for
the static network (S-TMF) in [14], the method (S-FIFO) based
on both the commodity priority strategy and the static Ford-
Fulkerson algorithm in [12], and the method (D-FIFO) based
on both the STAG-based single commodity maximum flow
algorithm in [22] and the commodity priority strategy. Specif-
ically, for the S-FIFO and the D-FIFO, in order to obtain the
two-commodity maximum flow, we apply the corresponding
single commodity maximum flow algorithm for the higher-
priority commodity and then for the another one.

Fig. 9 and Fig. 10 present the curves of the network
maximum flow with respect to different given time periods and
the number of the nodes in the network, respectively. It can
be seen that with the increase of the given time period or the
network size, the amounts of the network maximum flow
obtained from all methods gradually rise, which is attributed
to the fact that the more contacts can be generated with the
increasing of the network size. Then, it can be checked that
both the D-DCF and the D-FIFO have a larger network flow
than that from S-TMF and S-FIFO, which is not unexpected
and can be explained as follows. The process of the data
storing-carrying are considered at each node of STAG, and
the connectivity of the adjacent contacts would be enhanced.
Moreover, the curve of D-DCF is higher than that of any

Fig. 10. The curves of the maximum flow versus the number of the network
nodes with given time period T = 90 minutes.

Fig. 11. The curves of the link utilization ratio versus the given time period
T for 12 satellites.

Fig. 12. The curves of the link utilization ratio versus the number of the
network nodes with given time period T = 90 minutes.

another methods, which means our proposed algorithm can
achieve the best performance in terms of the network flow.

With respect to the link utilization ratio γ, it can be seen
from Fig. 11 that the curves of all methods increase quickly
before 90 minutes and then tend to be stead. This phenomena
indicates that, for the satellite network with fixed number
of satellites, the link utilization ratio becomes one constant
value if the given time period is much bigger than the satellite
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Fig. 13. The maximum sizes of the stored data at nodes for 12 satellites
with different time periods.

Fig. 14. The maximum sizes of the stored data during 90 minutes with
different network sizes.

motion cycle time. Meanwhile, our proposed algorithms can
also achieve higher link utilization ratio than S-FIFO, S-TMF,
and D-FIFO methods. Similar results are shown in Fig.12.
However, the value of γ has a greatly fluctuation in the region
of the small node numbers, which is caused by the rapidly
topology change in the networks of the small sizes. Moreover,
both the D-DCF and D-FIFO methods can achieve higher γ
than S-TMF and S-FIFO, which means the contacts of network
can be fully exploited with the help of the node storage.

In order to illustrate the maximum storage occupancy of
our proposed D-DCF algorithm, we compare it with the the
D-FIFO method. Fig. 13 and Fig. 14 separately show the
impact of the given time period and the network nodes’
number on the maximum node cache. Fig. 13 shows that the
maximum amounts of the stored data at nodes are closely
related to the given time periods, which can be explained
by the following fact. The links are intermittent connectivity
over the constructed satellite network, and a larger time period
would cause more data to be stored and carried at the nodes.
Hence, the nodes will consume more storage source. However,
it can be found from Fig. 14 that the maximum sizes of the
stored data at nodes do not change drastically and keep in one
relatively stable level with the increase of the nodes’ numbers.
This observation can be accounted by the fact that more links

Fig. 15. The average sizes of the stored data for 12 satellites with variant
time periods.

Fig. 16. The average sizes of the stored data during 90 minutes with different
network sizes.

can be generated with the increasing nodes’ numbers, and
the nodes will have multiple choice to forward data at the
same time. In addition, compared with D-FIFO, our proposed
D-DCF algorithm can achieve much more network flow at the
cost of a little more storage at some nodes.

Finally, to evaluate the average storage occupancy of all the
nodes, Fig. 15 and Fig. 16 are presented to show the average
node cache for the D-DCF and D-FIFO method. It is clear
from Fig.15 that the average size of the stored data at the nodes
gradually raises with the increasing of the given time period,
which further confirms the impact of the given time periods on
network storage. Besides, as shown in Fig. 16, the amount of
average stored data changes slightly with the increasing of the
nodes’ number. Thus, with a given time period, the change of
network topology size does not increase the requirements of
node cache. Furthermore, with given storage resources, the D-
DCF can achieve higher network throughput than the S-FIFO,
which means that D-DCF algorithms can achieve better storage
utilization than D-FIFO.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we studied the problem of two-commodity
max-flow in DTN networks with the help of an undirected
time-varying graph. Through analysing the relationship of
the two commodities, the maximum two-commodity flow
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theorem could simplify the coupling two-commodity flow
problem into two single-commodity flow ones. With the
STAG, we constructed a pair of flow graphs (addition flow
graph and subtraction flow graph) to describe the reduced
two single-commodity flows (addition flow and subtraction
flow). To reduce computational complexity, a STAG-based
dynamic combined flow algorithm was proposed and described
in detail to maximize two-commodity flow in DTNs. Finally,
an illustrative example and simulations were presented to
demonstrate the effectiveness of the proposed algorithm. In our
future work, we will apply the constructed STAG and STAG-
based maximum flow algorithms for more practical application
scenarios.
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