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Introduction

1. Graph serves as a common form of interactions between users or items.
a. Social Network is the typical graph in real-world activities
b. It’s common scenario that users acquire or disseminate information through people around 

them, such as friends, classmates or parents, etc.
c. Except for interaction between users, the relationship between item and user can also be 

viewed as a type of interaction: rating
d. Interaction between user’s social network can boost the information passing for the 

corresponding item
i. User will recommend item which he think is great to his close friends

2. This kind of message passing through graph-like network is perfect for 
Graph Neural Network. 
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1. Motivation: As social connection can boost 

the message passing through the whole 

network, it can be naturally formed as a 

message passing problem on graph

2. Challenges:
a. How to combine these two graphs?
b. how to capture interactions and 

opinions between users and items 
jointly ?

c. Strong ties and weak ties?
All lead to representations of users and items!

Motivation and Challenges
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1. U = {u1,u2,...,un} as the set of users, total n users
2. V = {v1,v2,...,vm} as the set of items, total m items
3. User - item rating graph:

a. Rating matrix (user-item graph) is formed as Rn * m

b.                                is the set of known ratings
c.                             is the set of unknown ratings
d. N(i) is the set of users whom ui directly connected with
e. C(i) is the set of items which ui have interacted with
f. B(j) is the set of users who have interacted with item vj

4. User - User social graph:
a. n * n matrix T, 1 if relationship exist between two users, 0 otherwise

5. Given  both two graphs, R and T, we aim to predict missing rating value in R.
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Problem Formulation
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Methodology Overview
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Methodology Overview

✓ User Modeling
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User Modeling

▪ Aim: user latent factors: 𝒉𝑖 ∈ ℝ𝑑 for user 𝑢𝑖

▪ Two aggregation: Item Aggregation & Social Aggregation

(1) Item Aggregation  

▪ To learn item-space user latent factor 𝒉𝑖
𝐼 ∈ ℝ𝑑 from the user-item graph 

▪ user-item graph : interactions & users’ opinions (rate score)

➢ General calculation

➢ Mean Aggregation

➢ Attention mechanism

✓ Item Aggregation
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User Modeling

▪ Aim: user latent factors: 𝒉𝑖 ∈ ℝ𝑑 for user 𝑢𝑖

▪ Two aggregation: Item Aggregation & Social Aggregation

(2) Social Aggregation  

▪ To learn social-space user latent factor 𝒉𝑖
𝑆 ∈ ℝ𝑑 from the social graph 

➢ To aggregate the item-space user latent factors of 𝑢𝑖’s neighbor users

➢ Attention mechanism

➢ Mean Aggregation

✓ Social Aggregation
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User Modeling

▪ Aim: user latent factors: 𝒉𝑖 ∈ ℝ𝑑 for user 𝑢𝑖
Learning User Latent Factor

▪ Combine two factors 𝒉𝑖
𝐼 and 𝒉𝑖

𝑆 to the final user latent factor via a 

standard MLP 

➢ Calculation

✓ Combination
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✓ Item Modeling

Methodology Overview



12

Item Modeling

▪ Aim: item latent factors: 𝒛𝑗 ∈ ℝ𝑑 for item 𝑣𝑗

▪ Aggregation: User Aggregation

User Aggregation

▪ For each item 𝑣𝑗, we need to aggregate information from the set of

users who have interacted with 𝑣𝑗, , denoted as 𝐵(𝑗)

➢ Denote: opinion-aware interaction user representation 𝐟𝑗𝑡

basic user embedding 𝐩𝑡
opinion embedding 𝐞𝑟 via a MLP 𝒈𝑢

➢ To learn item latent factor 𝒛𝑗

➢ Attention mechanism to differentiate users



13

Methodology Overview

✓ Rating Prediction
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Rating Prediction & Model Training

Model Training

➢ Objective function

Rating Prediction

▪ Predict with the two latent factors: 𝒉𝑖 and 𝒛𝑗

➢ Concatenation & MLP
➢ Optimizer: RMSprop

➢ Randomly Initialization

➢ Dropout strategy 
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Experiment Settings

• Datasets
▪ Social Network Websites:  Ciao, Epinions.
▪ Both allow users to rate items, browse/write reviews and add 

friends.

• Evaluation Metrics

 

 

• Comparison Baselines
▪ Group1: Traditional RS w/o Social Network

▪ Group2: Traditional RS with Social Network

▪ Group3: Deep Neural Network RS w/o Social Network 

▪ Group4: Deep Neural Network RS with Social Network

Group 1 Group 2 Group 3 Group 4

Models

PMF SoRec NeuMF DeepSoR

SoReg GCMC+SN

Social MF GraphRec
(Proposed)

Trust MF
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Comparison Results
Observation 1:  Group 2 always outperform Group 1 to verify the effectiveness of social network info. 

Observation 2:  Group 3 > Group 1 && Group 4 >  Group2 to verify the power of deep neural network

Observation 3:  Among the baseline, GCMC+SN shows strong perf., which implies the power of  GNN

Observation 4:  Proposed GraphRec is the best because of the intro. of interactions and opinions in user-item graph

60%: 60% data in training set
80%: 80% data in training set
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Model Analysis

Several A/B tests to verify the impact of different model components and hyper-parameters
Methodology: Remove the test components to observe the change of performance. 

Analysis 1 : Effect of Social Network and User Opinions
▪ only remove social network info: GraphRec-SN
▪ only remove interaction opinions: GraphRec-Opinion

Remove Opinions

Remove SN
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Model Analysis
Analysis 2 : Effect of Attention Mechanisms
▪ Only remove item attention: GraphRec-α
▪ Only remove social attention: GraphRec-β
▪ Both remove α&β: GraphRec- α&β
▪ only remove user attention: GraphRec-μ

α β

μ
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Model Analysis
Analysis 3 : Effect of Embedding Size
▪ Test the performance change with various embedding size {8, 16, 32, 64, 128, 256}
▪ Larger embedding size(8->64) will decrease the loss but increase the computation 

complexity.
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Summary

Strength:
• Leverage the graph topological info and GNN 
• Integrated user-item info, social info, rating info in the neural network
• Introduction of attention mechanism to obtain the various contribution weights
• Elaborative comparison experiments and A/B tests for model components 

Weakness:
• Lack of some theatrical proof and derivative
• Model Computation Complexity ? 
• Evaluation Metric is good enough ?
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Q & A




