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Abstract—In this paper, we propose the concept of a secure broadcasting, effected by means of a secure lock, on broadcast channels, such as satellite, radio, etc. This lock is implemented by using the Chinese Remainder Theorem (CRT). With the secure lock, we have the following advantages. First, only one copy of the ciphertext is sent. Second, the deciphering operation is efficient. Third, the number of secret keys held by each user is minimized. By using the secure lock, we also present protocols for secure broadcasting, based on the public-key cryptosystem as well as the private-key cryptosystem.
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I. INTRODUCTION

The main property of a broadcast channel is that a single transmission from a source station may be received simultaneously by many destination stations. Examples of broadcast channels include various forms of local area networks, satellite channels, packet radio networks, etc. Frequently, we need to send a secret message to many people at the same time. Applications of this type are called secure broadcasting applications. These applications, such as document distribution, teleconferencing, etc., have considerably changed the nature of data traffic. In the future, the volume of secure broadcasting data traffic will increase significantly.

In this paper, we assume that there are \( n \) users, called a group \( U \), in a broadcast network. Let \( e_k \) be the enciphering key and \( d_k \) be the deciphering key of user \( u_i \). Generally, in the private-key cryptosystem, \( e_k \) is equal to \( d_k \), and in the public-key cryptosystem, \( e_k \) is different from \( d_k \). Each user can communicate directly with every other user through the broadcast channel. But, working on a "need to know" basis, the sender may want to send a message \( M \) just to a group of users \( G \), within \( U \). The ciphertext of \( M \) should only be decipherable by the users in \( G \) but not every other user in \( U \). Most of the cryptosystems that have been proposed are concerned with the point-to-point type of communication [3].

If one uses point-to-point approach for secure broadcasting of a message, then for each user \( G \), the sender must perform encryption and send the ciphertext separately. Clearly, using this approach is very inefficient since multiple copies of the ciphertext must be sent [3], [4].

Another approach is that each group \( G \) within \( U \) is associated with a group key for secure communication and this key is known only to users in \( G \). In the public-key cryptosystem, this group key is a pair of keys; one is a public enciphering key and the other is the deciphering key. Since this group key is only known by the users in \( G \), the sender can use it to encipher the message before broadcasting. Clearly, using this method only one copy of the ciphertext needs to be sent. However, the sender must hold up to \( (2^n - 1) \) group keys, one for each possible nonempty subgroup of \( U \). The disadvantage of this solution is that each user needs to hold possibly too many group keys.

To avoid keeping too many secret group keys we can arbitrarily select a key, called session key, to encipher the message. In the public-key cryptosystem, this session key will be a pair of keys. Let \( e \) be the enciphering session key and \( d \) be the deciphering session key and let \( R \) be the ciphertext of \( d \) which is enciphered under \( e_i \)'s enciphering key \( e_k \), i.e., \( R = E_{e_k}(d) \) where \( u_i \) is a user in \( G \). We can directly concatenate \( m \) pieces of \( R \) together and append them onto the sent-out message. In this method, only one copy of ciphertext is needed because the message is enciphered by the session key, and no extra keys need to be kept in secret because the session key is selected for each transmission. However, it is inefficient in that the receiver needs to decipher each piece of \( R \), in average of \( m/2 \) decipherings, with his deciphering key until he gets the session key \( d \).

To avoid doing so many times of deciphering, we can modify the above method by labeling each \( R \), in certain predefined and advertised sequence so that the receiver can locate his \( R \) and decipher it directly. However, the \( m \) labels will increase the length of sent-out message. And using traffic analysis, those unciphered labels will disclose some secret information to the intruder, such as the purpose or the security level of the message.

In this paper, we shall propose a secure lock to lock the deciphering session key. Using this secure lock only a single deciphering operation is needed to obtain the session key. In Section II, the secure lock, with implementation based on the Chinese Remainder Theorem (CRT), is presented. In Section III, two efficient protocols for secure broadcasting are presented. One is based on the public-key cryptosystem and the other is the private-key cryptosystem. In Section IV, we examine the security of our proposed protocols. Finally, conclusions are given in Section V.
II. Our Proposed Approach

Consider a broadcasting system consisting of a broadcast network and a group $U$ containing $n$ users. Let the $n$ users be denoted as $u_1, u_2, \cdots, u_n$. Let $G$ denote a non-empty subgroup of $m$ users within $U$, $m \geq 2$. In order to send a message $M$ to the users in $G$ securely, $M$ is enciphered before being sent. It is clear that if there exists a secure method which can send the deciphering session key together with the ciphertext of $M$, then the disadvantages of secure broadcasting can be easily solved. Since the message is enciphered by the enciphering session key, only one copy of ciphertext needs to be sent, and since the session key is selected for each transmission, no extra keys need to be kept in secret. Based on the above idea, we propose a new approach in which a lock is superimposed onto the front of the sent-out message to lock the deciphering session key, and only matches the keys of the users in $G$.

According to the locking concept, we can describe the format of the sent-out message as follows:

\[
\begin{array}{ccc}
X & \hat{d} & C
\end{array}
\]

where

$X$ is the lock.

$\hat{d}$ is the deciphering session key; i.e., $M = D_{\hat{d}}(C)$.

$C$ is the ciphertext of the message $M$; i.e., $C = E_{\hat{d}}(M)$.

$\hat{e}$ is the enciphering session key.

The lock $X$ should satisfy the following requirements. First, it can only be opened by users in $G$ since we only allow users in $G$ to read the message. Second, it must be dependent on $\hat{d}$. Otherwise, each time the sender broadcasts a message to the users in $G$ using the same lock, it will disclose some secret information to the intruder, such as the purpose or the security level of the message. Thus, in order to meet these requirements the lock must be functionally dependent on both the deciphering key used between the sender and users in $G$ and the deciphering session key $\hat{d}$.

The remaining problem is how to construct the secure lock. A lock construction method based on the Chinese Remainder Theorem will be presented in the next subsection.

A. The Construction and Performance of the Secure Lock

Before presenting the construction method of the secure lock, let us briefly recall the Chinese Remainder Theorem.

Chinese Remainder Theorem (CRT): Let $N_1, N_2, \cdots, N_n$ be $n$ positive integers that are pairwise relatively prime, and let $R_1, R_2, \cdots, R_n$ be positive integers, and let $L = N_1N_2 \cdots N_n$. Then the set of congruous equations

\[
X = R_i \mod N_i
\]

have a common solution $X$ which is in the range of $[1, L - 1]$ and

\[
X = \left( \sum_{i=1}^{n} \frac{R_i}{N_i} \right) \mod L
\]

where $1 \equiv f_i \mod (L/N_i)$.

For further information on the CRT, the reader can consult [1], [2].

Now, based on the CRT, the construction of the secure lock is described as follows. Let $\hat{d}$ be the deciphering session key and let $R_i$ be the ciphertext of $\hat{d}$ which is enciphered with $u_i$'s enciphering key $ek_i$; i.e., $R_i = E_{ek_i}(\hat{d})$. Let $G$ be a group of users within $U$, and $N_1, N_2, \cdots, N_n$ be pairwise relatively prime integers which are publicly known in the system. $N_i$ is associated with the user $u_i$ and greater than $R_i$. Then we have the congruous equations as follows:

\[
X = R_i \mod N_i
\]

\[
X = R_i \mod N_i \quad \text{for all } u_i \text{ in } G
\]

\[
X = R_i \mod N_i \quad \text{for all } R_i, R_i \leq N_i
\]

\[
X = R_i \mod N_i
\]

where $R_i = E_{ek_i}(\hat{d})$.

From the above congruous equations, the common solution $X$ can be computed using the CRT.

Let the common solution $X$ of the CRT be the secure lock. According to the congruous equations of the CRT, $u_i$ can compute $R_i$ from the lock $X$. Therefore, $u_i$ can decipher $R_i$ to get $\hat{d}$ in one single deciphering operation.

To see that the lock $X$ satisfies the requirements mentioned previously in this section, first we note that each of the congruous equations is associated with a user in $G$. In order to obtain $\hat{d}$, the user needs the associated deciphering key $dk_i$ to decipher $R_i$ for opening the lock $X$. Therefore, only the users in $G$ have the deciphering key to open this lock $X$. Second, since $R_i = E_{ek_i}(\hat{d})$, we know that $R_i$ is functionally dependent on $\hat{d}$. Therefore, the second requirement is also met. Finally, since the user only needs his own secret key to open the lock, users in the system need not to hold extra keys. Thus, the lock $X$ is the lock which we want to construct.

In summary, appending the lock $X$ onto the sent-out ciphertext has the following advantages.

1) Only one copy of the ciphertext is sent.
2) For each user in the system, no extra secret keys are needed.

B. The Performance of the Construction Method

Since the performance of our proposed construction method is dependent on the CRT algorithm, we shall first consider the complexity of the CRT algorithm. Let \( N_1, N_2, \ldots, N_k \) denote the \( k \) moduli in the CRT and assume that each \( N_i \) at most has \( b \)-bit. Then the complexity of the CRT algorithm is \( O_b(M(bk) \log k) + O_b(kM(b) \log b) \) (see [1, Theorem 8.21]), where \( M(n) \) is the time used to multiply two \( n \)-bit integers, and \( O_b \) is measured in bit operations.

Since the complexity of the CRT algorithm is dominated by \( M(n) \), we shall examine the algorithm for multiplying two \( n \)-bit integers. Assume that a multiplier and an adder, 32 bits, are available. Using divide-and-conquer strategy, one can multiply two \( n \)-bit integers \( X, Y \) as follows [1].

Let
\[
X = a \cdot 2^{n/2} + b \\
Y = c \cdot 2^{n/2} + d \\
U = (a + b) \cdot (c + d) \\
V = a \cdot c \\
W = b \cdot d.
\]

Then
\[
XY = U \cdot 2^n + (U - V - W) \cdot 2^{n/2} + W.
\]

Thus,
\[
M(n) = \begin{cases} 
1 \text{ multiplication} & \text{if } n \leq 32 \\
3M(n/2) + 4A(n) + 2A(n/2) + 2S & \text{if } n > 32
\end{cases}
\]
\[
A(n) = \begin{cases} 
1 \text{ addition} & \text{if } n \leq 32, \\
k \text{ addition} & \text{if } (k - 1) \cdot 32 \leq n \leq k \cdot 32,
\end{cases}
\]

and \( S = 1 \) shift.

Now, let us multiply two 1024-bit integers
\[
M(1024) = 3M(512) + 5A(1024/32) + 2 \text{ shifts} \\
= 3(3M(256) + 5A(512/32) + 2 \text{ shifts}) \\
+ 5 \cdot 32 \text{ additions} + 2 \text{ shifts} \\
\]
\[
M(1024) = 243 \text{ multiplications} \\
+ 2110 \text{ additions} + 34 \text{ shifts}.
\]

According to the CRT algorithm and using divide-and-conquer strategy, we can say our proposed construction method is efficient. If the parallel multiplication hardware and the special CRT computing hardware are available, then the computing time can be improved significantly [5].

The security of the locking concept and its detailed solution will be presented in the following section.

III. Our Proposed Broadcasting Protocols

First, we shall describe a protocol for secure broadcasting which is based on a public-key cryptosystem. Next, we shall describe a private-key based protocol, and then compare these two protocols.

A. Public-Key Cryptosystem Based Broadcast Protocol (PUBP)

Assume each user \( u_i \) in the broadcast system has been assigned an integer \( N_i \). Let \( N_1, N_2, \ldots, N_n \) be pairwise relatively prime, and public in the broadcast system. Let \( u_i \) be the sender. Let \( e_k \) be \( u_i \)'s public enciphering key and \( d_k \) be \( u_i \)'s secret deciphering key. The format of the sent-out message is given as follows:

\[
\begin{array}{ccc}
X & CKD & C \\
\end{array}
\]

where
\[
X \quad \text{is the lock, being the solution of the following congruous equations:} \\
X = E_{ek}(\hat{d}) \mod N_i, \quad \text{for all } u_i \text{ in } G.
\]

\( CKD \) is the ciphertext of \( \hat{d} \) which is enciphered by \( \hat{e} \); i.e., \( CKD = E_{\hat{e}}(\hat{d}) \), and used by the receivers to check whether the sender wants to communicate with him or not.

\( C \) is the ciphertext of the message \( M \) which is enciphered by \( \hat{e} \); i.e., \( C = E_{\hat{e}}(M) \).

The Encryption Algorithm:

Input: The secret message \( M \), the public relatively prime integers \( N_1, N_2, \ldots, N_n \), and the public enciphering keys of the users in \( G \).

Output: The message to be broadcast; i.e., \( X, CKD, \) and \( C \).

Step 1: For the secret message \( M \), the sender arbitrarily selects an enciphering session key \( \hat{e} \) for encrypting the message \( M \); i.e., \( C = E_{\hat{e}}(M) \), and a deciphering session key \( \hat{d} \) for decrypting the ciphertext \( C \); i.e., \( M = D_{\hat{d}}(C) \).
Step 2: Use the CRT algorithm to compute the common solution from the following congruous equations:

\[ X = R_1 \mod N_1 \]
\[ \ldots \]
\[ X = R_i \mod N_i \quad \text{for all } u_i \text{ in } G \]
\[ X = R_m \mod N_m \]

where \( R_i \) is the ciphertext of \( \hat{d} \), which is encrypted by \( e_k \); i.e., \( R_i = E_{e_k}(\hat{d}) \).

Step 3: Compute the CKD and encipher \( M \) with \( \hat{e} \):

i.e., \( \text{CKD} = E_{\hat{e}}(\hat{d}) \), and \( C = E_{\hat{e}}(M) \).

Step 4: Broadcast the message; i.e., send \( X \), \( \text{CKD} \), and \( C \) out.

The Decryption Algorithm:

Input: The sent-out message, and the deciphering key \( d_k \) of the receiver \( u_i \).

Output: The secret message \( M \).

Step 1: Compute \( \hat{d} \) from \( X \) by using the receiver’s deciphering key, \( d_k \). Then compare \( \hat{d} \) to the CKD:

i.e., to compute \( \hat{d} = D_{d_k}(X \mod N_i) \)
\[ = D_{d_k}(R_i) \]
and check whether \( D_{d_k}(\text{CKD}) \) is equal to \( \hat{d} \) or not. If not, the receiver knows that this message was not sent to him, and stops.

Step 2: Decipher the ciphertext \( C \) with \( \hat{d} \); i.e., compute

\[ M = D_{\hat{d}}(C) \]

Step 3: End.

The public-key cryptosystems, one who sends a message to a receiver \( u_i \), shall encipher the message under \( u_i \)'s public enciphering key. Then the receiver can decipher the ciphertext under his secret deciphering key. From the above decryption algorithm, in order to compute \( \hat{d} \), the user \( u_i \) in \( G \) only needs to decipher \( R_i \) with his own deciphering key \( d_k \). Hence, for each user in the system, only one key needs to be kept in secret. To compute this to the group key approach mentioned in Section I, our proposed solution, based on public-key cryptosystems, needs only \( O(n) \) secret keys instead of \( O(2^n) \) keys.

B. Private-Key Cryptosystem Based Broadcast Protocol (PRBP)

In public-key cryptosystems, the receiver can use his own secret deciphering key to open the lock. However, in private-key cryptosystems, since the receiver has \( n - 1 \) deciphering keys, one for each other user in the system, the receiver needs to select the correct deciphering key to open the lock. Consequently, the sender’s ID must be included in the sent-out message.

Let \( e_k \) be the enciphering key used by the sender \( u_i \) to encipher a secret message \( M \) and send it to the receiver \( u_i \). Let \( d_k \) be the deciphering key used by the receiver \( u_i \) to decipher a ciphertext \( C \) which is sent by the sender \( u_i \). The format of the sent-out message for the private-key cryptosystem is given as follows:

\[
\begin{array}{cccc}
(SID) & X & \text{CKD} & C
\end{array}
\]

where

\( X \), \( \text{CKD} \), and \( C \) retain the same definition as in the Public-Key Cryptosystem Based Protocol.

\( S I D \) is the sender’s identification number.

The encryption algorithm of the PRBP is the same as that of the PUPB. In private-key cryptosystems, the receiver needs to select the deciphering key to decipher the ciphertext which is sent by the sender \( u_i \). Therefore, an additional step to select the deciphering key for opening the lock \( X \) is inserted at the beginning of the PUPB decryption algorithm to form the PRBP decryption algorithm. This additional step is shown as follows.

Step 0: Receiver \( u_i \) selects the deciphering key \( d_k \), to compute \( \hat{d} \) from \( X \), where \( s \) is obtained directly from \( S I D \).

It is clear that the PRBP and the PUPB have a strikingly similar solution for secure broadcasting. According to the above solutions, we only need to encipher the message once and only send out one ciphertext.

In private-key cryptosystems, each user has \((n - 1)\) secret keys since for each other user \( u_i \), the sender needs a key \( e_k \) for encrypting the sent-out message. Compared to the group key approach mentioned in Section I, our proposed solution based on the private-key cryptosystem needs only \( O(n^2) \) secret keys instead of \( O(2^n) \) keys.

IV. SOME ATTACKS ON OUR PROPOSED PROTOCOLS

In this section, we state that the security of our proposed broadcasting protocols is the same as that of the cryptosystem used. In our protocols, for each user in \( G \), we encipher the deciphering session key \( \hat{d} \) with the receiver’s enciphering key \( e_k \) separately and mix these ciphertexts by the CRT algorithm. Thus, the congruous equations are as follows:

\[ X = E_{e_k}(\hat{d}) \mod N_i \]
\[ \ldots \]
\[ X = E_{e_k}(\hat{d}) \mod N_i \]
\[ \ldots \]
\[ X = E_{e_k}(\hat{d}) \mod N_m \]

(1)
where the values of $X$ and $N_i$ are public. In the public-key cryptosystem, $e_k$ is also public.

Since the $X$ and $N_i$ are public, the congruous equations (1) can be transformed into the following set of equations:

$$R_1 = E_{e_k}(d)$$

$$R_2 = E_{e_k}(d)$$

$$R_m = E_{e_k}(d). \quad (2)$$

A cipher is breakable if it is possible to deduce the plaintext or key from a given ciphertext. In general, the basic measure of a secure broadcasting protocol is whether the broadcasting protocol degrades the security of the cipher which is applied to the protocol, or not. Ciphers are usually considered acceptable if they can withstand a known-plaintext attack with the assumption that the cryptanalyst has an arbitrary number of plaintext-ciphertext pairs [2]. In other words, any given secure broadcasting protocol which uses a cipher that can withstand the known-plaintext attack, and can still withstand the known-plaintext attack, is secure.

Our proposed protocols may be attacked by an intruder using the following means.

**Attack 1: Attack to find the deciphering session key $d$.**

In this case, we stipulate that the intruder does not belong to $G$. An intruder must try to solve the equations shown in (2) to get $d$. But, since each equation in (2) is encrypted with a different secret key, he must break the cipher $E$ which is secure against the known-plaintext attack. Thus, our protocols do not downgrade the security of $E$.

**Attack 2: Attack to obtain the secret key.**

The intruder may be a legitimate receiver in $G$. He tries to obtain the secret key which is used by another receiver $u_i$. If the intruder has the secret key of user $u_i$, then he will know all of the messages sent to $u_i$. In the private-key cryptosystem, the secret key used between the sender and receiver $u_i$ is $e_k$. Even though the intruder knows the ciphertext-plaintext pairs $(R_j, d)$, he also has to break the cipher $E$ used in (2) to get $e_k$. Since the cipher used in our protocols is secure against the known-plaintext attack, the result is the same as that of attack 1.

In the public-key cryptosystem, the secret key is the deciphering key $d_k$, which is associated with the public enciphering key $e_k$. Since the public-key cipher key can withstand the known-plaintext attack, (actually, the public-key cryptosystem is secure against the chosen-plaintext attack), the intruder cannot obtain more information from (2). Therefore, the intruder intending to get the secret key $d_k$ from (2) has the same difficulty of trying to break the cipher $E$.

From the above discussion, we conclude that if the cipher which is used in our proposed protocols can withstand the known-plaintext attack, then our proposed protocols also can withstand the known-plaintext attack, therefore our proposed broadcasting protocols are secure.

V. Conclusion

In this paper, we have proposed the locking concept and a secure lock implemented based on the Chinese Remainder Theorem. By using this secure lock, we have proposed secure broadcasting protocols for solving the secure broadcasting problem. It is clear that these are distributed protocols since each user can compute the lock by himself. In the last section, we have shown that the security of the cipher which is used in our protocols is not downgraded. So, our proposed protocols are secure.

The first point of merit in our proposed protocols is their efficiency because only one copy of the ciphertext is broadcasted.

Second, in our proposed protocols, the number of secret keys which are kept by each user is equal to the number of secret keys which are needed in the one-to-one applications. Actually, the same secret keys are used. Thus, the number of secret keys which are used in our protocol is minimized.

The third merit is that the sent-out message need not contain the names of the receivers. Furthermore, in the public key based protocol, the sender’s ID (SID) is also enciphered. Since the receiver’s addresses are inherent in the ciphertext of $X$, the security level of the sent-out message is not disclosed and the attack using traffic analysis is also infeasible.

Finally, the Chinese Remainder Theorem is used to implement the secure lock. However, it is efficient only when the number of users in a group is small, since the time to compute the lock and the length of the lock (hence the transmission time) is proportional to the number of users.

In most typical applications, the number of users in a group is small, therefore the secure lock implemented by the Chinese Remainder Theorem is suitable. In case that there are a large number of users in a group, we can partition the users into a number of subgroups with suitable size. Then a lock is constructed for each subgroup by using the Chinese Remainder Theorem. A lock is sent while the lock for the next subgroup is constructed, so that construction and transmission time of these locks can be overlapped.
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