Abstract

Recent research has demonstrated the efficacy of accelerating textual pattern search tasks using specialized hardware, such as Micron's Automata Processor (AP) and FPGAs, but programming these devices is often challenging for non-hardware-experts. To address this, we present RAPID, a high-level programming language and combined imperative and declarative model for programming pattern-recognition processors. RAPID is clear, maintainable, concise, and efficient both at compile and run time. We discuss the tools and algorithms we have developed and evaluate a suite of RAPID programs against custom, baseline implementations previously demonstrated to be significantly accelerated by specialized hardware. We show that RAPID programs are much shorter in length, are expressible at a higher level of abstraction than their handcrafted counterparts, and yield generated code that is often more compact.

1. Introduction

As analysis of “big-data” sets becomes increasingly more common both in industry [5] and academia (as demonstrated by the emergence of conferences such as IEEE Big Data), there is a growing need for both suitable programming paradigms and high-throughput processing hardware. These analyses can often be re-phrased as pattern-searching problems, in which many searches are conducted against a single stream of data. A pattern defines a sequence of data that should be identified within another collection of data. Hardware technologies, such as FPGAs and Micron’s Automata Processor [7], have been demonstrated to accelerate these types of pattern searching tasks in application areas such as natural language processing [22], particle physics [19], machine learning [15, 17, 18], and bioinformatics [4, 11].

While these hardware solutions provide excellent performance for pattern searches, their respective programming interfaces are challenging to use. Current programming models are akin to assembly-level programming on traditional CPU architectures. Consequently, programs written for these accelerators are tedious to develop and challenging to write correctly. Additionally, these low-level representations do not lend themselves well to debugging and maintenance tasks. We argue that pattern-search problems are better better represented at a higher level of abstraction that is less hardware-dependent.

In this paper, we present the RAPID programming language, a high-level, C-like language for writing pattern search algorithms. This language maintains the performance benefits of specialized hardware solutions, while providing a clear, concise, and maintainable representation of a search. We attest to RAPID’s versatility in representing pattern searches across application domains. We also discuss the tools and techniques we have developed to support execution of RAPID programs on both the Automata Processor and FPGAs. Finally, we present experimental results comparing RAPID programs for real-world applications against state-of-the-art, handcrafted equivalents. Notably, we observe that RAPID programs do not need to be modified to target specific hardware back end; the same program compiles efficiently for both targets.

2. Background and Related Work

Pattern Search Representations. Search patterns are often represented as regular expressions or finite automata, which are equivalent in expressive power (i.e., both can recognize exactly the same class of patterns).

A finite automaton includes a set of states and a set of transitions defining how the states become active based on symbols observed in an input stream. In a non-deterministic finite automaton (NFA), it is possible to transition to multiple states on the same input symbol.

While capable of specifying search patterns, NFAs are difficult to write and maintain. NFA representations, such as the XML-based Automata Network Markup Language (ANML), are extremely verbose. For example, measuring the pairwise difference of characters between an input string and a five-character string requires 62 lines of ANML to represent [10]. Maintenance tasks on this code are also cumbersome: modifying the automaton to compare against a string of length 12 requires modification of 65% of the code. NFAs
can be challenging and tedious to write correctly, especially for developers lacking familiarity with automata theory. In research areas such as program verification, the task of specifying automata is automated [1].

Regular expressions are another common option for representing a search pattern; however, these also suffer from similar maintainability challenges. For many of our target applications, such as motif searches, particle tracking, and rule mining, the regular expression representing the search is non-intuitive and may simply be an exhaustive enumeration of all possible strings that should be matched. Additionally, programming of regular expressions can be extremely error-prone due to variations in regular expression syntax, which leads to high rates of runtime exceptions [13].

Hardware Support for Pattern Searches. The problem of accelerating pattern searches has a long history [6, 8, 21]. Recently, there has been a renewed focus on accelerating pattern-recognition problems using specialized hardware. Some examples are IBM’s PowerEN Processor [9], the Titan IC RXP Regular eXpression Processor [14], and the Automata Processor (AP) [7]. The PowerEN processor contains special accelerators alongside traditional cores to allow for improved regular expression performance. The Titan IC processor employs a large lookup table to accelerate regular expression matching. Rather than directly processing a regular expression, the AP executes NFAs using a combination of a modified SDRAM memory array and a reconfigurable routing matrix. Researchers have also developed FPGA-based regular expression and automata engines, which have accelerated these tasks [12, 20]. Our work targets both the AP and FPGAs. In particular, we argue that a pattern-search language should be hardware agnostic, with efficient compilation to a variety of hardware targets.

3. RAPID Language Overview

In this section, we present an overview of the RAPID programming language. For a more detailed description, see Angstadt et al. [2]. RAPID is a concise and maintainable hardware-agnostic, high-level programming language for defining highly-parallel pattern searches against a stream of data. Programs consist of one or more macros and one network, written in a combination of imperative and declarative styles. A macro uses sequential control flow to define an algorithm for matching patterns in an input data stream. The network contains a list of macros that are instantiated in parallel, allowing for simultaneous recognition of many patterns in data streams. Macros and networks provide a programming paradigm that supports a high-level notion of pattern searches and also maps naturally to the underlying computational models of the AP and FPGAs.

Programs passively observe an input symbol stream, abstractly represented as a stream of 8-bit characters and accessed through calls to the input() function. A call to this function returns the head of the data stream and acts as a synchronization point in the program. All active computation executes up to the next call to input() and then receives the same symbol from the input stream. When a pattern is identified in the input stream, RAPID programs generates a report event, which captures the offset in the input stream as well as the macro triggering the report event.

While the network of a RAPID program provides coarse-grained parallelism, finer-grained control of parallelism is achieved through use of three parallel control structures: either, or/else, some, and whenever. These statements allow for both static and dynamic spawning of computation to compare against multiple character sequences in parallel. Additionally, these statements provide support for sliding window searches, in which the program is searching for a pattern that could begin on any character of the input stream or following a set sequence of characters.

An example RAPID program is presented in Figure 1. The example program implements association rule mining (also referred to as frequent itemset mining). Candidate association rules are passed in to the network as elements of the set array. All candidates are checked in parallel against the input data stream after being triggered by a sliding window search for a reserved START_OF_INPUT symbol. Candidate rules that occur frequently enough within the input stream trigger reports, which can be used during post processing for filtering.

4. Compilation Workflow

We employ a workflow of several tools to target FPGAs and the Automata Processor as depicted in Figure 2. Each stage in this pipeline represents an explicit lowering of the programmatic representation beginning with a high-level RAPID program and producing a binary file. We describe each stage of this process below.

RAPID Compiler. The compilation process begins with an input RAPID program. We have developed techniques for converting such programs into functionally equivalent NFAs

```java
# Example RAPID program implementing association rule mining

macro frequent(String set, Counter cnt) {
  foreach (char c : set) {
    while (input() != c);
  }
  cnt.count();
}

network(String[] set) {
  some(String s : set) {
    Counter cnt;
    whenever (START_OF_INPUT == input())
      frequent(s, cnt);
    if (cnt > 128)
      report;
  }
}
```

Figure 1. Example RAPID program implementing association rule mining.
(i.e. automata that are able to recognize the same symbol patterns) [2]. We perform this transformation recursively much in the same that a regular expression may be converted into a non-deterministic finite automaton. Comparisons against the input stream are encoded into the states of the design, and higher-level constructs such as loops, parallel control structures, and conditionals are transformed into the connections between these states. This produces a collection of NFAs encoded in an ANML specification that can then be further processed to execute on an Automata Processor or FPGA.

**Targeting the Automata Processor.** Micron provides a proprietary tool for converting ANML specifications into a binary image that is loadable onto an Automata Processor. This tool places and routes the NFAs onto the hardware states and reconfigurable routing mesh of the processor. We use this tool directly to synthesize ANML for the AP.

**Targeting FPGAs.** We have developed and collected a set of algorithms for optimizing and transforming automata designs. These algorithms are implemented in VASim, a tool we have created to facilitate automata research and experimentation [16]. VASim additionally supports multi-threaded execution of automata on CPUs. We use this tool to first optimize the input automaton from the RAPID compiler using what is known as common prefix collapsing [3]. This process merges states that match the same input symbols, beginning with the starting states, producing a functionally-equivalent NFA with fewer states. In our Brill tagging benchmark, for example, left minimization results in a 57% reduction in the number of states.

Using this optimized NFA, VASim then transforms the design into a Verilog hardware description. Our tool generates a module with inputs for clock, reset, and an 8-bit input symbol and outputs for report events. Within the module, activations of states in the automaton are stored in registers, which are updated on every clock cycle. A state becomes active if it is enabled (a state with an incident edge to the current state is active) and the current input symbol matches. Using this update rule, it is possible to execute the NFA directly in hardware. Collection and exporting of report events is left as future work. Finally, we target Xilinx FPGAs by synthesizing the hardware description produced by VASim.

### Table 1. Comparison between RAPID and hand-crafted NFAs (ANML) with respect to lines of code (LOC).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>RAPID LOC</th>
<th>ANML LOC</th>
<th>Percent Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARM</td>
<td>18</td>
<td>301</td>
<td>94.02%</td>
</tr>
<tr>
<td>Brill</td>
<td>688</td>
<td>9698</td>
<td>92.91%</td>
</tr>
<tr>
<td>Exact</td>
<td>14</td>
<td>193</td>
<td>92.75%</td>
</tr>
<tr>
<td>Gappy</td>
<td>30</td>
<td>2155</td>
<td>98.61%</td>
</tr>
<tr>
<td>MOTOMATA</td>
<td>34</td>
<td>587</td>
<td>94.21%</td>
</tr>
</tbody>
</table>

### Table 2. Space utilization on AP and FPGA targets. Lower values for AP States, FPGA LUTs and FPGA Registers indicate a smaller footprint; lower values for AP Mean BR Allocation indicate less stress on the routing network.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>AP States</th>
<th>AP Mean BR Alloc.</th>
<th>FPGA LUTs</th>
<th>FPGA Registers</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARM</td>
<td>H 58</td>
<td>20.8%</td>
<td>73</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>R 56</td>
<td>20.8%</td>
<td>83</td>
<td>65</td>
</tr>
<tr>
<td>Brill</td>
<td>H 1,514</td>
<td>65.4%</td>
<td>201</td>
<td>1483</td>
</tr>
<tr>
<td></td>
<td>R 1,429</td>
<td>60.6%</td>
<td>358</td>
<td>1360</td>
</tr>
<tr>
<td>Exact</td>
<td>H 27</td>
<td>4.2%</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>R 27</td>
<td>4.2%</td>
<td>28</td>
<td>27</td>
</tr>
<tr>
<td>Gappy</td>
<td>H 123</td>
<td>77.1%</td>
<td>73</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>R 399</td>
<td>70.8%</td>
<td>52</td>
<td>399</td>
</tr>
<tr>
<td>MOTOMATA</td>
<td>H 149</td>
<td>75.0%</td>
<td>114</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>R 72</td>
<td>75.0%</td>
<td>85</td>
<td>60</td>
</tr>
</tbody>
</table>

H – Handcrafted  R – RAPID

5. **Experimental Results**

We evaluate RAPID against hand-crafted automata designs for five real-world applications, which were selected based upon previous research demonstrating significant hardware acceleration with the automata paradigm. The benchmarks are: association rule mining (ARM) [18], Brill part of speech tagging (Brill) [22], exact- and gappy-match DNA alignment (Exact and Gappy) [4] and planted motif search (MOTOMATA) [11]. For each benchmark, we chose an instance size representative of a real-world problem as specified by authors of the previous research.

Table 1 presents an evaluation of the conciseness of the RAPID language. We compare the lines of code needed to represent the given application to a hand-crafted NFA written in ANML. We choose ANML for representing NFAs because of its use in the AP toolchain and because each
line roughly corresponds to a single state or transition. For the five benchmarks evaluated, pattern searches written in RAPID reduces the program text by 92%–98%.

The RAPID compiler also produces automata that are as space efficient as their hand-crafted counterparts. Because automata runtimes are linearly dependent on the length of the input, performance depends on the number of automata that can be executed in parallel (a smaller footprint allows for more automata to process in parallel). Table 2 compares the physical space (AP states) needed to execute a single widget of each benchmark on the AP. The current generation AP has approximately 1.5 million states. A lower number of states means that more widgets can be loaded onto the AP and run in parallel, thereby increasing device throughput. AP Mean BR allocation is a metric that approximates of the routing complexity of the design. Lower numbers indicate less congestion. These results demonstrate that describing pattern searches at a higher level of abstraction (i.e., in RAPID) does not result in significant space overheads on the AP. In fact, for four of the five benchmarks, RAPID version is at least as compact as its hand-crafted counterpart.

We also evaluate the space efficiency of the FPGA engines our tools produce. We synthesize our designs for a Xilinx Kintex UltraScale XCKU060. Table 2 also lists the number of LUTs and registers needed to implement the hardware description of the pattern search. Lower numbers indicate smaller footprints for the circuits, which allows for more widgets to be run in parallel on the FPGA. We note that, as with the AP results, RAPID programs do not incur significant space overheads on the FPGA. This initial result indicates that RAPID programs are hardware agnostic (i.e., the same RAPID program can be efficiently executed on both the AP and FPGAs). We leave a complete timing analysis and comparison with other FPGA engines to empirically validate this claim for future work.

6. Conclusions

In this short paper we discuss RAPID, a high-level programming language for specifying pattern searches. Our experimental evaluation of RAPID using five real-world applications demonstrate that RAPID programs are concise, maintainable, and efficient on both the AP and FPGAs. We are continuing to develop our toolchain and explore additional optimizations to support more efficient execution on FPGAs as well as other architectures.
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