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Abstract

Regression testing is used by software developers to ensure that program modifications have not negatively impacted the correctness of code. While regression testing has been successfully applied in many domains, programs such as web applications, XML processors, and compilers remain expensive to test because harmless program evolutions make the tests appear to fail: in our experiments 82% of test case output differences are false positives.

We present an automated tool that measures syntactic differences in the tree-structured output of such programs to reduce the number of false positives in, and thus the cost of, regression testing. We model test case outputs that merit human inspection through a set of structural and domain-specific features. We evaluate the performance of our technique on over 20,000 test case output comparisons, and find that we are three times as accurate as a naive comparator.

1. Introduction

In software engineering, regression testing is a way of life: after a program is changed to introduce features or remove defects, regression testing provides assurance that those modifications have not negatively impacted correctness. Regression testing is a major part of software maintenance [21]. Maintenance activities consume 70% [4] to 90% [25] of the total lifecycle cost of software, summing to over $70 billion per year in the United States [31], with regression testing accounting for as much as half of this cost [12, 23]. Nevertheless, a lack of resources often restricts developers to utilize only a fraction of the available regression tests [8, 16, 34]. Consequently, even mature software projects are constrained to ship with known bugs [14].

Regression testing is frequently limited by the effort required to compare results between two versions of program output. Formally, it can be viewed in terms of an oracle mechanism that produces an expected result and a comparator that checks the actual result against the expected result [3]. In practice the oracle is commonly taken to be the output of a previous, trusted version of the code on the same input and the comparator is a simple diff of the two outputs. Any difference implies that the test should be inspected by developers; this commonly suggests an error in the new version but may also indicate a discrepancy in the oracle output (e.g., the correct output may legitimately change as the program gains new functionality). Unfortunately, traditional regression testing is particularly burdensome for programs with tree-structured output (e.g., [28]) because using diff as the comparator produces too many false positives [30].

We propose SMART, a tool for syntactic regression testing, to reduce the cost of regression testing for programs with tree-structured output by providing a precise comparator. Programs that produce tree-structured output, such as XML, HTML, or abstract syntax trees, require a comparator that captures richer information. Consider new versions of: (1) a web application that produces HTML with a different copyright notice; (2) a program business logic core that serializes user sessions to XML with a different attribute order; and (3) a compiler that also includes additional debugging information. Even if no new defects have been introduced, a direct diff of output will always report a potential error in all three cases, and thus always demand developer effort to either fix the program or update the oracle answer. The more the program evolves, the greater this unnecessary burden of regression test inspection will become. Nevertheless, the move toward XML- and HTML-emitting web-based applications continues at a rapid rate, and evolving and testing them remains critically important [36]. For such web applications, even a partial loss of functionality can cost businesses millions of dollars per hour [19]. Instead of just using syntax-based comparison through diff, we suggest that such projects use test comparators that understand the syntax and semantics of tree-structured output. We propose to combine insights from structural differencing algorithms (e.g., [1]) as well as semantic features (e.g., [28]) into a distance model for test case output. This distance metric then forms the heart of a precise comparator, where a regression test should be inspected if the new output’s distance from
the oracle output exceeds a certain cutoff. We automatically
determine which differences between program outputs and
oracles as worth inspecting, based on their structural and
syntactic features. Our technique is applied by inspecting
a small fraction of the regression testing output as normal,
and using that information to train a model based on our fea-
tures; the model dictates which of the remaining test outputs
should be inspected. Our comparator is successful if it re-
duces false positives (i.e., correctly tells developers not to
inspect test cases that have small changes but do not indi-
cate defects) while minimizing or avoiding false negatives
(i.e., incorrectly tells developers not to inspect real defects).

The contributions of this paper are:

- A set of features, both structural and syntactic, that
  help to determine if tree-structured regression test out-
  put should be inspected by human developers
- An experimental evaluation of a model and distance
  metric using those features; SMART is more than three
times as accurate as diff averaged over 20000 test
case output pairs
- A quantitative and qualitative comparison of the rela-
tive power of those features, with a discussion of the possible
impact on regression test practices

2 Motivating Example

Web application development has certain features that
make comprehensive testing both difficult and important.
Web applications have become an integral part of the global
economy, with Internet-based e-commerce projected to
reach over one trillion dollars by 2010 [27]. The short time-
to-market horizon for web applications argues that testing
should be a high priority, but in practice testing is often con-
sidered to be high-cost and low-benefit [9]. Compounding
the problem are the evolving nature of user needs, the pres-
sure to change, the complexity of web applications [22], and
high-quality-of-service requirements [35].

Testing web applications is challenging because they are
often subject to updates that may not change the appearance
or functionality experienced by the end user. Consider the
diff output from two TXT2HTML test case versions [32]:

```
1 < <p>The same table could be indented.</p>
2 < <TABLE border="1">```
```
3</TABLE>
4 </p>
5 <p>The same table could be indented.</p>
6 </p>
```

In addition to including a new summary attribute, the newer
output also handles the paragraph tag <p> differently. A sin-
gle paragraph tag <p> is equivalent to the open-close pair of
paragraph tags <p>/p> for most browsers, with the distinc-
tion being that future versions of HTML will not support
unmatched tags. A direct comparison would yield a false
alarm (i.e., incorrectly instruct the developer to inspect the
output) for this test case, because both of these changes rep-
resent updates to the HTML rather than errors. In general,
the structure of web output is generated by the application,
but the content itself often comes from a user or a database
beyond the program’s control. Consider a news site, such as
CNN or the BBC: the content text changes daily, but that
does not indicate a bug in the underlying web application.

The above example demonstrate that using diff to
compare outputs for regression testing is often not appropri-
ate for XML or HTML applications because of the potential
for frequent false positives. Alternatively, developers may
customize diff-like comparators for their specific applica-
tions (for example, they may ignore different timestamps),
howerever, these tools must be manually configured for each
project and potentially each test case – a human-intensive
process that may need to be frequently updated as the test
suite evolves. In following sections we will present a flex-
technique for reducing false positives associated with
a naive diff comparator which is able to learn the nature
of faults in a target application rather than rely on human
customization.

3 A Model of Test Case Output Differences

Our goal is to save effort in regression testing by using an
automated test case output comparator. We specifically tar-
get applications with tree-structured output, such as XML
or HTML, where a standard diff comparison would yield
a high rate of false positives. The key distinction between
tree-structured output and flat text files is that trees are well-
formed objects with a directed edge relationship. In XML,
for example, an element is defined between a start and end
tag, which can contain other elements, attributes, and text.

Although recent work has explored using semantic graph
differencing [20] and abstract syntax tree matching [17, 6]
for analyzing source code evolution, such approaches are
not helpful in comparing XML and HTML text outputs.
First, because they depend on the presence of source code
constructs such as functions and variables, which are not
present in generic HTML or XML, to make distinctions.
More importantly, however, they are meant to summarize
changes, rather than to decide whether or not an update sig-
als an error.

SMART relies on tree representations to make decisions
about the relative importance of changes between two ver-
sions of output with respect to their structural significance.
We characterize each pair of program outputs via a distance
metric that is based on the weighted sum of individual fea-
tures. If the distance exceeds a given cutoff, the two test
case outputs are deemed different enough to merit human
inspection.
Source code differencers hard-wire knowledge of program semantics; SMART learns the weights and the cutoffs on a per-project or global basis via linear least-squares regression. An important advantage of linear regression over other techniques is that the resulting models are straightforward to analyze. We use analyses of variance to assess the relative contribution of our various features to an accurate prediction.

4 Comparing Pairs of Documents

Our approach classifies test case output based on structural and syntactic features of tree-structured documents. Although some are complicated, most features are quite simple, such as counting the number of inserted elements when converting one tree into the other. As a concrete example of a feature, consider counting node inversions: in HTML, `<u>text</u>` renders identically to `<b>text</b>`, even though the order of the bold and underline tags has been reversed.

4.1 Tree Alignment

To recognize such features, we must first align the input trees by matching up nodes with similar elements. An alignment is a partial mapping between the nodes of one tree and the nodes of the other. To see why this alignment is necessary, consider these two HTML fragments:

1. `<u><b>textA</b></u> <i>text</i>`
2. `<i><b>textB</b></i> <u>text</u>`

We must know how the fragments align before we can count inversions: if we align the `textA` subtree of #1 with the `textB` subtree of #2, we can count an inversion between the `<u>` and `<b>` tags. However, if we align the `textB` subtree of #2 with the `textA` subtree of #1, we can count inversions between the `<u>`, `<b>` and `<i>` tags.

This insight motivates us to find an alignment based on the minimal number of changes that describe the difference between two documents. We adapt the DIFFX [1] algorithm for calculating structural differences between XML documents to compute alignments on general tree-structured data. Matching pairs of elements between the newer and older trees allows SMART to identify local features derived from element pairs, as well as global features, such as the addition of natural language text across elements in the document.

Our technique employs features that fall into two loose categories: identifying differences in the higher level tree structure of the output, and emulating human judgment of interesting differences between two XML or HTML pages.

4.2 Tree-based differences

SMART uses features based on the tree structure of the test case output to signal interesting changes that merit human inspection. Taken together, these tree-based features are meant to flag a wide assortment of differences identified between two XML or HTML files, based on the tree structure itself. We arrived at several of our tree features through hours of manual inspection of test case output.

The DIFFX Algorithm. Three of these features are taken from a variant of the DIFFX [1] algorithm that we adapted to work on arbitrary tree-structured inputs rather than just XML. The algorithm computes the number of moves, inserts and deletes required to transform the first input into the second. It does this via bottom-up exact tree matching combined with top-down isolated tree fragment mapping: this amalgamated approach provides a high quality characterization of the relationship between the two input trees. We hypothesize that deletes and especially moves frequently correlate with test cases that merit inspection, and that the size of the change is indicative of the likelihood of an error. For example, if a generated webpage is missing a repeated element, or contains a long stack trace, the delete and insert features will allow our technique to flag it as worth inspecting. Considering moves instead of delete-insert pairs reduces the number of false positives returned.

Inversions. We hypothesize that inverted elements in XML or HTML do not indicate high-level semantic errors. We measure two related types of inversions. In both cases, we perform a pre-order traversal of all nodes in both of the document trees. Since we are interested in structural inversions, we remove all text nodes. We then sort the two lists and calculate the longest common subsequence between them. The longest common subsequence provides a specialized mapping between the two documents. We remove all nodes not in the common subsequence and unsort the lists, returning the remaining nodes to their original relative orders. We then compare the lists element-wise and count each difference; each difference is a structural inversion.

Grouped Changes. In addition to detecting changes to individual tree elements, we also detect when a set of elements that form a contiguous subtree are changed as a group. We measure the size of the grouped change in terms of the number of elements involved. We hypothesize that clustered edits are more likely to be deserve inspection, often because they contain missing components or lengthy exception reports. We also record a boolean feature that notes the presence or absence of grouped changes.

Depth of Changes. We note the relative depth of any edit operation within a tree. We hypothesize that changes closer to the root are more likely to signal large semantic differences and thus more likely to merit human inspection.
Changes to Only Text Nodes. In many changes the differences between two outputs will be limited to text nodes while the tree structure remains unchanged. We expect that documents with such text-only differences are unlikely to contain semantic errors and thus should not be inspected.

Order of Children. We note when two aligned nodes are otherwise similar but have the order of their children changed. We hypothesize that changes in the order of children (as opposed to changes in the order of attributes) do not indicate high-level semantic errors and thus should not be inspected. This feature is complementary to moves being associated with errors in text case output.

4.3 Human-Judgment differences

We also attempt to detect changes a human would discern between two rendered versions of output files. These features are specific to HTML and attempt to identify differences that a human observer would notice on a web browser.

Text and Multimedia Ratios. Natural language and images play an important role in the human interpretation of a webpage. We measure the ratio of displayed text between two versions as well as the ratio of displayed text to multimedia objects. Replacing a small amount of text with an image, such as replacing a textual link with a button, is not a large semantic difference. On the other hand, changing many words in a small document may merit inspection.

Error Keywords. Many classes of errors in web applications follow similar patterns. For NullPointerException and many other violations are tied to the underlying languages, and can be reasonably predicted by a textual search of the document for error keywords, such as “exception”. Relying on natural language text to signal page errors has been previously explored in [2]. We hypothesize that output pairs containing error keywords in the newer version, but not in the older, are likely to merit human inspection.

Changes to Input Elements. We measure the addition and removal of functional elements of a webpage, such as buttons and forms. Beyond hyperlinks, these elements represent the primary interface between the user and the web application. We hypothesize that the removal of a functional element, such as a submit button, indicates that the output should be inspected.

Changed or Missing Attribute Values. We note when two aligned elements contain the same attribute but have a different attribute value. Consider this example:

```xml
<type id="_8" name="int"/>
```

If the two `<type>` elements on lines 1 and 3 are aligned then the change from `"int"` to `"unsigned int"` represents a meaningful change. Note that this is different than the case where the second `<Type>` has a new new attribute that the original does not. Whether or not a change of an attribute value signals an error will depend on the specific application; the example above is more likely to indicate a bug than changing the value of an HTML image’s height attribute. On the other hand, we claim that a newer version of code that is missing an attribute should be inspected.

5 Experimental Results

We evaluated SMART on ten open-source benchmarks that produced either XML or HTML output, totaling 473,000 lines of code. We chose benchmarks from an assortment of domains, considering only benchmarks for which multiple versions were available and for which a set of test cases was available. Figure 1 summarizes the programs used.

For each benchmark, we manually inspected the test case output generated by the two versions of the benchmark indicated. Our manual inspection marked the output as “definitely not a bug” or “possibly a bug, merits human inspection”. We conservatively erred on the side of requiring human inspection, and annotated each test case twice, re-examining situations where the two annotations did not initially agree, so that our annotations remained consistent. Human inspection represents the standard software engineering processes and might, for example, discover problems in the program, the test case, or both. Our initial experiments involve 7154 pairs of test case output, of which 919 were labeled as requiring inspection.

For the hypothetical benefit experiment described in Section 5.3, we also considered multiple additional versions of two of the projects and manually annotated the test case output between each pair of successive versions. In sum, we annotated and evaluated on 20833 pairs of test case outputs.

5.1 Experiment 1 – Model Selection

In this experiment, we evaluate our technique’s feasibility when phrased as an information retrieval task by creating a linear regression model based on those features and selecting an optimal cutoff to form a binary classifier.

5.1.1 Recall and Precision

We use recall and precision to evaluate the performance of our model. These measures are commonly used to evaluate document retrieval systems [24]; we use our model to answer the query: “Which test case outputs should be inspected by a human?” Precision and recall are defined as follows:

\[
\text{recall} = \frac{|D \cap M|}{|D|} \quad \text{precision} = \frac{|D \cap M|}{|M|}
\]
Figure 1. The benchmarks used in our experiments. The “Test cases” column gives the number of regression tests we used for that project; the “Test cases to Inspect” column gives the number of those tests for which our manual inspection indicated a possible bug.

where \( D \) is the desired set of test cases (as determined by our human annotators, see Section 5); and \( M \) (for model) is the set of test cases returned by our technique. 

Precision can be trivially maximized by returning a single test case, while recall can similarly be maximized by returning all test cases. We avoid these scenarios by combining the two measures by taking their harmonic mean. The resulting \( F_1 \)-score is defined as \( F_1 = 2pr/(p+r) \), where \( p \) is precision and \( r \) is recall. This metric gives equal weight to precision and recall. In practice recall, which penalizes missing real bugs, is usually more important; we will return to that consideration in Section 5.3.

5.1.2 Cross Validation

Before evaluating the performance of our model, we must first ensure that it is not biased with respect to our data set. To mitigate the threat of overfitting, we used 10-fold cross validation [13]. Although cross-validation may not always be necessary for linear regression, we performed it explicitly to ensure our results were not biased by testing and training on the same data. We randomly assigned test cases from all programs in the data set into ten equally-sized groups. Each group is reserved once for testing, and the remaining nine groups are used to train the model; we thus never train and test on the same data. Next we average the cross validation results and compare these values to the results of the same model when we trained and tested on the entire data set. If the two outcomes were not significantly different, we can conclude that we were not subject to bias.

5.1.3 Experimental Procedure

SMART classifies pairs of tree-structured outputs based on whether a human should inspect them or not. In this experiment:

1. We first perform the cross-validation steps (Section 5.1.2). On each fold, we train a linear model as if the response variable (i.e., our boolean human annotation of whether a human should inspect that output or not) were continuous in the range [0,1].

2. The real-valued model outputs are turned into a binary classifier by comparing against a cutoff. We perform a linear search to find a model cutoff. Depending on how the result of applying the linear model compares to the cutoff, SMART reports that the outputs need be or need not be inspected. We choose the cutoff and comparison that yield the highest \( F_1 \)-score for each validation step.

3. After cross-validation, we train the model on the entire data set. We again find the best model cutoff and comparison to maximize the \( F_1 \)-score.

5.1.4 Results

Figure 2 shows our precision, recall, and \( F_1 \)-score values for SMART on our entire dataset. Results for diff, xmldiff, and random approaches are given as baselines; diff represents current industrial practice.
toss, and biased coin toss as baseline values. The fair coin returns “no” with even probability. The biased coin returns “no” with probability equal to the actual underlying distribution for this dataset: (7154 − 919)/7154. Note that the biased coin toss cannot generally be implemented in the field since it relies on knowing the distribution of right answers in advance. Despite this, SMART has clear advantages in predictive power over diff, xmldiff, and random or biased chance; our approach yields three times diff’s $F_1$-score. xmldiff, an off-the-shelf diff-like tool for XML and HTML [33], was a worse comparator than than basic diff because it was unable to process some benignly ill-formatted output.

Little to no bias was revealed by cross-validation. The absolute difference in $F_1$-score between the model and its corresponding averaged cross validation steps was 0.0004. This shows that results obtained using the corresponding model trained on the entire data set were never significantly different from the the averaged results from each set of cross validation steps.

After measuring our performance for our global model, we evaluated our performance when training on each project individually. We found both that we can train an effective model using only information from one project, and also that we can learn a more effective model using per-project information. In addition, we found that the effects of our features were frequently similar across different projects.

### 5.2 Experiment 2 – Feature Analysis

In this section, we evaluate relative feature importance and determine which features correlate with output that should be inspected. Figure 3 shows the results of a per-feature analysis of variance on the model using the entire dataset. The table lists only those features with a significant main effect. $F$ denotes the $F$-ratio, which is close to 1 if the feature does not affect the model; conceptually $F$ represents the square root of variance explained by that feature over variance not explained. The $p$ column denotes the significance level of $F$ (i.e., the probability that the feature does not affect the model).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Coefficient</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text Only</td>
<td>-0.217</td>
<td>179000</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DIFFX-move</td>
<td>+0.003</td>
<td>170000</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DIFFX-delete</td>
<td>+0.017</td>
<td>52700</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Grouped Boolean</td>
<td>+0.792</td>
<td>9070</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DIFFX-insert</td>
<td>+0.019</td>
<td>862</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Error Keywords</td>
<td>+0.510</td>
<td>410</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Input Elements</td>
<td>+0.118</td>
<td>184</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Depth</td>
<td>-0.001</td>
<td>128</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Missing Attribute</td>
<td>-0.045</td>
<td>116</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Children Order</td>
<td>-0.000</td>
<td>77</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Grouped Change</td>
<td>-0.078</td>
<td>62</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Text/Multimedia</td>
<td>+0.009</td>
<td>19</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Inversions</td>
<td>-0.000</td>
<td>6</td>
<td>0.020</td>
</tr>
<tr>
<td>Text Ratios</td>
<td>-0.001</td>
<td>6</td>
<td>0.020</td>
</tr>
</tbody>
</table>

**Figure 3.** Analysis of variance of our model. A + in the ‘Coefficient’ column means high values of that feature correlate with test cases outputs that should be inspected (both + and - indicate useful features). The higher the value in the ‘F’ column, the more the feature affects the model. The ‘p’ column gives the significance level of $F$; features with no significant main effect ($p \geq 0.05$) are not shown.

Our DIFFX-move feature was frequently correlated with test case errors. It may seem counter-intuitive that moves, as opposed to insertions or deletions, would indicate a need for human inspection. In practice, however, tree-structured moves show up as a side-effect of other large changes; the introduction or deletion of one element often involves a move of its neighbors. Despite the high $F$-ratio of the DIFFX-move feature, its model coefficient was an order of magnitude smaller than those of insert or delete. Although moves were most frequently associated with errors, other features also had to be present in order for the test case output to merit inspection.

Our boolean feature that indicated the presence or absence of clustered changes was also highly correlated with errors. We claim that variations in the sizes of the grouped changes are not as salient as their existence. We note that grouped changes were more important than DIFFX-inserts, which may have been scattered across the output.

Some of our features were less powerful than we originally hypothesized. For example, the presence of error keywords did not affect our model as much as the features listed above. Analysis of natural language to identify errors can be challenging [11], and will likely vary between different data sets. The high coefficient for error keywords allows
them to overcome the negative impact of text-only changes, because error keywords only occur in text.

5.3 Experiment 3 – Effort Saved

Finally, we evaluate the hypothetical benefit of our technique, in terms of developer effort saved, when used to determine if humans should inspect regression test output over multiple revisions to software projects. We consider a situation in which a development organization uses our technique on all regression tests between successive releases of the same project. We assume that humans manually inspect a small percentage of the test case output flagged by \( \text{diff} - 20\% \) in this experiment – and then train our tool on that information (as in Section 5.1.3), using it to guide the inspection of the remaining test cases. Subsequent releases of the same project retain training information from previous releases, as well as incorporating the false positive or true positive results of any test case that our tool deemed to require manual inspection.

5.3.1 Experimental Procedure

Two of our benchmarks, GCC-XML and HTMLTidy, had three or more released versions available. For each successive version considered, we manually annotated the test case differences to determine if a human should inspect them (see Section 5). The dataset for this simulation thus includes 20232 regression test output pairs spanning seven software releases for two projects. Note that this is slightly different setup than that of Figure 1 — for example, while there were 25 test cases to inspect for the version of HTMLTidy used in Figure 2, here we use five different releases of HTMLTidy that have correspondingly different numbers of test outputs that should be inspected (12–254).

We measure the number of test cases flagged for manual inspection (i.e., the 20% used for initial training as well as the true positives and false positives produced by our tool) as well as the number of false negative test cases that should have been flagged for inspection (i.e., that indicated potential bugs found via regression testing) but were not. Each of these carries an associated software engineering cost.

We can estimate the amount of effort saved by developers when using SMART, by defining a cost of looking \( \text{LookCost} \) at a test case and a cost of missing \( \text{MissCost} \) for each test case that should have been flagged but was not. We consider SMART a useful investment when the cost of using it:

\[
(\text{TruePos} + \text{FalsePos}) \times \text{LookCost} + \text{FalseNeg} \times \text{MissCost}
\]

is less than the cost of \( \text{diff} \times \text{LookCost} \). That is, SMART saves effort when the cost of looking at the test cases flagged by \( \text{diff} \) but not by our technique exceeds the cost of missing any relevant test cases we fail to report. We thus express the condition under which our technique is profitable:

\[
\frac{\text{LookCost}}{\text{MissCost}} > \frac{\text{TruePos} + \text{FalsePos} - |\text{diff}|}{\text{FalseNeg}}
\]

We assume \( \text{LookCost} \ll \text{MissCost} \), so we would like this ratio to be as small as possible.

5.3.2 Results

Figure 4 shows our results. For example, when applying our technique to the last release of HTMLTidy, the ratio above which we are profitable is about 1/1000; if the cost of missing a potentially useful regression test report is less than or equal to 1000 times the cost of triaging and inspecting a test case, we save developer effort. A ratio of 0 indicates that we have no false negatives, and in such cases we always outperform \( \text{diff} \), regardless of \( \text{LookCost} \) or \( \text{MissCost} \). Figure 4 also shows the number of test cases that a developer would need to examine when using \( \text{diff} \).

SMART’s performance generally improves on subsequent releases, and it totally avoids false negatives in one instance for both benchmarks. Our model is at its worst when there is a large relative number of regression test errors (e.g., for a rushed release that fails to retain required functionality). For the fourth release of HTMLTidy, the number of test cases that should be inspected is an order-of-magnitude higher than usual. A cautious development organization might use our tool only when the random sampling of 20% of the test case outputs shows a historically reasonable number of regression test errors.

Previous work on bug report triage has used a \( \text{LookCost} \) to \( \text{MissCost} \) ratio of 0.023 as a metric for success for an analysis that required 30 days to operate [10], and we adopt that ratio as a baseline here. The typical performance of our technique, which includes the cost of the 20% manual annotation burden and would take 1.3 hours on average per release, is 0.0183 — a 20% improvement over that figure. If we exclude the HTMLTidy outlier mentioned above our ratio is 0.0015; we exceed the utility of previous tools by an order of magnitude and require an order of magnitude less time.

Industrial values of \( \text{LookCost} \) and \( \text{MissCost} \) are rarely available for publication, but for illustrative purposes if we assume that \( \text{LookCost} \) is $40 and \( \text{MissCost} \) is $1000, then using SMART reduces the costs associated with regression testing over all releases shown in Figure 4 by 47% ($214240 vs $404800). Even if \( \text{MissCost} \) doubles to $2000, SMART still reduces the cost by 8% ($371240 vs. $404800). \( \text{LookCost} \), the time to compare the results of a test suite to the oracle, is typically a few minutes for each test case [18]. \( \text{MissCost} \) varies by application domain: it can be low for applications where servers can easily update deployed software,
5.4 Threats to Validity

Although we outperform `diff` by over a factor of three, it is possible that our results do not generalize to industry practice for various reasons. For example, the benchmarks used in our experiments may not be representative of other projects. To mitigate this threat, we selected our two large benchmarks (HTML-Tidy and GCC-XML) from different domains, and supplemented our global dataset with other, smaller benchmarks to increase the diversity of the data we test on. It is possible that are results are more indicative for our two larger benchmarks than the smaller ones, however, and in future work we would like to include more test applications. Even if our benchmarks are representative, it is possible we overfit our model to the data; our cross-validation in Section 5.1.2 suggests that is not the case.

Similarly, our results may not generalize if we do not use SMART as developers would in practice: we examined the regression test output of versions of HTML-Tidy and GCC-XML that were several months apart, but in practice some organizations may perform these tests more frequently, such as during a nightly build. Because our model’s performance depends on the relative frequency of bugs between release versions, and not the number of bugs in general, we believe that we will still be able to save developer effort, even if regression tests are run more frequently.

Finally, our human annotations may not have accurately flagged potential errors in regression test output. To avoid missing actual bugs, our annotations were conservative: we only annotated test outputs as not meriting inspection if we were highly certain they did not indicate an error. Thus we may have annotated non-errors as errors, which translates into less of an opportunity for us to outperform `diff`, but does not impact the correctness of our approach.

5.5 Experimental Summary

In this section we have shown that we can use our syntactic and structural features to build a model that classifies which regression test case outputs merit human inspection. On 7154 test cases from 10 projects, SMART obtains a precision of 0.9972, a recall of 0.9890, and an F1-score of 0.9931, over three times as good as `diff`’s F1-score of 0.3004. Although these are very strong machine learning results, we further tested our technique in a simulated deployment involving 20232 test cases and multiple releases of two projects. In that scenario we had 8425 fewer false positives than `diff`, and we save development effort when the ratio of the cost of inspecting a test case to the cost of missing a relevant report is over 0.0183; we claim that numbers in that range correspond to a savings for typical industrial practice.

6 Related Work

Sprenkle et al. have focused on oracle comparators for testing web applications [28, 29, 30] with HTML output. Building on a capture-replay testing framework for user session data [28], they investigate features based on `diff`, content, and structure. They refine these features into oracle comparators [30] based on HTML tags, unordered links, tag names, attributes, forms, the document, and content. They then investigate applying decision tree learning to identify the best combination of oracle comparators for specific ap-
plications [29]. We also combine machine learning and automated oracle comparators, but we include features and experiments that are not HTML-specific and can be applied to any tree-structured data. Finally, they validate their approach by measuring their oracles’ abilities to reveal seeded defects in a single version of an application (i.e., measuring differences between the clean application and a faultseeded one). By contrast, our experiments train and test on data between different versions of the same application. Our approach aims to not flag common and benign program evolutions, in contrast to the setting of Sprengle et al. [29], where a deterministic application would yield no false positives with a diff comparator.

Lucca et al. address the open issues of web application testing through the use of an object-oriented model of a web application which defines the unit level for testing [15]. As part of their testing toolkit, they outline a Comparator which automatically compares the actual results against the expected values of the test execution. The authors do not describe the details of their comparator, but SMART can be thought of as a working instantiation of such a design.

Many testing methodologies use oracle comparators that require manual intervention in the presence of discrepancies [5, 15, 22, 30]. For example, user session data can be used as both input and also test cases [5, 28], but there must be a way to compare obtained results with expected results. Lucca et al. address web application testing with an object-oriented web application model [15]. They outline a comparator which automatically compares the actual results against the expected values of the test execution. Our technique can be thought of as a working instantiation of such a design, and we extend the notion to structural differences.

Sneed explores a case study on testing a web application system for the Austrian Chamber of Commerce [26]. A capture-replay tool was used to record the dialog tests, and XML documents produced by the server were compared at the element level: if the elements did not match, the test failed. Our approach also compares XML documents, but does not necessarily rely on exact element matching, and thus reports fewer false positives.

Haran et al. aim to automatically support fault detection by classifying program executions [7]. They also use machine learning to build a model of program executions that are likely to be associated with failed test cases. Their approach is orthogonal to ours, although it may be difficult to apply their approach to some web applications due to the dynamic nature of content generation.

7 Conclusions

We present SMART, a technique for reducing the cost of regression testing by using syntactic and structural features to decide whether or not test case output merits human inspection. In domains with tree-structured output, such as HTML, XML or abstract syntax trees, traditional diff-based comparisons yield too many false alarms. We posit a number of features that can be used to distinguish potential errors from harmless functionality additions or rendering changes. For example, changes to the text of HTML output are actually negatively correlated with the presence of potential errors, while tree-structured differences, such as moving a subtree from one part of the output to another, are positively correlated with potential errors.

We evaluate SMART both as a model and as a cost-saving technique. As a model evaluated on 7154 test case pairs from 10 projects, we obtain a precision of 0.9972, a recall of 0.9890 and an $F_1$-score of 0.9931, over three times as good as the standard diff $F_1$-score of 0.3004. We complement these strong machine learning results with a simulated deployment involving 20232 test cases. SMART had only 96 false positives — 8425 fewer than diff — and saves development effort when the ratio of the cost of inspecting a test case to the cost of missing a relevant report is over 0.0183, a range both corresponding to a savings for typical industrial practice and also 20% better than previously-published results. Web applications and XML-processing middleware applications are becoming increasingly important; SMART presents a first step toward a comparator that makes regression testing for them attractive.
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