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TABLE III
Ri N TIMES OF EQUAL WIDTH WiD-ri1 CONSiIRAINED

ALGORITHMS (TIMES ARE iN MS)

16

64

256

4096

[71 O(n log n)

1.47

8.84

45.96

1041.90

O(n log log n)

2.28

15.75

76.55

2148.60

O(n log' n)

1 49

27.14

169.58

2597.75

O(n)

1.52

26-71

169.42

2760.25

remaining algorithms. The Ofn log n ) algorithm is recommended for
use in practice unless the number of components in a stack is very

much larger than 4096.

VII. CONCLUSION

We have shown that while the equal-width height constrained
and equal-wvidth width-constrained stack folding problems cannot
be solved by applying the greedy method and parametric search,
respectively, these methods can be successfully applied if the input
is first normalized. Normalization can be done in linear time, Hence
the overall complexity is determined by that of applying the greedy
method or parametric search to the normalized data.

We have developed a linear time algorithm for the equal-width
height-constrained problem. This compares very favorably (both ana-
lytically and experimentally) with the 0(1o2) dynamic programming
algorithm of [7].

For the equal-width width-constrained problem we have devel-
oped four algorithms of complexity 0(i log i), 0(n log log n),
0(n log' n), and 0(n), respectively. All compare very favorably
with the Gi n% dynamic programming algorithm of [7]. Experimental
results indicate that the 0(in log o) algorithm performs best on

practical size instances.
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Non-Tree Routing

Bernard A. McCoy and Gabriel Robins

Abstract-An implicit premise or existing routing methods is that the
routing topology must correspond to a tree (i.e., it does not contain
cycles). In this paper we investigate the consequences of abandoning this
basic axiom, and instead we allow routing topologies that correspond
to arbitrary graphs (i.e., where cycles are allowed). We show that non-
tree routing can significantly improve signal propagation delay, reduce
signal skew, and afford increased reliability with respect to open faults
that may be caused by manufacturing defects and electro-migration.
Simulations on uniformly distributed nets indicate that depending on
net size and technology parameters, our non-tree routing construction
reduces maximum sourse-sink SPICE delay by an average of up to 62%,
and reduces signal skew by an average of up to 63%, as compared with
Steiner routing. Moreover, up to 77 % of the total wirelength in non-trees
can tolerate an open fault without disconnecting the circuit.

1. INibRODUCTION

Recent advances in VLSI technology have steadily improved chip
packing densities. As feature sizes decrease, device switching speeds
tend to increase; however, thinner wires have higher resistance,
causing signal propagation delay through the interconnect to increase
[1]. Thus, interconnection delay has a greater impact on circuit
speed, being responsible for up to 70% of the clock cycle in the
design of dense, high performance circuits [19]. In light of this
trend, performance-driven routing has become central to the design
of leading-edge digital systems [141.

Minimum spanning trees with bounded source-sink pathlengths
were proposed in [9] Boese et al. [5] have developed a "critical
sink" routing approach which significantly reduces delay to specified
sinks, thereby exploiting the critical-path information that is implicitly
available during iterative timing-driven layout. More recently, Boese
et al. [4], [31 have identified and exploited a high-quality, algorithmi
cally tractable model of interconnect delay, based on an upper bound
[18] for Elmore delay.

An implicit premise of previous methods is that a routing topology
must correspond to a tree (i.e., an acyclic topology). In retrospect,
this assumption seems natural. since a tree topology spans a net and
thus achieves electrical connectivity using a minimum number of
edges/wires. In this paper, we question this seemingly basic axiom,
and investigate the consequences of allowing cycles in the routing.
Thus, we recast the routing problem into a new formulation where
the interconnection topology may correspond to an arbitrary graph.

At this point, the reader may ask: how can adding extra wires
to an existing routing tree improve signal propagation delay? The
answer lies in the tradeoff between the overall circuit capacitance
and the source-sink resistances. Clearly, adding extra wires to a
routing tree increases the overall capacitance, however, the added
wires may significantly lower certain source-sink resistance values,
which may in turn reduce source-sink signal propagation delays. The
key observation is that often the decrease in resistance more than
compensates for the associated increase in capacitance, especially
in sub-micron technologies; a simple example of this phenomenon
is illustrated in Fig. 1. Based on these observations, we propose a
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Sourc TSoueX

(a) (b)

Fig. I An example of how adding an extra edge to the minimum spanning
tree on the left (a) can yield the routing topology with reduced interconnect
delay on the tight (b); in this example, routing topology (a) has maximum
source-sink SPICE delay of 1.3 ns, while the topology on the right has a
SPICE delay ol 1.0 ns, a 23% improvement (at a total wirelength penalty of
only 9%). The interconnect parameters used correspond to a MOSIS 0.8 pm
CMOS process

new non-tree routing scheme. Extensive SPICE simulations indicate
that depending on net size and technology parameters, our non-tree
routings reduce signal propagation delay by an average of up to 62%
as compared to traditional Steiner routing.

With decreasing VLSI feature size, open faults in the interconnect
(i.e., discontinuities in wires) tend to occur due to manufacturing
defects and electro-migration, with both these problems becoming
increasingly acute in the submicron regimes [11], [15]. Previous
routing techniques do not address this issue of the reliability of the
routing, i.e., the ability of the interconnect to tolerate open faults. In
contrast, our non-tree routing techniques can tolerate an open fault
along the majority of the wires. Another benefit of non tree routings
is that they improve signal skew by an average of up to 63% over
Steiner routing, as well as reduce signal reflection [6]. Finally, our
basic approach is amenable to numerous extensions such as routing
with critical sinks 151.

The rest of our paper is organized as follows. Section 11 gives basic
definitions, formalizes the problem of constructing optimal-delay
interconnection graph topologies, and discusses the delay models.
In Section III we present a non-tree routing heuristic. Section IV
discusses the experimental results, and we conclude in Section V. A
preliminary version of this work has appeared in [16].

11. PROBFI.FM FORMULATION

A signal net N {c na, ni.., n- } is a fixed set of pins in the
Manhattan plane to be connected by a routing graph G = (N, E).
Pin no C NV is a source (i.e., where the signal originates), and
the remaining pins are sinks (i.e., where the signal propagates to).
Each edge P,, E E has an associated edge cost, d,3 , equal to the
Manhattan distance between its two endpoints n, and nj; the cost
(or total wirelength) of G is the sum of its edge costs. We use t(ni)
to denote the signal propagation delay from the source to pin ni. Our
goal is to construct a routing topology which spans the net and which
also minimizes the maximum source-sink delay.

Optimal Routing Graph (ORG) Problem: Given a signal net V -

{nOi n ll, - *, Ilk} with source no, find a set S of Steiner points and
construct a routing graph G = (A U S, E), E C (A U S) x (A U S),
such that, (G) = u iaX k (iiz, ) is minimized.

We note that the ORG problem is NP-complete by observing that
if the RIC ratio is sufficiently small, the optimal solution to the ORG
problem will be a tree with least wirelength-i.e., an optimal Steiner
tree. The ORG formulation easily extends to address critical sinks,
by associating a criticality ai > 0 with each sink ns, reflecting
timing information obtained during the performance-driven placement
phase [4], [5]. The goal would then be to construct a routing which
minimizes the weighted sum of the sink delays Eki= a, t(n,).

The specific routing graph G that solves the ORG problem will
depend on the model used to estimate the delay t(G), as well as on the
particular technology parameters. Ideally, we would like to compute
and optimize delay according to the complete physical attributes of
the circuit. To this end, we could use the circuit simulator SPICE [ 17],
which is generally regarded as the best available tool for obtaining a
precise, complete measure of interconnect delay.

Unfortunately, SPICE delay is too computationally prohibitive
to evaluate during the routing phase of layout, and we are thus
compelled to seek other alternatives. Another delay model is the
Elmore delay formula [10], which was shown in [2] to have both
high accuracy and fidelity in comparison with SPICE. The Elmore
delay is defined as follows. Given routing tree T rooted at n0, let
e, denote the edge from pin i, to its parent. The resistance and
capacitance of edge e, are denoted by rx, and c,,, respectively. Let
T, denote the subtree of T rooted at n,, and let ci denote the sink
capacitance of l,. We use C, to denote the tree capacitance of T,
namely the sum of sink and edge capacitances in T,. Using this
notation, the Elmore delay along edge ei is equal to r, +ce;/2+C,)-
Let ra denote the output driver resistance at the net's source. Then
the Elmore delay tLD(n,) from source no to sink /ie is given by:
t4 l)(liz) = (., - C", + heiows[(^o1 ) r, t (,V , /2 +~ Cj)-

We can extend the tED function to entire trees by defining
tEto(T) = maxki tvnED(nj). Because of its relatively simple form,
Elmore delay can be calculated in 0(k) time [18]. However, while
the basic Elmore delay model outlined above applies only to tree
topologies, Chan and Karplus have extended it to RC meshes [7].
Their method partitions the graph into a spanning tree and a set of in
additional edges, then adds the extra edges back, updating the Elmore
delay at each step. This increases the time complexity of the Elmore
delay calculation to 0(k 17i). We use this method of delay calculation
for general RC meshes in our approximation heuristic for the ORG
problem (note that the work of [7] proposes a delay estimator but
does not give a specific routing method).

Although the ORG problem formulation seeks to optimize delay,
our solution below has additional benefits as well. For example,
routings produced by our algorithm also have substantially reduced
skew (i.e., maximum difference in signal propagation delay between
any two terminals), which is important since a large signal skew
diminishes the system performance [8]. Moreover, non-tree routings
produced by our method afford circuit reliability in the sense that
they are able to tolerate open faults due to manufacturing defects
and electro-migration. This increase in reliability is quantified more
precisely in Section IV.

111. Low DELAY ROUTING GRAPH HEURISTIC

After testing a number of candidate heuristics for the ORG
problem, the most effective method that we found is as follows:
starting with a Steiner tree topology, we search for a new edge to
add, so that the maximum source-sink delay in the resulting routing
graph will be minimized. This edge is then added to the routing graph,
and the process is iterated (i.e., we look for yet another good edge to
add). We terminate when no further delay improvement is possible;
thus, the maximum source-sink delay of the routing produced by
our algorithm is guaranteed to be no worse than that of the initial
routing (and typically considerably better). Steiner points are allowed
as junctures in the routing, in order to afford further opportunity
for both delay and wirelength optimization, and we use the delay
estimation method of [7] to guide our search inside the inner loop of
this construction. An execution example of this method, called the
Low Delay Routing Graph (LDRG) algorithm, is shown in Fig. 2,
while the formal statement of the algorithm is given in Fig. 3.
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(a) (b)

Fig. 2. An execution of LDRG algorithm on a random 10-pin net The

Steiner tree shown on the left (a) has SPICE delay of 2.8 ns (Steiner points
are square), while the LDRG routing on the right (b) has SPICE delay of 1.9
as, a 32% improvement (the wirelength increase is 25%).

Fig. 3. The low delay routing graph algorithm.

TABLE I
TECHNOLOGY PARAMETERS FOR THREE COMMON

AMOS IC PROCESSES AND A TYPICAL MCM PROCESS

Technology WICI C2 I IC MCM
L | 2.081 1.241 0.88

driver resistance 11) 164 212 270 25
wire resistance (fl/pm) 0.033 0.073 0.112 0.008
,ire capacitance (fF/pm) 0.019 0.022 0.039 0.06

sink loading capacitance (fF) 5.70 7.06 1.00 1000
layout area (mrn

2
lo lo, lo2 i t0o2

IV. EXPERIMENTAL RESULT

We implemented the LDRG algorithm using C in the UNIX/Sun
environment; code is available from the authors upon request. We ran
trials on sets of 100 random nets for each of several net sizes, with pin
locations uniformly distributed in a square layout region. Although
internally the LDRG method uses the extension of the Elmore delay
formula to graphs [7], for greater accuracy and realism, we used
SPICE3e2 [17] to evaluate the performance of the actual routings
produced by LDRG.

We used SPICE parameters that are representative of typical
MOSIS 0.3 pm, 1.2 ptm, and 2.0 ;im CMOS IC processes, as
well as a typical MCM technology (see Table 1). Our SPICE delay
model assumes constant resistance and capacitance per unit length
of interconnect (i.e., both resistance and capacitance are proportional
to wirelength). In addition, sink loading capacitances were used at
all the pins to model loads driven by the interconnect. In our LDRG
implementation, the initial Steiner routing tree was computed using
an efficient implementation of the Iterated I Steiner algorithm of
Kahng and Robins [13], which is known to yield near-optimal Steiner
trees [12].

Fig. 4(a' shows the percent improvement in maximum source sink
delay over Steiner routing. Significant improvment is observed for
example, in the IC3 (0.8 pm CMOS) technology for 20-pin nets,
where on average LDRG wins over Steiner routing by 27% while
incurring a 14% wirelength penalty. Even larger improvment is seen
in the MCM technology, with a performance improvement of 44%
fbr 10-pin nets and of 62% for 20-pin nets. Note that the percent
improvement in delay is consistently greater than the percent increase

TABLE 1l
A DETAILED SUMMARY OF THE PERFORMANCE OF LDRG. FOR EACH
TECHNOLOGY AND NET SIZE, 100 RANDOM NETS WERE GENERATED

USING A UNIFORM DISTRIBUTION; SHOWN ARE THE AVERAGE PERCENT

IMPROVEMENTS OVER STErNER Rot TING FOR DELAY AND SKEW. FOR COST,

THE AVERAGE PERCENT INCREASE IN WIRELENOTH Is SHOWN. FOR

RELIABILITY, WE GIVE THE PERCENTAGE OF TOTAL WIRELENGTH THAT LIES

ON CYCLES IN THE ROUTINo Topo OnY, I E . THAT CAN TOLERATE

AN OPEN FAULT. "PERCENT WINNERS' Is THE PERCENT OF CASES

WHERE LDRG IMPROVED UPON THE INITIAL STEINER RouTING, AND THE

"WINNERS ONLY" STATISTICS ARE AVERAGES OVER ONLY bHE WINNERS

ICI

IC2

1(3

MCM

LDRG Algorithm Statistics

"ee All Ca-m Feecesi Sitne,. Only
size D Ias Cost I Skew I Reibility Winner, D'l oy ] Skew I ReliablnitI

5 8
20 15

5 5 5
2 10 7
2 25 20

5 0 8 5 0
I15 53 8 60 6
4s 32 9 4to 49

5 0 0 8 0 5 5 5 2
it 12 7 15 i 1 5 5 18 Si 58
2 40 I 50 So 17 5 j 4s1 0 1 7 40 45,

5 5 7 9 36 5 55 22 38 8 44
15 ii 12 2t 33 _s , 20 20 15 42

20 27 14 43 47 100 27 43 14 47

- 50 22 it 07 10o 55 92 40 87
15 44 55 44 1 'I 15 75 41 79
20 82 s0 55 77 100 62 55 63 77

Low Delay Routing Graph (LDRG) Algorithm
tnput: signal net N with source rin e N
Output: low-deliy to.Ling graph G = (NV, E)

Compute a Steiner routing ( = IN, E) over _V N U S.
where S are the possible Steiner points.

and E C N x N5 is the set of Steiner tree edges

While there is an edge ejj C N X N
such that t((A, E U {ejj})) < t(G) is niunimzed

Do G = (A'. E U {ci})) TABLE III
A SUMMARY OF How MANY EDGES WERE ADDED BY THE LDRG ALGORITHM,

SHOWN AS A PERCENT OF IHE TOIAL NUMBER OF THE 100 CASES TESTED

Number of Fdge, added by LDRG
net ize O 1 2 3 4 5 6 7 8 9

54 100
ICI 10 85 15

20 "52 45
5 100

IC2 10 65 35
20 0 75 25
5 65 35

iC3 10 15 85

20 0 75 15 10

5 0 80 20
MUM 10 0 5 15 25 55

20 0 30 10 5 5 10 5 10 I0 1.5

in wirelength across all IC technologies and net sizes. The detailed

data is given in Table 11, and Table III shows how many extra edges

are typically added to the initial topology by the LDRG algorithm.

We tallied the number of cases where LDRG was able to improve

upon the initial Steiner routing (see Fig. 4(b)). We observe that

the number of improvable cases increases with the net size, and

approaches 100% for 20-pin nets in all technologies; for MCM

routing, LDRG seems superior to Steiner routing for all net sizes.

Although the wirelength penalty may seem high at first glance, we

note that only a small fraction of nets need to be routed as non-trees,

i.e., only the nets that contain critical paths; other, noncritical nets

may still be routed using traditional Steiner routing, and thus the

overall wirelength penalty for the entire circuit when using non-tree

routing is much smaller than that indicated by the data.

An additional benefit of non-tree routing is a significant reduction

in signal skew (i.e., the maximum difference between signal arrival

times at any two pins). Fig. 4(d) shows the average percent improv

ment in signal skew over Steiner routing. For example, for 20-pin

nets, LDRG yields 63% skew reduction for MCM and 43% skew

reduction for IC3.

To quantify the increase in reliability afforded by non-tree routing,

we measured the average percentage of the total wirelength that lies

on cycles in the non-tree topology. This corresponds to the percentage

of the total routing wirelength that can tolerate an open fault due

to manufacturing defects or electro-migration, and is illustrated in

Fig. 4(e). For example, for 20-pin nets under the MCM technology,

77% of the wirelength can tolerate an open fault, and for IC3, 47%

of the wirelength is fault-tolerant.

Output resnltisg routing topology G
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Fig. 4. Averages for 100 uniformly distributed nets. (a) Maximum source-sink delay improvement over Steiner routing. (b) Percent of instances where

LDRG improved upon the initial Steiner routing. (c) Wirelength increase over Steiner routing. (d) Signal skew improvement over Steiner routing. (e) Routing

reliability afforded by LDRG (i.e., average percent of the total wirelength per net that can tolerate an open fault).

V. CONCLUSION

We have explored the consequences of abandoning an implicit
restriction common to previous routing formulations, namely the

insistence on a strictly acyclic (tree) routing topology. Instead, we
reformulated the routing problem as one of constructing a routing
graph with low maximum source-sink delay. We have shown that

adding a few extra wires to an initial routing tree can significantly
improve signal propagation delay, by exploiting the tradeoff between

circuit capacitance and path resistance. In particular, depending on net

size and technology, non-tree routing can improve the average signal

propagation delay by up to 62% over traditional Steiner routing. We

have also shown that our non-tree routing technique also improves

signal skew and the interconnect reliability, in the sense that non-tree

routing can tolerate open faults due to manufacturing defects and

electro-migration.
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