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Abstract

An implicit premise of existing routing methods is
that the routing topology must correspond to a tree
(i.e., it does not contain cycles). In this paper we
investigate the consequences of abandoning this basic
azxiom, and instead allow routing topologies that cor-
respond to arbitrary graphs (i.e., where cycles are ad-
missible). We show that adding extra wires to an ez-
isting routing tree can often significantly improve sig-
nal propagation delay by exploiting a tradeoff between
wire capacitance and resistance, and we propose a new
routing algorithm based on this phenomenon. Using
SPICE to determine the efficacy of our methods, we
obtain dramatic results: for example, the judicious ad-
dition of a few extra wires to an existing Steiner rout-
ing reduces the signal propagation delay by an average
of up to 62%, with relatively modest total wirelength
increase, depending on net size and the technology pa-
rameters. Finally, we observe that non-tree routing
also significantly reduces signal skew.

1 Introduction

Recent advances in VLSI technology have steadily
improved chip packing densities. As feature sizes de-
crease, device switching speeds tend to increase; how-
ever, thinner wires have higher resistance, causing
signal propagation delay through the interconnect to
increase [20]. Thus, interconnection delay has had
a greater impact on circuit speed, being responsible
for up to 70% of the clock cycle in the design of
dense, high-performance circuits [22]. In light of this
trend, performance-driven physical layout has become
central to the design of leading-edge digital systems.
Early work focused on performance-driven placement,
with the usual objective being the close placement of
cells in timing-critical paths [11] [16] [17].

Although timing-driven placement has a substan-
tial effect on layout performance, the lack of optimal-
delay interconnection algorithms impedes designers in
fully exploiting a high-quality placement. Once a
module placement has been fixed, good timing-driven
interconnection algorithms are key to enhancing the
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performance of the layout solution. For a given sig-
nal net, the typical objective has been to minimize
the maximum source-sink signal delay. Several ap-
proaches have appeared in the literature, e.g., Dunlop
et al. [12] determine net priorities based on static
timing analysis, and process higher priority nets ear-
lier, using fewer feedthroughs; Jackson et al. [14] out-
line a hierarchical approach to timing-driven routing;
and Prasitjutrakul and Kubitz [19] use an A* heuris-
tic search and the Elmore delay formula [13] in their
tree optimization; Cohoon and Randall [9] developed
a critical net routing algorithm in order to reduce in-
terconnect delay.

Cong et al. have proposed finding minimum span-
ning trees with bounded source-sink pathlength [10]
by simultaneously minimizing both tree cost and the
tree radius; another cost-radius tradeoff was achieved
by Alpert et al. [1]. Boese et al. [6] have developed
a “critical sink” routing approach which significantly
reduces delay to specified sinks, thereby exploiting
the critical-path information that is implicitly avail-
able during iterative timing-driven layout. Recently,
Boese et al. [4] [5] have identified and exploited a
high-quality, algorithmically tractable model of inter-
connect delay, based on an upper bound [21] for El-
more delay.

An implicit premise of previous methods is that
a routing topology must correspond to a tree (i.e.,
an acyclic topology). In retrospect, this assumption
seemed natural, since a tree topology spans a net and
achieves electrical connectivity using a minimum num-
ber of edges. In this paper, we question this seemingly
basic axiom, and investigate the consequences of al-
lowing cycles in the routing. Thus, we formulate a
routing problem where the interconnection topology
may correspond to an arbitrary graph.

At this point, the reader may ask: how can adding
extra wires to an existing routing tree possibly im-
prove signal propagation delay? The answer lies in the
tradeoff between the capacitance and resistance in a
circuit. Clearly, adding extra wires to a routing tree
increases the overall capacitance; however, the extra
wires may significantly lower certain source-sink resis-



tance values. It is possible for this decrease in resis-
tance to more than compensate for the associated in-
crease in capacitance, especially for leading-edge tech-
nologies (a simple example of this phenomenon can be
seen in Figure 1).
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Figure 1: An example of how adding an extra edge to
the minimum spanning tree on the left (a) can yield the
routing topology with reduced interconnection delay
on the right (b); in this example, routing topology
(a) has maximum source-sink SPICE delay of 1.3ns,
while the topology on the right has a SPICE delay
of 1.0ns, a 23% improvement (at a total wirelength
penalty of 9%). The interconnect parameters used are
representative of a MOSIS 0.8y CMOS process.

Since we are highly concerned with obtaining re-
alistic results, we use the SPICE3e2 circuit simulator
[18] to determine the efficacy of our methods. Our
results are dramatic: adding wires/edges to an exist-
ing minimum Steiner tree routing reduces the signal
propagation delay by an average of up to 62% over
Steiner routing, while incurring only moderate wire-
length penalties over Steiner routing, depending on
net size and technology parameters.

Our algorithm is efficient, and our basic approach is
amenable to numerous extensions of the routing design
problem, such as critical sinks and wiresizing. In addi-
tion, non-tree routings offer increased reliability since,
e.g., a single open fault along a wire loop will not cause
a net to become disconnected. Thus, our methodology
can tolerate certain types of faults (such as opens due
to electro-migration in submicron technologies) with
a graceful speed degradation, leaving circuit function-
ality intact. Non-tree routings can also improve signal
skew characteristics by an average of up to 63% over
Steiner routing, as well as reduce signal reflection [7].

2 Problem Formulation

A signal net N = {ng,n1,...,ng} is a fixed set of
pins in the Manhattan plane to be connected by a
routing graph G = (N, E). Pin ng € N is a source (i.e.,

where the signal originates), and the remaining pins
are sinks (i.e., where the signal propagates to). Each
edge e;; € E has an associated edge cost, d;;, equal
to the Manhattan distance between its two endpoints
n; and n;; the cost of G is the sum of its edge costs.
We use t(n;) to denote the signal propagation delay
from the source to pin n;. Our goal is to construct a
routing which spans the net and which minimizes the
maximum source-sink delay:

Optimal Routing Graph (ORG) Problem:
Given a signal net N = {ng,ny,...,nt} with source
ng, find a set S of Steiner points and construct a rout-

ing graph G = (NUS,E), EC (NUS) x (NUS),

such that ¢{(G) = mkalx t(n;) is minimized.
1=

The ORG problem generalizes the Optimal Routing
Tree (ORT) problem of [4] [5], which corresponds to
the special case where G is a tree. As in [6], the ORG
formulation easily extends to address critical sinks,
by associating a criticality «; > 0 with each sink
n;, reflecting timing information obtained during the
performance-driven placement phase. The goal would
then be to construct a routing which minimizes the

k
weighted sum of the sink delays E a; - t(n;).

i=1

The specific routing graph G that solves the ORG

problem will depend on the model used to estimate
the delay t(G), as well as on the particular technol-
ogy parameters. ldeally, we would like to compute
and optimize delay according to the complete phys-
ical attributes of the circuit. To this end, we could
use the circuit simulator SPICE [18], which is gener-
ally regarded as the best available tool for obtaining
a precise, complete measure of interconnect delay.

Unfortunately, SPICE delay is too computationally
prohibitive to evaluate during the routing phase of lay-
out, and we are thus forced to seek other alternatives.
Another delay model is the Elmore delay formula [13],
which was shown in [4] [5] to have both high accuracy
and fidelity in comparison with SPICE. The Elmore
delay is defined as follows. Given routing tree 7" rooted
at ng, let e; denote the edge from pin n; to its parent.
The resistance and capacitance of edge e; are denoted
by 7., and ¢.,, respectively. Let T; denote the subtree
of T rooted at n;, and let ¢; denote the sink capaci-
tance of n;. We use C; to denote the tree capacitance
of T;, namely the sum of sink and edge capacitances in
T;. Using this notation, the Elmore delay along edge
e; is equal to r., - (c.,/2+C;). Let rq denote the output
driver resistance at the net’s source. Then the Elmore
delay tgp(n;) from source ng to sink n; is given by:

tED(ni):Td'Cno+ Z Tey '(cej/2+cj)'
ej€path(ng,n;)



We can extend the tgp function to entire trees by
. k .
defining tgp(T) = max tep(n;). Because of its rela-
s

tively simple form, Elmore delay can be calculated in
O(k) time [21]. However, while the basic Elmore delay
model outlined above applies only to tree topologies,
Chan and Karplus have extended it to RC meshes [8§].
Their method partitions the graph into a spanning
tree and a set of m additional edges, then adds the
extra edges back, updating the Elmore delay at each
step. This increases the time complexity of the Elmore
delay calculation to O(k - m). We use this method of
delay calculation for general RC meshes in our approx-
imation heuristic for the ORG problem.

3 Low Delay Routing Graph Heuristic

The ORG problem may be solved heuristically by
starting with some reasonable tree topology such as a
Steiner tree or a minimum spanning tree, and search-
ing for some new edge to add, so that the delay in the
resulting routing graph will be minimized. This edge
is then added to the routing graph, and the process
is iterated (i.e., we look for yet another good edge to
add). We terminate when no further delay improve-
ment is possible; thus, the maximum source-sink delay
of the routing produced by our algorithm is guaran-
teed to be no worse than that of the initial routing
(and typically considerably better). Steiner points
are allowed as junctures in the routing, in order to af-
ford further opportunity for both delay and wirelength
optimization. An execution example of this method,
called the Low Delay Routing Graph (LDRG) algo-
rithm, is shown in Figure 3, while the formal state-
ment of this algorithm is given in Figure 2.

Low Delay Routing Graph (LDRG) Algorithm
Input: signal net N with source ng € N
Output: low-delay routing graph G = (N,E)
Compute a Steiner routing G = (N,E) over N = NU S,

where S are the possible Steiner points,

and E C N x N is the set of Steiner tree edges
While there is an edge ¢;; € NxN

such that t((N,E U {ei;})) < ¢(G) is minimized

Do G = (N, EU {e;5})

Output resulting routing topology G

Figure 2: The Low Delay Routing Graph algorithm.

4 Experimental Results

We implemented the LDRG algorithm using C in
the UNIX/Sun environment; code is available from
the authors. We ran trials on sets of 100 random nets
for each of several net sizes; pin locations were chosen
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Figure 3: An execution of LDRG algorithm on a
random 10-pin net. The Steiner tree shown on the
left (a) has SPICE delay of 2.8ns (Steiner points are
square), while the LDRG routing on the right (b) has
SPICE delay of 1.9ns, a 32% improvement (the wire-
length increase is 25%).

using a uniform distribution in a square layout region.
Although the LDRG method uses the extension of the
Elmore delay formula to graphs [8], for greater accu-
racy and realism, we used SPICE3e2 to determine the
performance of routings produced by LDRG.

Technology IC1 1C2 1C3 MCM
2.0u 1.2u 0.8u

driver resistance (£2) 164 212 100 25
wire resistance (£2/um) 0.033 | 0.048 0.03 0.008
wire capacitance (fF/um) 0.019 | 0.022 | 0.014 0.06
sink loading capacitance (fF) 5.7 7.06 15.3 1000
layout area (mm2) 102 102 102 1007

Table 1: Technology parameters for three common

CMOS IC processes, as well as for a typical MCM
process. Parasitics for the IC technologies were pro-
vided by MOSIS, while the MCM interconnect para-
sitics are courtesy of Professor Wayne W.-M. Dai and
the AT&T Microelectronics Division.

The SPICE parameters we used are representative
of typical MOSIS 0.8, 1.2y and 2.0 CMOS IC pro-
cesses, as well as a typical MCM technology (see Table
1). Our SPICE delay model uses constant resistance
and capacitance values per unit length of interconnect
(i.e., both resistance and capacitance are proportional
to wirelength). In addition, sink loading capacitances
are used at all the pins to model loads driven by the in-
terconnect. In our LDRG implementation, the initial
Steiner routing tree was computed using an efficient
implementation [2] of the Iterated 1-Steiner algorithm
of Kahng and Robins [15], which is known to yield

near-optimal Steiner trees [3].

Figure 4 shows the percent improvement in maxi-
mum source-sink delay over Steiner routing. Signifi-
cant improvment is observed for example, in the 1C3
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Figure 4: Maximum source-sink delay improvment
over Steiner routing. The values shown are percent
averages of (1—tgp(LRDG) [ tgp(Steiner routing))
over 100 uniformly distributed nets.
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Figure 5: Percent of instances where LDRG improved
upon the initial Steiner routing.

(0.8 CMOS) technology for 10-pin nets, where LDRG
wins over Steiner routing by 17% while incurring a
13% wirelength penalty. Even larger improvment is
seen in the MCM technology, with improvement of
38% for 5-pin nets and 44% for 10-pin nets.

We tallied the number of cases where LDRG was
able to improve upon the initial Steiner routing (see
Figure 5). We observe that the number of improvable
cases increases with the net size, and approaches 100%
for 20-pin nets in all technologies; for MCM routing,
LDRG is superior to Steiner routing for all net sizes.

An added benefit of non-tree routing is a significant
reduction in signal skew (i.e., the maximum difference
between signal arrival time between any two pins).
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Figure 6: Wirelength increase over Steiner routing.
The values shown are percent averages over 100 uni-
formly distributed nets.
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Figure 7: Signal propagation skew improvement over
Steiner routing. The values shown are percent aver-
ages over 100 uniformly distributed nets.

Figure 7 shows the average percent improvment in sig-
nal skew over Steiner routing. For example, for 10-pin
nets, LDRG yields 44% skew reduction for MCM, 26%
skew reduction for IC3, 13% skew reduction for 1C2,
and 10% skew reduction for IC1.

Most dramatic are the results for nets of 20 pins
in the MCM technology, where maximum source-sink
delay and skew are both improved by an average of
over 60%, while incurring only a 50% extra wirelength
penalty. It seems that for our LDRG method the per-
cent improvement in delay is always greater than the
percent increase in wirelength for all IC technologies
and net sizes. For MCM, the percent increase in wire-
length decreases as net size increases.



5 Conclusions

In this paper we have explored the consequences of
abandoning an implicit restriction common to previ-
ous routing formulations, namely the insistence on a
strictly acyclic (tree) routing topology. Instead, we re-
formulated the routing problem as one of constructing
a routing graph with low maximum source-sink delay.
We have shown that adding a few extra wires to an
initial routing tree often dramatically improves signal
propagation delay by exploiting the tradeoff between
the capacitance and resistance in a routing. For exam-
ple, depending on net size and technology, the addition
of several extra wires/edges to an existing Steiner tree
routing can improve the average signal propagation
delay by up to 62%, while incurring modest wiresize
increase.

Our algorithm is efficient, and our basic approaches
are amenable to numerous extensions, such as criti-
cal sink routing and wiresizing. In addition, non-tree
routings offer higher reliability since a single open fault
along a cycle in the routing will not disconnect the
net; thus, our non-tree routing can tolerate certain
short faults due to manufacturing flaws and electro-
migration. Finally, non-tree routings significantly re-
duce signal propagation skew and can also mitigate
signal reflection [7].
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