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Abstract

Recent product announcements show a clear trend towards aggressive integration of multiple cores

on a single chip. This kind of architecture is called a “chip multiprocessor” orCMP. By taking

advantage of thread level parallelism, CMP can achieve better performance/power scalability with

technology than single core architectures. However, this trend presentsan expansive design space

for chip architects, encompassing number of cores per die, core size and complexity (pipeline depth

and superscalar width), core type (in-order and out-of-order, single-threaded or multi-threaded),

memory hierarchy and interconnection fabric design, operating voltage and frequency, and so on.

These choices are especially difficult because all the variables of interest are inter-related and must

be considered simultaneously. Furthermore, trade-offs among these design choices vary depending

both on workloads and physical constraints like power, area and thermalconstraints. Ignoring any

of these physical constraints at early design stage may lead to significant performance loss.

In this dissertation I explore this multi-dimensional design space across a range of possible

physical constraints, for multiple categories of workloads. To assist this design space exploration,

a validated systematic infrastructure is designed to help accelerate CMP simulation. I believe this

is the first work which considers so many cores, optimizes across so many design variables simul-

taneously and is aware of so many important physical constraints.
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Chapter 1

Introduction

This dissertation explores the broad design space of Chip Multi-Processor (CMP) or “multi-core”

architectures subject to power consumption, chip temperature, pin-bandwidth, single-thread per-

formance and chip area constraints and develops modeling tools suitable forcarrying out this ex-

ploration. The central thesis of this work is that failure to consider these constraints jointly at an

early design stage will lead to vastly inferior designs. The design space for CMP is highly mul-

tidimensional. All these design dimensions and physical constraints are inter-dependent, and this

dissertation features a joint optimization of all design dimensions subject to physical constraints.

Recently two clear trends motivating CMP architectures have developed in industry. The first is

an increased focus on thread level parallelism (TLP), with a gradual de-emphasizing of instruction

level parallelism (ILP) in chip designs. Second, the exponential growth of chip frequency is finally

slowing down. This is due to a number of fundamental reasons:

Given a constant instruction set, chip performance is equal toIPC∗Frequency. Moore’s law

[58] predicts that the on-chip transistor count doubles every 18 to 24 months. Its corollary predicts

that chip performance will follow a similar law of exponential growth. Both Moore’s law and its

corollary have been valid for many years. The improvement in chip performance comes from two

aspects: the growth of chip frequency and the growth of IPC. Chip frequency has increased at an

exponential rate for decades. From generation to generation, technology scaling shrinks the size of

semiconductor devices. Scaling not only helps integrate more transistors onchip, but also reduces

transistor switching time and therefore improves the processor frequency. Another major method

1



Chapter 1. Introduction 2

for improving chip frequency is to use deeper pipelines with their associatedenabling techniques.

Deeper pipelines need more latches and therefore need more chip area, but until recently this was

still an efficient way to utilize chip area and improve frequency. On the otherhand, processor per-

formance can also be elevated through IPC growth. A wealth of architectural techniques, such as

out-of-order execution, branch prediction, caches etc., have helpedimprove processor IPC, by sup-

plying instruction level parallelism. In conclusion, past chip designers tended to design complex,

wide issue out-of-order processor with deep pipelines and high frequencies to use ever increasing

on-chip transistor resources and maintain the processor performance growth predicted by Moore’s

law.

However, Moore’s law can no longer be maintained with only frequency andILP scaling. First,

the performance return from shrinking transistor sizes is diminishing. We need to maintain a rela-

tively high supply voltage to maintain the scaling of transistor switching speed andthat will lead to

high power density and high chip temperature. Second, superscalar architectures with deeper and

wider pipelines are subject to several bottlenecks, including cache misses, branch mispredictions

and especially high power consumption. Instead of frequency scaling orILP scaling, the only way

to maintain the rate of performance improvement is to exploit thread level parallelism. There are

two basic architectures to exploit thread level parallelism: multiple “cores” in which multiple pro-

cessors are integrated on one chip and single-core multithreading in which multiple threads share a

single processor. Because multithreading incurs contentions for processor resources, multiple cores

give much better scalability than multithreading in terms of possible thread count, as this disserta-

tion will show in Chapter 5. Multi-core architectures are taking over monotholichigh frequency

single core architectures as the mainstream in almost all markets. This dissertation will mainly

explore the design space of CMP while also considering the option of using multithreading in CMP

architectures, and compare the performance, energy and thermal efficiency of these two techniques.

Further performance improvement not only calls for a transition in architectural methodology,

it also calls for awareness of the physical constraints these architectures are facing. As mentioned

above, these physical constraints include chip area, chip power consumption, chip temperature and

chip pin-bandwidth. In many cases, these constraints turn out to be first-order design optimization
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targets. For example, in the mobile and handheld market, power consumption mayoutweigh perfor-

mance as the most important design target. The era of performance being theonly thing that matters

has essentially ended. With technology scaling, many constraints are becoming more severe , such

as chip temperature and reliability. These constraints break the traditional micro-architecture ab-

straction. Micro-architectural performance characterization and architecture design now depend on

physical implementation. Ignoring these physical constraints at early design stage is very danger-

ous. On the other hand, understanding the implication of these constraints oncomputer architecture

is very important because architecture is also a powerful domain to mitigate or exploit physical

phenomena.

The CMP design space is vast, especially when future CMP chips may integrate tens of cores.

This dissertation serves as the first attempt to explore this design space up toso many cores, and also

optimize across so many design variables simultaneously while being aware of all these physical

constraints.

The remainder of this chapter introduces the background material for CMP, multithreading and

physical constraints, presents the research issues of this dissertation,and lists the major dissertation

contributions.

1.1 Background

1.1.1 CMP Background

CMP is an efficient way to utilize chip area by putting more than one core on a single die. The

idea of CMP comes from the traditional multi-processor system, especially the symmetric multi-

processor system (SMP). While the old style of multi-processor system architecture puts one core on

each chip and interconnects them with an off-chip interconnection fabric,CMP integrates multiple

cores on a single chip and places the interconnection fabric on the same chip. As mentioned above,

CMP has better performance and power scalability compared with complex single core architec-

tures. In addition, CMP has faster core-to-core communication than traditional SMP architectures

as well as more flexibility in the memory hierarchy design. For example, several cores in one CMP
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Figure 1.1:A typical CMP organization

chip may share an L2 cache which can help improve the efficiency of cacheutilization. Figure 1.1

illustrates a typical CMP chip organization. In this figure, several cores share an L2 cache through

a crossbar and all these L2 caches connect to the off-chip interface through another crossbar. This

off-chip interface is used to transfer traffic from the chip to off-chip memory structures and vice

versa.

The CMP design space is huge. The selection of core type is a major design decision for

CMP chips. The design dimensions for the type of core includes: in-order(IO) or out-of-order

(OO) instruction execution, pipeline depth and width, single-threaded or multi-threaded cores and

sizes of storage structures, such as I-cache and D-cache. These decisions are the focus of this

dissertation. However, it is important to note that the on-chip interconnectionchoice is another

major CMP design dimension. Possible on-chip interconnection styles include shared bus, crossbar,

hierarchical crossbar, mesh, etc. The on-chip cache hierarchy andthe cache sharing style is a third

major CMP design dimension. Usually each core in a CMP chip has a private L1cache. L2 caches
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Vendor Chip Core Threads Core L2 size Cores Interconnection
count per core type (MB) /L2 cache fabric

IBM Power4 2 1 OO 1.44 2 Bus
IBM Power5 2 2 OO 1.92 2 Bus
STI Cell 9 1-2 Hybrid 0.5 1 Ring
SUN Niagara 8 4 IO 3 8 Crossbar
INTEL Core-Duo 2 1 OO 2 2 Bus
NVIDIA G71 32 N/A IO N/A N/A N/A
ATI R580 56 10 IO N/A 48 (Pixel) N/A

Table 1.1:Configurations of commercial CMP chips (OO = Out-of-Order; IO = In-Order)

can be either shared by several cores or be owned by one single core. These latter issues are beyond

the scope of this dissertation. Configurations of some well-known commercialCMP chips are listed

in Table 1.1.

As Table 1.1 shows, most commercial CMP chips at the time of this writing integrate two

OO cores. This is because this era of CMP design is still in its infancy. At 65nm and 45nm

process technology, the problem of how to use transistors on chip will be more serious, leading

to much more radical CMP designs with more than eight cores integrated on-chip for server class

application. Shrinking transistor size also implies that larger L2 caches can be included on-chip

in the future. Increasing core count and L2 cache size for the future CMP chips motivates CMP

design space exploration because of the need to answer questions regarding the optimal core count

and L2 cache size for a CMP design. Increasing the number of cores also calls for more efficient

on-chip interconnection and therefore significantly complicates the CMP design space. Table 1.1

also reveals that most prevalent CMP chips use OO cores. The reason isthat OO design has been the

prevalent architecture for decades and the industry has tended to reuse core design when migrating

to CMP. Although OO chips have better single-thread performance, they are also more complex,

larger and more power hungry. Whether a CMP with OO cores is better than aCMP with IO cores

under area and power constraints is still an open question, and is explored in Chapter 7. There are

three exceptions to the two core standard in this table. The SUN Niagara chip already has 8 cores on

chip because it uses IO design for its cores. The SUN Niagara chip targets the server market, which

mainly emphasizes the total chip throughput. Another exception is the STI Cell processor. The STI

Cell processor targets family entertainment, consumer electronics and gamingmarkets. It integrates

8 IO cores and 1 OO core on chip. This is an example that CMP can even be heterogeneous [41,42],
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consisting of a few complex, powerful cores and many small and simple cores. Heterogeneous

CMP designs can accommodate different applications better than homogeneous CMP designs, but

usually it also incurs higher verification and design costs. Programming andthe operating system

scheduling support for a heterogeneous CMP chip tend to be more complex. Heterogeneity will

greatly expand the CMP design space and this design dimension is not included in this dissertation.

Graphics processors (GPUs), like the NVIDIA G71 chip and the ATI R580 chip shown in this table,

tend to integrate large numbers of fairly general-purpose “shaders” (i.e., cores) and the ability to

keep many threads in flight. This kind of design stresses throughput over single-thread (single-

pixel) latency, and uses the high degree of multithreading to mask memory (chiefly texture) latency.

CMP has better power scalability than single core architectures. However,in the future when

there are tens of cores on a chip, the absolute total power required can still be huge and easily

exceed the maximum chip power delivery capabilities. Also, high total power consumption will

put greater burden on the chip heat removal mechanisms, such as heatsinks and fans. Higher total

power consumption will lead to higher chip temperature, (which is discussed indetail in Chapters 6

and 7). So, it is crucial to pay attention to both power and temperature constraints in CMP research.

There has been some research work related to CMP design space exploration. Please refer to the

related work sections in Chapters 6 and 7.

CMP chips can be used to run either independent programs or parallel applications. Since future

CMP chips may contain tens of cores, the problem of providing enough threads for full CMP utiliza-

tion will be more serious. It may be easy to find hundreds of threads on a web server, but it is very

difficult to find enough active threads in a personal computing environment. Virtualization helps,

but requires a significant shifting of the computing paradigm. There are twoways to increase thread

count. Both can be used to improve single application performance with CMP infrastructures if they

can be realized. The first method is to parallelize serial applications. This method puts too much

pressure on programmers. It seems that automatic parallelization compilers willnot be available in

the foreseeable future. It is well known that programming parallel programs is very difficult even

with the support of appropriate libraries like PVM and MPI. Some researchers are proposing new

programming languages and new coherence schemes to ease parallel programming, but there are
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no immediate solutions while there are many legacy sequential programs. The other method is the

so called speculative multi-threading (SpMT) technique. Speculative multithreading utilizes other-

wise idle hardware thread contexts to execute speculative threads on behalf of the non-speculative

thread. These speculative threads can be used to reduce the cache missratio, to improve the branch

predication accuracy, and/or to speculatively execute the instructions ofthe non-speculative thread.

Run-ahead is one style of SpMT which requires minimal additional hardwaresupport. Mutlu et al.

[61] and Dundas et al. [19] proposed this technique. A run-ahead thread is spawned when a cache

miss happens or the instruction window is full, and this thread will ignore instruction dependencies

and continue to speculatively execute the following instructions while the non-speculative thread

is stalling on long latency operations (normally a cache miss). The execution ofthis speculative

run-ahead thread is likely to prefetch further data before it is needed, and therefore can help reduce

the cache miss ratio. Compared with traditional prefetching mechanisms, this scheme has higher

prefetching accuracy for irregular memory access patterns because itexecutes real instructions in

advance. Sun Rock processor’s “scouting” mechanism [13] is an example of this technique. Other

than this run-ahead technique, there are many other SpMT techniques which have been proposed.

They normally require support from the compiler and their hardware implementation is more com-

plex than the run-ahead method. Good examples of these kinds of techniques can be found in [34]

and [56]. Although the problem of how to provide enough threads for future CMP chips is an ex-

tremely important problem in CMP research, it is outside the scope of this dissertation. This work

assumes that at any time there are enough threads to fill all cores on chip. This state will be achieved

if this thread count problem is solved in the future. It also represents the heavy load scenario for

current CMP systems and in the near future.

1.1.2 Multithreading Background

There are at least two different multithreading implementations: coarse-grain multithreading, and

simultaneous multithreading. Coarse-grain multithreading is designed to take advantage of other-

wise idle cycles incurred from a long-latency event like a cache miss leadingto off-chip memory

access. When such an event happens, with a coarse-grain multithreading support, another thread
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Figure 1.2:Coarse-grain multithreading vs. simultaneous multithreading

can be scheduled to execute. The execution of this thread will overlap with long-latency event cy-

cles and improve the system throughput. Coarse-grain threading is used on the IBM pSeries* S85

[5]. Similar techniques are also investigated in J. Haskin’s work on dMT [27].

Simultaneous multithreading (SMT) [76] can schedule instructions from all threads in the same

cycle. Ideal resource allocation to each thread depends on the requirements of each thread and the

balance among them for fairness. In reality, the scheduling algorithm must be hardware affordable.

Therefore simple scheduling algorithms , including round-robin and ICOUNT [75], were proposed

to approximately achieve the efficiency and the fairness of resource utilization in SMT architectures.
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Figure 1.2 shows the basic difference of these two multithreading mechanisms.It assumes an

architecture with two pipelines. The top figure illustrates coarse-grain multithreading while the

bottom figure illustrates SMT. In the coarse-grain multithreading figure, whenthread 1 suffers a

cache miss, thread 2 can be scheduled and swapped in to take advantage of the idle pipelines, but

in this case thread 1 and thread 2 never share any pipelines simultaneously.However, for the case

of SMT shown by the figure at the bottom, thread 1 and thread 2 can share pipelines all the time.

Therefore threads in coarse-grain multithreading only share pipelines vertically (or in time) while

threads in SMT share pipelines both vertically and horizontally (or in both time and space).

Threads in coarse-grain multithreading tend to share more resources thanin SMT. For example,

in coarse-grain multithreading architectures, threads normally share the architecture register file,

therefore the thread switch has quite high overhead. This overhead canbe tolerated in coarse-

grain multithreading architectures because coarse-grain multithreading is designed to hide very

long latency events. But this kind of overhead cannot be tolerated in SMT architectures because

of their finer granularity for thread switching. With increased resource duplication and scaling,

SMT can achieve more throughput improvement than coarse-grain multithreading. The commercial

applications of SMT include Intel’s Pentium4 with hyperthreading and IBM’s Power5. For detailed

introduction of related work for SMT research, please refer to the Related Work section in Chapters

3 and 5. There are other multithreading implementations like fine-grain multithreading which is

used in the Tera computer system [2]. Their implementation philosophy usually sits between the

two extremes of coarse-grain multithreading and SMT. For example, fine-grain multithreading can

hide events with shorter latency than a memory access, but its threads are executed in a round-robin

fashion, therefore it cannot simultaneously execute multiple threads.

1.1.3 Physical Constraints

This dissertation work considers four major physical constraints. They are chip power, chip tem-

perature, chip area and chip pin-bandwidth. Chip power consumption is not only a constraint but

also a major design optimization target in many cases. Power consumption affectssystem behavior

in a number of ways: First, for handheld devices it largely determines system battery life. Second,
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Year 2006 2010 2013 2016
Tech node(nm) 70 45 32 22
Vdd (high perf)(V) 1.1 1.0 0.9 0.8
Frequency (high perf) (Ghz) 6.783 12.369 22.98 39.683
Max power (high perf) (W) 180 198 198 198
Size (mm2) 195 310 310 310

Table 1.2:ITRS roadmap

for server systems high power consumption and the associated data centercooling costs lead to

high utility expenses. Third, power consumption and power density distribution on the chip de-

termines chip temperature and high chip temperature usually leads to high package cost. Finally,

power delivery competes with off-chip traffic for pin-bandwidth while chippins are already a lim-

ited resource. Since chip area is not shrinking from generation to generation and power density

increases with technology, total chip power is also increasing. Therefore this constraint is becom-

ing more and more serious. From the 2005 ITRS prediction listed in Table 1.2, we can see that

the maximum power estimation is fixed at 198W for the 45nm, 32nm and 22nm technology. But

in 2001 ITRS prediction, the maximum power estimation for 22nm technology was288W. This

reduction shows that such high power delivery will not be affordable inthe future, especially due

to the power density problem. Therefore any future CMP research must take the power constraint

into consideration.

Power consumption includes two parts: The dynamic power consumption fromtransistor

switching and the leakage power consumption. Leakage power is also exponentially dependent

on temperature. For a typical chip working at 373K, the leakage power can constitute more than

40% of the total power consumption in 65nm technology. This ratio is only around 10% for 130nm

technology. Because leakage power plays a more significant role in total power consumption at

future technology, this dissertation models this factor.

Because chip power density is increasing with technology, the constraint due to chip tem-

perature is also becoming more severe. High chip temperature not only leadsto high packaging

costs, but also leads to worse life-time reliability because many failure mechanisms (like electro-

migration) are exponentially dependent on the chip temperature. For all of these reasons, chip
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temperature is also becoming a major design constraint.

Chip area is also a major constraint in designing a CMP. Bigger chip area means smaller yield

and therefore increased chip manufacturing cost. Table 1.2 shows that the chip area will not in-

crease. It remains constant for 45nm, 32nm and 22nm in ITRS 2005 prediction. Due to different

chip pricing for different markets, the specific chip area constraints fordifferent markets are differ-

ent. Generally high end server chip tends to be around 400mm2 while desktop and laptop chips

are around 100m2. In a CMP design, a bigger chip can hold more cores and may provide higher

throughput, therefore the constraint of chip area is crucial for CMP designs.

Finally, this dissertation also considers the chip pin-bandwidth constraint in Chapter 7. Pin-

bandwidth limitations are likely to be an increasing challenge for designers of multi-core CPUs as

future CMP chips will integrate tens of cores and each core can be multi-threaded. Using optical

links can increase chip pin-bandwidth greatly, but this technique is still expensive at this time.

Integrating EDRAM on chip can help reduce the off-chip bandwidth, but this technique is still not

widely available in industry. Currently, chip pin-bandwidth is limited by the numberof chip pins

and on-chip DDR/DRAM controllers. Nowadays a typical server chip like the STI Cell chip and

the Sun Niagara chip can provide 25GB/s or so pin-bandwidth.

In reality, all these constraints are inter-related. For example, when the area constraint is re-

laxed, a better CMP design in terms of throughput tends to put more cores onchip; however, if

there is a temperature constraint, it is not always beneficial to put as many cores as possible on

chip, because the performance benefits from adding more cores may be negated by the extra ther-

mal stress and requisite throttling introduced by these cores. Another example is that more pin-

bandwidth requires more on-chip DDR/DRAM controllers, which consumes more chip area. More

pin-bandwidth may also require more chip pins, which will decrease the number of pins used to

deliver chip power and therefore decrease chip power delivery capabilities.
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1.2 Research Issues and Dissertation Overview

This dissertation first builds the models necessary to simulate the performance, power, area, tem-

perature and chip pin-bandwidth of both CMP and SMT architectures. It then uses these models

to explore the vast design space of CMP subject to the various physical constraints and shows

the fundamental tradeoffs in future CMP designs. The main research issues and contributions are

summarized as follows.

• What are the best CMP configurations under physical constraints. Chapters 6 and 7 are

dedicated to this topic. This research optimizes the following design dimensions:core type

(in-order vs. out-of-order, single-thread vs. SMT), core number,pipeline depth, pipeline

width and L2 cache size. Because the design dimension of the core type is ofspecial interest

to the architecture community, it is discussed in detail in Chapter 7 separately.

• Chapter 6 explores the multi-dimensional design space for chip multiprocessors, investigating

the inter-related variables of core count, pipeline depth, superscalar width, L2 cache size, and

operating voltage and frequency, under various area and thermal constraints. The results

show the importance of joint optimization. Severe thermal constraints can dominate other

physical constraints such as pin-bandwidth and power delivery, demonstrating the importance

of considering thermal constraints while optimizing these other parameters. For aggressive

cooling solutions, reducing power density is at least as important as reducing total power,

while for low-cost cooling solutions, reducing total power consumption is more important.

This work is also published in [53].

• Chapter 7 investigates a wide spectrum of core types in CMP designs, including in-order vs.

out-of-order, non-SMT vs. SMT, different level one cache sizes and different pipeline depths

and widths. Designers of future chip-multiprocessor systems will be increasingly required to

optimize for a combination of single-thread performance, total chip throughput, and energy.

This chapter explains that for systems that must meet single-thread latency targets, aggres-

sive out-of-order cores can provide superior single-thread latencyin addition to competitive
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or in many cases superior aggregate throughput. This conclusion holds even when latency

constraints are relaxed to 10x of a conventional OO architecture. Chapter 7 also finds that in-

order cores do provide some benefits from a thermal standpoint; when thermal constraints are

quite severe, in-order cores can be superior when latency constraintsare small and throughput

is of primary concern.

• It requires significant modeling efforts to build up an infrastructure that iscapable of this CMP

design space exploration subject to physical constraints. The basic performance, power and

temperature modeling methodology is introduced in chapter 2. The methodology of power

and area scaling with different pipeline depths and widths is presented in chapter 6. Chapter 7

introduces the modeling of an in-order architecture and the modeling of chip pin-bandwidth.

• CMP simulation is very costly. The CMP design space search in this dissertationrequires

numerous CMP simulations. Brute force simulation is unaffordable for this task. A CMP

simulation acceleration technique - Zauber - is proposed in this dissertation to help the CMP

design space exploration. This method decouples the core simulation and the interconnec-

tion/L2 cache simulation and improves the CMP simulation speed by more than 100 times

while retaining good accuracy. This approach is introduced in detail in chapter 6. It is also

published in [53].

• Compared with single-threaded architectures, SMT architectures need to scale many re-

sources to avoid excessive resource competition and provide the optimal performance. This

optimal scaling factor is important for this CMP research and the comparison of CMP and

SMT. Chapter 3 introduces modeling extensions to an architectural simulator which allow the

study for the power-performance efficiency of SMT. This modeling extension is used to do a

thorough research on SMT power efficiency analysis and give the optimal scaling factor for

the best power-performance tradeoff for SMT. This serves as the foundation for the work in

chapter 5 and 7. This work is also published in [52].

• Clock gating is a major technique for saving power. Different clock gating styles can change

the chip power density and temperature dramatically. It is therefore importantto investigate
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the efficiency of different clock gating styles for different units on chipand their interactions

with architectural factors. This research is presented in chapter 4. It isalso published in [51].

• The comparison of CMP and SMT architectures. It is important to understand the funda-

mental difference in terms of performance, power and thermal efficiencybetween these two

architectures before we try to consider incorporating SMT in CMP. Chapter 5 does an equal

area comparison of a two threads SMT chip and a dual-core CMP chip. Theresults show that

CMP is superior in terms of performance and energy-efficiency for CPU-bound benchmarks,

but SMT to be superior for memory-bound benchmarks due to a larger L2 cache. Chapter 5

also shows the fundamental difference in heat up mechanisms for these twoarchitectures.



Chapter 2

Experimental Methodology

2.1 Simulator

2.1.1 Baseline Model

The detailed core simulation infrastructure used in this dissertation work consists of Turandot, Pow-

erTimer, and HotSpot 2.0. Turandot is a validated model of an IBM POWER4-like architecture

[60]. PowerTimer implements circuit-extracted, validated power models, whichhas been extended

with analytical scaling formulas based on Wattch [6, 8] in this work. HotSpot 2.0 is a validated,

architectural model of localized, on-chip temperatures [70]. Each of these components in this de-

tailed simulation infrastructure is modular so that any particular simulator can be replaced with an

alternative.

2.1.1.1 Baseline Performance Model

Turandot models an out-of-order, superscalar processor with resource configuration similar to cur-

rent generation microprocessors. The overall processor organization is shown in Figure 2.1 and

Table 2.1 describes the configuration of the baseline processor for the single-threaded design point.

As shown in Figure 2.1, the simulated processor can be logically divided into six major units: IFU,

IDU, ISU, LSU, FXU, and FPU. The components of these units are listed below:

15
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• Instruction Fetch Unit (IFU): IFU includes program counters, level-one instruction cache,

instruction TLBs, instruction buffer, branch predictor, next fetch address predictor (NFA),

return address stack, etc.

• Instruction Decode Unit (IDU): IDU includes instruction decoder, microcode ROM, etc.

• Instruction Sequencing Unit (ISU): ISU includes register renamers, reservation stations, and

retirement queue, etc.

• Load/Store Unit (LSU): LSU includes effective address calculator, level-one data cache, data

TLBs, cast-out queue, load reorder buffer, store queue, load miss queue, etc.

• Fixed-point Execution Unit (FXU): FXU includes integer ALUs, integer multipliers/dividers,

shifters, integer register file, etc.

• Floating-point Execution Unit (FPU): FPU includes floating-point pipelines, floating-point

register file, etc.
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Figure 2.1:Modeled Processor Organization [52]
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Processor Core
Dispatch Rate 5 instructions per cycle
Reservation stations mem/fix queue (2x20), fpq (2x5)
Functional Units 2 FXU, 2 FPU, 2 LSU, 1 BRU
Physical registers 80 GPR, 72 FPR
Branch predictor 16K-entry bimodal, 16K-entry gshare,

16K-entry selector, all with 1-bit entries
Memory Hierarchy

L1 Dcache Size 32KB, 2-way, 128B blocks
L1 Icache Size 64KB, 1-way, 128B blocks
L2 I/D 1MB, 4-way LRU, 128B blocks

9-cycle latency
L3 Cache/Memory Latency 77 cycles

Table 2.1:Configuration of simulated processor

2.1.1.2 Baseline Power Model

PowerTimer differs from existing academic microarchitectural power-performance simulators pri-

marily in energy-model formation [9, 29]. The base energy-models are derived from circuit-level

power analysis that has been performed on structures in a current, high-performance PowerPC pro-

cessor. This analysis has been performed at the macro level, and in general, multiple macros will

combine to form a microarchitectural level structure corresponding to unitswithin the performance

model. PowerTimer models over 60 microarchitectural structures which are defined by over 400

macro-level power equations. Unless explicitly mentioned, I assume uniformleakage power density

for all the units on the chip if they have the same temperature. Leakage poweris estimated based

on a formula derived by curve fitting with the ITRS data [68]. Leakage power of one unit depends

on the area and temperature of that unit. Incorporating more accurate leakage power models will

improve the accuracy of the results, especially for future technologies—an important area for future

work.

These energy models are tightly coupled with Turandot, the performance simulator described

in Section 2.1.1.1. The unconstrained power estimates are then scaled by microarchitectural utiliza-

tion information to estimate clock-gated power dissipation. The remainder of this section focuses

on issues that will specifically be impacted by simultaneous multithreading and dynamic thermal

management: in particular, the clock gating and resource scaling methodologies.
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PowerTimer uses microarchitectural activity information from the Turandotmodel to scale

down the unconstrained power under a variety of clock gating assumptions. This study uses a

realistic form of clock gating which considers the applicability of clock gating on a per-macro ba-

sis to scale down the power depending on microarchitectural event counts. This study determines

which macros can be clock gated in a fine-grained manner (per-entry or per-stage clock gating)

and which can be clock gated in a coarse-grained manner (the entire unit must be idle to be clock

gated). For some macros (in particular control logic), no clock gating is applied; this corresponds

to about 20-25% of the unconstrained power dissipation. Typically, the overall savings due to clock

gating relative to the unconstrained power is roughly 40-50%. SMT machines tend to increase the

utilization of the pipeline, diminishing power reduced by clock gating.

There are several styles of clock gating that are applied depending on the specific macro. These

include valid and stall gating for latch-based structures and read and writeport gating for array

structures. Valid-bit clock gating is commonly used in pipeline latches and relatively small memory

structures that are designed using latch-and-mux schemes (e.g. issue queues, instruction buffers,

etc). In this style of gating, a valid-bit is associated with every bank of latches and the local clock

buffer of the latch bank is gated when the valid-bit is not set. For array structures such as caches

and large RAM-banks in certain queue structures, the array structure utilization is proportional to

the number of read and write accesses to the structure. This dissertation introduces and compares

different clock gating choices for array structures in Chapter 4.

2.1.1.3 Baseline Temperature Model

To model operating temperature, this study uses HotSpot 2.0 (http://lava.cs.virginia.edu/HotSpot),

which accounts for the important effects of the thermal interface material (TIM) between the die

and heat spreader and has been validated against a test chip [30].

HotSpot models temperature using a circuit of thermal resistances and capacitances that are

derived from the layout of microarchitecture units. The thermal packagethat is modeled consists of

the die-to-spreader TIM (thickness 0.05mm), the heat spreader (thickness 1mm), another TIM, the

heat sink (thickness 6.9mm), and a fan. Removal of heat from the package via airflow takes place
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by convection and is modeled using a single, equivalent thermal resistance. This assumes the fan

speed and the ambient temperature inside the computer “box” (40◦C) are constant, both of which

are true for the time scales over which all benchmarks are simulated.

Due to lateral heat spreading, thermal behavior is sensitive to the layout of the microarchitecture

units. This study uses the floorplans shown in Figure 2.2, which have beenderived by inspection

from the die photo of the POWER5 in [14]. Note that Figure 2.2 only shows floorplans for the

single-threaded and CMP chips. The SMT floorplan is identical to the single-threaded case, except

that the increase in resources to accommodate SMT makes the core 12% larger. (This is small

enough—a few percent of the total chip area—that the impact on L2 size for SMT can be taken as

negligible.)

ISU
fp_reg FXU

fx_reg
FPU

IDU BXU

I_cache D_cache

IFU

LSU

L2Cache L2Cache

ISU
fp_reg FXU

fx_reg
FPU

IDU BXU

I_cache D_cache

IFU

LSU

ISU
fp_reg FXU

fx_reg
FPU

IDU BXU

I_cache D_cache

IFU

LSU

Figure 2.2:Floorplans used for thermal simulation. The SMT core is 12% larger than the ST core
shown above. [54]

2.1.2 SMT Extension to the baseline Model

This section describes the extensions that are added to the Turandot/Powertimer model for sup-

porting SMT. A distinguishing feature of SMT is that execution units (FXU, FPU, etc) are usually

shared among threads, thread-specific resources, such as program counters, are always duplicated,

while the rest of resources (branch predictor, caches, etc) can either be shared or duplicated de-

pending on design choices. Since all these resources are already modeled in the single-threaded

base model, the extensions to SMT are straightforward. In addition to resource extensions, extra

control logic is needed at various pipeline stages to decide which threads should go ahead, while

others should be stalled on a given cycle. A simple policy that is commonly used is“round-robin”,

where the choice of the target thread is rotated sequentially (with wrap-around) among the available



Chapter 2. Experimental Methodology 20

threads. This is the default thread selection policy implemented in the new SMT-enabled perfor-

mance model. In future work, more sophisticated thread prioritization policies willbe added and

tested.

SMT impacts the resource utilization within a microprocessor. This impact will vary depending

on the style of clock gating that exists in the underlying structures. For example, if the occupancy

rate of queues increases, structures with valid-bit based clock gating are likely to see increases

in power dissipation. On the other hand, the impact of SMT on array structures may be small if

the total number of accesses is roughly constant. For example, for the sameworkload, one would

expect roughly the same number of loads and stores with SMT and non-SMTarchitecture, as this

is primarily dependent on the trace being executed, not the microarchitecture.

The majority of structures in a superscalar pipeline can be shared when augmenting the micro-

processor for SMT. However, architected state must be duplicated for additional threads and new

performance bottlenecks may arise requiring extension of shared resources. The major anticipated

resource needs for SMT extensions can be categorized into the following.

• Resource Duplication. Structures such as the program counter must be duplicated for each

thread. In this case power dissipation has been increased proportionallyto the number of

threads in the machine.

• Latch-Based Queue Structures. With latch-based queue structures, thepower dissipation is

dominated by the latch and clocking circuitry, and increases nearly linearly with the increase

in the number of entries and bits per entry of these structures. The followingformula is used:

Powernew=
Entriesnew

Entriesbase
∗Powerbase∗PowerFactor (2.1)

The default power model assumes thatPowerFactoris 1.0 (linear scaling). Li et al. [52]

showed that the choice of power factor does not change relative behavior.

• Array Based Structures. For array-based structures, the empirical macro-level data from

PowerTimer has been used for a base value, and this base value is then scaled for size and
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associativity with estimates based on analytical models built into Wattch [8].

2.1.3 CMP Extension to the Baseline Model

In this dissertation work Turandot is extended to model a CMP configuration. So far, only multi-

programmed workloads without inter-thread synchronization are supported. This essentially con-

sists of simulating two separate cores, except that cache and cache-busconflicts in the shared L2

cache must be modeled, as they are important determinants of performance.

2.2 Benchmark

SPEC2000 benchmarks are used for the research work in Chapters 3,4 , 5 and 6. This dissertation

also uses SPECJBB in Chapter 7. Detailed sampling and tracing methodology is introduced in

these chapters. Single-thread benchmarks are combined to form SMT/CMPbenchmarks. The

methodology of combining single-thread benchmarks to form SMT/CMP benchmarks is presented

in Chapters 3, 5, 6 and 7.

2.3 Speedup Metric

Comparison of different SMT configurations, or comparison of an SMT configuration against a

single-threaded configuration, is difficult. As Sazeides and Juan [65] have shown, IPC can be

misleading unless exactly the same instruction count for each thread is used inall experiments.

Otherwise, a high IPC may be achieved with a skewed load balance. Snavelyet al. [71] also argue

that SMT simulations should not be stopped when the first thread completes to perform comparison

only on the portion of a workload that experiences multithreaded execution.This unfairly benefits

SMT configurations by not accounting for periods of less than maximum throughput. When per-

forming energy-efficiency studies, it also overlooks the impact of SMT energy overheads that are

present even when only one thread is executing. Both groups proposesimilar metrics for computing

an “SMT speedup”. The goal is to distinguish between configurations thatachieve high throughput

at the expense of a single thread from those that do so with balanced throughput from both threads.



Chapter 2. Experimental Methodology 22

Sazeides and Juan propose that

SMT speedup=
∑LnonSMT[i]

LSMT
(2.2)

whereLi is the execution latency of thei’th thread on a single-threaded system, andL is the ex-

ecution latency of the workload on an SMT system. A drawback to this mechanism is thatLSMT

is determined by the thread that finishes last, and it cannot distinguish between different execution

rates for other threads.

Snavely et al. propose that

SMT speedup= ∑ IPCSMT[i]
IPCnonSMT[i]

(2.3)

whereIPCSMT[i] is the IPC of just thei’th thread during an SMT execution andIPCnonSMT[i] is its

IPC during single-threaded execution. This considers how each threadperforms under SMT relative

to its non-SMT performance, so this metric is chosen for speedup computations in this dissertation.

Usually all speedups are computed relative to the IPC of each workload onthe baseline, non-SMT

machine.

In contrast to evaluating performance, evaluating energy efficiency should use traditional, sim-

ple unweighted metrics. Total energy consumed during an experiment is the appropriate value to

use for energy metrics, and simple end-to-end execution latency is the appropriate value to use for

delay with energy-efficiency metrics like energy-delay2. There are two reasons for this. First, un-

like the tradeoff between energy and execution speed, it is not clear howto trade off energy and

load balance. Second, using weighted SMT speedup in an energy-efficiency metric could yield

the counter-intuitive result that, among two SMT configurations with equal end-to-end execution

latencies, a result with higher energy consumption is preferred. The argument in this section also

applies to CMP. Therefore the same methodology is used for CMP speedup and energy consumption

calculation.



Chapter 3

The Energy Efficiency of Simultaneous Multithreading

3.1 Introduction

Simultaneous multithreading (SMT) [76] is a relatively new microarchitectural paradigm that has

found its way into real products [35,55]. The promise of SMT is area-efficient throughput enhance-

ment; however, the significant boost (10-40%) in instructions per cycle (IPC) is accompanied by an

increase in power consumption. Since the area increase reported for SMT execution is relatively

small (less than 5% per chip) [16], the main concern in next-generation SMTprocessor design is

that of worst-case power and temperature characteristics.

There has been recent related work in understanding area efficiencyand power issues in mul-

tithreaded processors. Burns and Gaudiot [11] consider the scalabilityof various resources in an

SMT processor and perform a detailed study of the area overhead of SMT processors. Seng and

Tullsen study several power-aware optimizations in the context of a fixed-resource multithreaded

microprocessor [66]. This work recognizes that increased processor utilization in SMT machines

will impact power, but not area, and focuses on understanding the fundamental power-performance

efficiency of SMT rather than SMT-specific power optimizations.

This work provides several major contributions. First, a thorough designspace exploration is

provided to understand the performance benefits and power costs of SMT in the context of exten-

sions to an existing POWER4-like microarchitecture. This exploration shows that SMT is a very

power-efficient design paradigm in terms ofED2 and can provide a 20% performance improvement

23
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for a varied mix of workloads with a power overhead of around 24%. There are several underlying

reasons for power uplift (the same as power increase) in SMT machines,and the uplift is diagnosed

by analyzing the machine at the unit level in this work. The impact of future technologies is also

analyzed where static leakage power is more significant, and it can be determined that the power

overhead of SMT decreases with leakier process technologies because the power uplift due to uti-

lization is marginalized by the larger fraction of leakage power. Finally, this chapter discusses the

sensitivity of conclusions to modeling assumptions. This work is also publishedin [52].

3.2 Benchmark Methodology

For this study, 10 SPEC2000 integer benchmarks are used for single thread experiments. They

are compiled byxlc compiler with -O3 option. The static trace generation tool generates the final

static traces by skipping the first 1B instructions and then tracing for 100M instructions in 50M

instruction chunks, skipping 100M instructions between chunks.

Pairs of single-thread benchmarks are used to form dual-thread SMT benchmarks. There are

many possibilities for forming the pairs from these 10 benchmarks. The following methodology

is used to form pairs. First, each single thread benchmark combines with itselfto form a pair,

which gives a total of 10 pairs. Then several pairs are formed by combining different benchmarks,

after categorizing the benchmarks into four major categories: high IPC or low IPC, memory in-

tensive or not memory intensive. Six pairs are finally formed (gzip+perlbmk, gcc+gap, twolf+mcf,

parser+bzip2, bzip2+twolf, gcc+mcf) of dual-thread benchmarks by selecting unique combinations

of benchmarks with these categorizing criteria.

3.3 Results

This section discusses the relative power-performance efficiency of SMT, analyze the relative im-

pact of SMT power uplift factors, and discuss sensitivities to resourcesizes, leakage power, and the

power modeling methodology.
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3.3.1 Power-performance Efficiency of SMT
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Figure 3.1:Performance of SMT vs. ST [52]

To provide a balanced approach to support the increased number of inflight instructions pro-

vided by SMT, a “ganged” scaling is provided of all instruction buffers/queues, including instruc-

tion buffer, retirement queue, reservation stations, and physical registers. This chapter usesresource

scaling factorto indicate the magnitude increase of queues, buffers, and physical register files com-

pared to the base case shown in Table 2.1. A resource scaling factor of 1.0 corresponds to the case

where these structures are sized the same as the base case, while a resource scaling factor of 2.0

means all the structures mentioned are double-sized. The memory hierarchyand memory-related

queues (including load reorder queue, store reorder queue, and load miss queue) are not scaled,

because the sensitivity study indicates that their current sizes, as in the base case, do not constitute

a performance bottleneck for the benchmarks this chapter studies. Since only part of the resources

are upscaled, the overall core area increase (excluding L2 cache) isestimated to be around 10%

with a resource scaling factor of 1.5.

Figure 3.1 summarizes the performance benefit for SMT over the baseline single-threaded (ST)

microprocessor, when varying the resource scaling factor. The numbers shown are the average

performance for all the SMT pairs that are simulated. The four curves correspond to different

assumptions about the extra latencies SMT will incur, including the ideal SMT machine, where no
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extra latencies are added, a machine with an added pipestage in the front-end to account for thread

selection logic, a machine with an added pipestage in the register file access to account for the

larger register file, and finally, a machine that incurs both of the above latencies. We see from the

figure that, at resource scaling factor of 1.0, thread contention is a serious problem, and even the

ideal SMT machine suffers a 5% performance loss. The performance increases significantly when

extra resources are added. At 1.5x scaling, the SMT performance benefit increases to around 21%

for the ideal machine and 19% for the machine with both additional latencies. The curves begin to

saturate with resource scaling factor of about 1.5, after which point increasing resources sees only

diminishing performance gains. An interesting observation from the figuresis that the four curves

have very similar trends, indicating that the different latency assumptions donot change the SMT

performance trend while varying resource scaling factor.
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Figure 3.2:Power Dissipation of SMT vs. ST [52]

Now we look into the power dissipation of SMT. There are two major factors that cause SMT

power uplift – the uplift due to resource duplication and resource sizing and the power uplift due to

increased utilization (leading to reduced clock gating potential). PowerTimer allows me to measure

the contributions of these two major components by providing power statistics withand without the

power uplift applied by resource scaling. Figure 3.2 details the additional power dissipation that

SMT incurs over the single-threaded machine and breaks down the two components of SMT power

uplift. At the 1.5x scaling point the total core power has increased by 24% relative to the single-

thread machine. The increase in processor utilization accounts for about8% of this power increase

and the remainder is due to the increased resource sizings. The power uplift due to processor
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utilization exhibits an interesting trend – with very small (1x) and very large (2x) values of resource

scaling factor the power uplift is relatively small (5-6%). This trend is explored in more detail in

Section 3.3.2 when the per-unit power uplift breakdown is discussed.

Figure 3.2 also breaks down the power uplift due to increased leakage power as the size of

resources is increased. In the model this work uses, leakage power is estimated as a fraction of

unconstrainedactive power and this work does not scale leakage power with utilization. For the

baseline model, this fraction is assumed to be 0.1 and this variable is called asleakage factor. We

see that for the power uplift due to resource scaling, leakage power and active power track very

closely. However, because the leakage power does not incur the additional power overhead due to

increased utilization in the SMT machine, leakage power does not grow as quickly as active power.

Section 3.3.3 considers the sensitivity of results to leakage factor.
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Figure 3.3:Energy-Delay2 of SMT vs. ST [52]

For high-performance processors power-efficiency can best be quantified by the Energy-Delay2

metric. Improvements inED2 correspond to power-performance efficiency benefits that exceed the

cubic benefit derived by simply tuning the full-chip clock frequency and supply voltage [7]. Figure

3.3 provides the results forED2 and we can see that SMT is indeed very power-efficient andED2

is minimized with the SMT processor with 1.6x resource scaling. This is not surprising, given that

SMT performance gain starts to saturate at around 1.5x, while power dissipation increases continue

with larger values of resource scaling factor.
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3.3.2 Breakdown of SMT power overheads by unit
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Figure 3.4:Power Dissipation Breakdown by Units [52]

We can obtain a better understanding of the power overheads associatedwith SMT by breaking

down the power uplift by unit. Figure 3.4 shows the power increase underSMT for five major units

within the microprocessor. The instruction sequencing unit (ISU) clearly stands out as experiencing

the largest power changes, primarily because almost all of its subunits, such as reservation stations,

register renamers, and retirement queue, are scaled to support SMT. The fixed-point execution unit

(FXU) exhibits similar behavior, albeit milder, because the integer register file, which is also scaled

under SMT, is in this unit. On the other hand, the power dissipation increase inthe instruction fetch

unit (IFU) and load/store unit (LSU) is primarily a result of increased utilization, as most of their

components stay unchanged from ST to SMT. With more load/stores executedunder SMT, at 1.5x

resource scaling the LSU dissipates 10% additional power. The utilization uplift of both of these

structures saturates when the larger instruction buffers and register files become large enough to

support the ILP in both simultaneous threads.

The instruction decoding unit (IDU) displays behavior that is quite different than the other units.

At the 1x scaling ratio, the power increase with SMT is roughly 10%, but this power delta gradually

reduces as the resources increase. The investigation reveals that at 1x scaling, the small instruction

queues and physical register files are a severe performance bottleneck. This causes congestion
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within the IDU since the IDU decouples the IFU and ISU. Since the IDU utilizes valid-bit based

clock-gating, the increased occupancy leads to higher power dissipationcompared to the single-

thread base case. As the resources in the ISU is upscaled, the performance bottleneck at the ISU is

gradually removed, reducing IDU power.

3.3.3 Sensitivity to Leakage Power

0%

5%

10%

15%

20%

25%

30%

35%

40%

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

S
M

T
 P

o
w

er
 C

h
an

g
e 

C
o

m
p

ar
ed

 t
o

 S
T

LeakageFactor=0.1
LeakageFactor=0.3
LeakageFactor=0.5

Figure 3.5:Impact of Leakage on Power Dissipation of SMT vs. ST [52]

As process technologies migrate to smaller channel lengths and lower threshold voltages, static

leakage currents become a major concern in the design of microprocessors. This section considers

the power overheads of SMT compared to single-thread architectures in technologies where leakage

is a significant fraction of total power dissipation.

Figure 3.5 shows the total power increase (including active and leakage)of SMT compared to

the single-thread baseline machine. The future technologies is represented by varying the leakage

factor (LF) of the design from 0.1 (the baseline) to 0.5. As described in Section 3.3.1, leakage factor

is defined to be the fraction of the total unconstrained chip power that is leakage power.

Figure 3.5 shows that the total power uplift decreases slightly with leakier process technologies.

At the 1.5x scaling point, the total power uplift is 24% with LF = 0.1, but reduces to 20% with LF

= 0.5. This result is intuitive – as active power becomes a smaller fraction of the total power
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dissipation, the SMT machine’s increase in utilization, and the correspondingreduction in clock

gating potential, has less of an impact because clock gating only reduces active power.

3.3.4 Sensitivity to Resource Power Scaling
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Figure 3.6:Impact of PowerFactor on Energy-Delay2 of SMT vs. ST [52]

This section considers the impact of the scaling assumptions on estimates forED2. For many

of the structures, as resources are scaled, it is assumed that an increase in the number of entries has

a linear increase in the unconstrained power dissipation, i.e.PowerFactor= 1.0 in Equation 2.1.

However, there may be cases where this assumption is too conservative. For example, the input

and output (de)-multiplexors may become a more significant portion of powerdissipation for large

queue structures, and this could cause the power to grow super-linearly. Figure 3.6 shows the

impact of varying thePowerFactorvariable in Equation 2.1 from 1x (linear scaling) to 1.4x. It is

apparent that while the overallED2 savings will decrease considerably, the optimal design point is

around 1.6x for all thePowerFactorthis work considers. This indicates that a power model with

a slightly inaccuratePowerFactorcan still have a meaningful projections for the trend forED2 of

the SMT processor. This is encouraging, since for many architectural studies, relative accuracy

is sufficient because early-stage architectural studies are primarily intended to narrow the focus of

design choices. Later studies after design implementation begins can providemore detailed models

that improve absolute accuracy.



Chapter 3. The Energy Efficiency of Simultaneous Multithreading 31

3.4 Future Work and Conclusions

The future work can seek to further validate the performance and powerextensions for SMT. The

baseline single-threaded performance model has been extensively validated against a pre-RTL,

latch-accurate processor model for a current generation microprocessor [59]. For the SMT exten-

sion, the future work can focus on validating the two major perturbations caused by SMT: increased

utilization and resource scaling. The strategy to validate utilization is as follows:Simple mi-

crobenchmarks can be constructed, which are mainly loop-like kernels, whose resource utilization

can easily be deduced under single-thread or SMT environment. Your can run such microbench-

marks, collect the utilization, and compare them with the offline calculation to make sure they match

each other. Another possibility is to validate the SMT performance model against the product-level

processor model for the most recent IBM processor.

It is also very useful to analyze the worst-case temperature behavior ofkey structures within

the microprocessor, in particular within the ISU, which incurs a sharp increase in power dissipation

with SMT.

This chapter describes the modeling extension and validation strategy to studythe power-

performance impact of SMT. It also performs a detailed design space study of the impact of aug-

menting an existing POWER4-like microarchitecture with SMT. In conclusion, SMT is a power-

efficient design paradigm for modern, superscalar microarchitectures. After careful resource size

tuning within the processor core, designers can expect performance gains of nearly 20% with a

power uplift of roughly 24% leading to significant reduction inED2.



Chapter 4

Power and Energy Efficiency of Different Clock Gating

Styles

4.1 Introduction

As modern CPU designs face power and thermal bottlenecks, designers typically adoptclock

gating—gating off the clock signal to unneeded units, thus reducing dynamic power dissipation.

Although there has been quite a lot of circuit-level work on clock gating [22,73], there is very little

work from the perspective of architecture. Brooks et al. [8] describe how to model clock gating

in an architecture level power simulator, and Li et al. [48] propose a deterministic clock gating

scheme. Neither work compares the efficiency of different clock gating schemes, nor explores the

thermal effects of clock gating. In this chapter, by comparing the power and thermal efficiency of

three different clock gating schemes, we will see it is important to take architectural factors into

consideration when the clock gating decision is made.

This chapter focuses on clock gating techniques applicable to queue/ array structures in CPUs.

Queue/array structures, like register files, TLBs, and every kind of decoupling queue in the proces-

sor, consume a large portion of the chip area and power budget. The chip’s hotspot is typically in

one of these structures. Power and thermal effects of different clockgating schemes for queue/array

structures are therefore an important area of investigation.

This chapter investigates two design styles and three clock gating schemes for queue/array

32
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structures. Two clock gating schemes apply to latch-mux design: valid-bit clock gating, in which

only valid entries are clocked; and “stall” gating, in which even valid entries are not clocked when

not in use. The third clock gating style applies to SRAM designs, and simply gates ports not in use.

The effectiveness of valid-bit gating is determined by the queue occupancy, SRAM port gating by

access rate, and latch-mux stall gating by both. The ratio of queue occupancy versus array access

rate depends on architectural factors and varies from unit to unit on thechip and benchmark to

benchmark.

While there are many considerations as to what design style each queue/array structure should

adopt, this chapter focuses on their architectural characteristics. Morespecifically, this chapter

investigates two architectural aspects of each structure: occupancy and access rate. If a structure

has high occupancy but relatively low access rate, an SRAM-based design will be power-efficient

because most of the time the structure can be clock-gated (due to its low access rate). On the other

hand, if a structure usually has very few valid entries, which are accessed very frequently, then a

latch-mux design makes more sense since most of the entries can be gated-off most of the time.

This chapter presents results of circuit simulations for several implementationsof array struc-

tures and architectural analysis of the utilization of these structures. Despite the power and area

benefits of SRAM-based array structures, there are several reasons why designers may favor latch-

mux designs for relatively small array structures such as queues and buffers within a microproces-

sor. SRAM designs typically require a full-custom design methodology and can require additional

design attention due to increased SER-susceptibility and complications with SOI process technolo-

gies. For example, array design effects with SOI technology include parasitic bipolar currents

during writes and bitline leakage during read operation [1]. Latch-baseddesign structures may also

be favored as they fit in more easily with standard scan-chain based testingstrategies. This work is

also published in [51].
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FXQ FPQ FX MAPPER FP MAPPER FX REG FP REG LRQ SRQ SDQ
Read/Write ports number 2/2 2/2 5/2 2/1 5/2 2/1 2/2 2/2 1/1

Table 4.1: Number of ports modeled. For clustered structures, we only report ports for a single
instance [51].

4.2 Modeling Methodology

4.2.1 Benchmarks

To keep data collection and presentation tractable, eight SPEC2000 integerbenchmarks and seven

SPEC2000 floating point benchmarks are used in this work. They were selected to provide a mix

of programs with a range of compute-intensive vs. memory-bound behaviors.

4.2.2 Power Model

This work studies the fixed point register file(FX REG), fixed point issue queue(FXQ), fixed

point register mapping unit(FX MAPPER), floating point register file(FP REG), floating point

issue queue(FPQ), floating point register mapping unit(FP MAPPER), load reorder queue

(LSU LRQ), store queue(LSU SDQ) and store reorder queue(LSU SRQ). The number of ports

modeled for these structures appears in Table 4.1. For these structures,detailed models are devel-

oped to compare the unconstrained power for SRAM and latch-mux implementations.

For the specific structures this work studied, the SRAM designs were adapted from low-power

memory designs. The design utilizes minimum sized transistors and does not include sense amps

because this work is primarily looking at relatively small queues and buffers. The latch-mux designs

were developed specifically for this work to be as comparable as possible to the SRAM designs. The

decoders and input latches were actually reused from the SRAM designs, and the latch-mux designs

followed similar sizing and fanout methodology. Simulations of the latch-mux and SRAM register

files were completed using Nanosim with accuracy equivalent to HSPICE. Each register file size

was designed at the schematic level, for a total of eighteen designs. Designs were simulated using

130nm process technology models, at 1.2V, and 1GHz. Additionally, for the latch-mux design, the

valid bits were generated externally to facilitate rapid testing. During simulation each netlist was
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paired with three different vector files, corresponding to the three different measurements: read,

write, and idle powers. The simulation vector files allowed Nanosim to verify thefunctionality of

a register file while collecting power consumption data. To ensure measurement consistency, the

same vector files were used to simulate SRAM and latch-mux designs of equal dimensions, based

on word size and number of wordlines. Furthermore, some care was takento ensure that different

sized register files had similar input vectors.

For each design style, 9 configurations are simulated: 8, 16, and 32 bits wide for each of 8, 16,

and 32 wordlines/entries. For the latch-mux designs, these simulations are repeated for scenarios

with all, half, and zero entries valid. Interpolation/extrapolation are used to find the correct power

for each structure of interest. These values are scaled proportionally for multi-ported structures –

see Table 4.1. This work assumes 80-entry register files consist of two 40-entry banks.

4.2.3 Clock Gating Methodology

There are several styles of clock gating that we can apply. These include valid and stall gating for

latch-based structures and read and write port gating for array structures.

 

clk 
valid

Data From  
Previous 
Pipestage Data For  

Next Pipestage

Stall From 
Previous Pipestage

Figure 4.1:Abstract diagrams of valid-bit gating [51].

Figure 4.1 conceptually diagrams valid-bit based clock gating. This type of clock gating is

commonly used in pipeline latches and relatively small memory structures that aredesigned using

latch-mux schemes (e.g. issue queues, instruction buffers, etc). In this style of gating, a valid bit is

associated with every bank of latches and the local clock buffer of the latch bank is gated when the
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Figure 4.2:Abstract diagrams of stall gating [51].
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Figure 4.3:Abstract diagrams of array gating [51].
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valid-bit is not set. Figure 4.2 diagrams stall gating, a more aggressive version of valid-bit gating,

that can also clock gate a bank of latches if it is encountering a stall condition. In this case, if a

bank of latches contains valid data, but the pipeline is stalled (or when a queue entry is not being

accessed), the clock feeding the latch can still be gated, holding the data. While the second style

of clock gating does save additional power, it requires additional timing andverification efforts; for

example, the gate signal must be glitch-free. These efforts must be justifiedby the potential power

savings quantified by architectural simulations.

Figure 4.3 conceptually diagrams the clock gating methodology that is applied to SRAM-based

array structures. In this case, the array structure utilization is proportional to the number of read

and write accesses to the structure. This is call as read-write port gating.

To model clock gating, it is assumed that the SRAM array and read-write circuitry can be gated,

while the D-latch, precharge, and decoder circuitry cannot; and the latch-mux array can be gated

but the D-latch and decoder circuitry cannot.

4.3 Results

Three clock gating styles (valid-bit gating and stall gating for latch-mux designs and read-write port

gating for the SRAM design) are simulated for the units introduced in Section 4.2.2. These units

can likely be implemented with either design style, but the SRAM implementation is considered

more difficult to design and verify.

This section first compares the impact of the different schemes on power,then temperature.

I round out the discussion by explaining the architectural behavior that favors one or the other

implementation.

4.3.1 Power

Figure 4.5 compares the power dissipation of these CPU structures with different clock gating

choices. These data are averaged across the integer benchmarks andthe floating point benchmarks

separately. (Note that even in the integer benchmarks, the floating-point mapper and register file
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Figure 4.4:The peak temperature of each benchmark with the ratio of the area of the Latch-Mux
design versus the SRAM design at 1 (left) and at 3.3 (right) [51]

must hold at least 32 active registers, corresponding to the 32 FP registers in the instruction set.)

Because the unconstrained power of an SRAM design is much lower than that for the corresponding

latch-mux designs, the SRAM design is almost always superior, regardless of clock gating choice.

There are some important exceptions, however. The most striking exception is the fixed-point

issue queue, where the latch-mux designs, even with mere valid-bit gating, are superior. The rea-

son for this is that queues with sufficiently low occupancy favor latch-mux designs in which only

active entries are clocked. As we can see from Figure 4.3.1, unlike otherunits, the utilization of

FXQ with latch-mux design and valid-bit gating is lower than that with SRAM design. (Note that

the occupancy is the same across all designs; since this work does not consider dynamic thermal

management here, the different design choices do not affect execution. What matters is how the

power and temperature for different design styles depend on occupancy and activity factors.)

If we compare the fixed point issue queue and the fixed point register file,entries in the reg-

ister file typically must stay active much longer than in the issue queue. A fixed point instruction

is put into the issue queue after renaming and is pulled out of that queue as soon as all its data

dependencies are resolved. However, the entry of a physical register file can only be freed after the

corresponding instruction commits. Branch mispredictions also play an important role in regularly

clearing the queue and keeping average occupancy low, whereas at least 32 registers must remain

active even after a misprediction flush. These factors are less true for FP programs, where mis-

predictions are much less frequent and FP execution latencies increase issue-queue waiting times.
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Because of its low occupancy, the fixed-point issue queue favors latch-mux design for many bench-

marks, despite its large unconstrained power consumption. The FXQ favors latch-mux even more

with stall gating. Indeed, stall gating is always vastly superior than valid-bitgating, because stall

gating can gate more entries. Even structures with high occupancies will fare well with stall gating

if access rates are low.
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Figure 4.5:The average unit power of integer benchmarks (left) and floating point benchmarks (right)
[51]
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Figure 4.6:The average unit utilization of integer benchmarks (left) and floating point benchmarks
(right) [51]

4.3.2 Temperature

As figures in the left columns of Figure 4.7 (integer workloads) and 4.8 (floating point workloads)

show, if we assume that the SRAM and latch-mux designs have equal area,then the temperature

follows approximately from its power. The unit temperature with SRAM design isconsistently

cooler than that with the latch-mux design, regardless of its clock gating styles. Even for the fixed-
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point issue queue, although the power consumption of this structure with SRAM design is higher

than with the latch-mux design, its temperature is lower due to thermal coupling with neighboring

units, which all have consistently higher power consumption and higher temperatures with the latch-

mux design. Considering the thermal profile of each possible combination is beyond the scope of

this work but necessary to fully consider the interaction of design style andthermal coupling.

Of course, the SRAM design is likely smaller than the latch-mux design. This increases its

power density. From the circuit design, it is estimated that the same frequency SRAM design is

roughly 3.3 times smaller than the corresponding latch-mux design. If this areaeffect is included,

we will have the units temperature figures in the right column of Figure 4.7 and 4.8. As we can see

from these figures, the increased power density of the SRAM design versus the lower power density

of the latch-mux design increase the temperature of the units with the SRAM design and decrease

the temperature of the units with the latch-mux design. Now for the latch-mux design with stall

gating, temperature is consistently lower than for the SRAM design. Even forthe latch-mux design

with valid bit gating, the FXQ, FXMAP, and FXREG have lower temperatures than the SRAM

design. The temperature of the SRAM design can be reduced by enlargingits area, however, this

will lead to extra latency. It is the future work to quantify this temperature/performance tradeoff

with area scaling for the SRAM design.
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Figure 4.7: The temperature of the units for integer benchmarks with theratio of the area of the
Latch-Mux design versus the SRAM design at 1 (left) and at 3.3 (right) [51]
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Figure 4.8:The temperature of the units for floating point benchmarks with the ratio of the area of
the Latch-Mux design versus the SRAM design at 1 (left) and at 3.3 (right) [51]

4.3.3 Per-Benchmark Differences

The relative power and thermal efficiency of different clock gating styles not only changes from

unit to unit, but also changes from benchmark to benchmark.

Figure 4.9 illustrates this trend for the fixed-point issue queue. As we can see from this figure,

we can classify the four benchmarks into four categories: mcf has high occupancy, low access rate;

crafty has low occupancy, high access rate; gcc has high occupancy, high access rate; and art has

low occupancy, low access rate. Corresponding to these different occupancy-access rate ratios, for

the latch-mux design with valid bit gating, mcf and gcc have relatively high temperatures while

crafty and art have relatively low temperatures; while for the SRAM design, crafty and cc1 have

relatively high temperatures and mcf and art have relatively low temperatures.
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Figure 4.9:The temperature of FXQ for four benchmarks with the ratio of t he area of the Latch-Mux
design versus the SRAM design at 1 (left) and at 3.3 (right) [51]
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4.4 Future Work and Conclusions

This chapter investigates energy and thermal effects of different design styles and their associated

clock gating choices for queue and array structures in a high-performance, superscalar, out-of-

order CPU. SRAM and latch-mux structures are simulated to determine their power dissipation as

well as their scaling properties. Then these data are used in architecturalcycle-accurate perfor-

mance/power/thermal simulations.

The SRAM and latch-mux designs only represent one possible set of designs. While the specific

implementations, areas, and resultant hotspots may vary with different designs, this chapter illus-

trates intrinsic differences between SRAM and latch-mux designs. Specifically, this chapter finds

that even though SRAM designs have a huge advantage according to theirunconstrained power,

results can be different when architecture-level effects are modeled.Even latch-mux designs with

valid-bit gating, the worst of all three designs, outperforms SRAM for a queue with low occupancy

but high access rate, namely the integer issue queue. Furthermore, eventhough SRAM designs

do yield the lowest power dissipation for most structures, their smaller area leads to higher power

density. Assuming a 3X area ratio, this causes latch-mux designs with stall gating to consistently

give better thermal performance for most structures and most benchmarks.

These results show that circuit-level simulations are insufficient for makingdesign-style and

clock-gating choices. The behavior of these structures also depends on architecture-level and ther-

mal behavior. Especially in an era of thermally limited design, latch-mux designs with stall gating

are an attractive choice, despite their apparent disadvantage when viewed purely from the perspec-

tive of raw switching power. SRAMs also have other implementation and testing drawbacks.

Finally, this work shows the importance of considering design style and clockgating for thermal

simulation, as they substantially change operating temperatures and the distribution of hot spots.

The current results apply to relatively small queue/buffer structures. Scaling to larger structures,

exploring designs of different densities (to trade off performance forreduced power density), and a

more detailed exploration of how thermal coupling affects these design decisions are all interesting

areas for future work.



Chapter 5

Performance, Energy and Temperature Considerations for

CMP and SMT architectures

5.1 Introduction

Simultaneous multithreading(SMT) [76] is a recent microarchitectural paradigm that has found

industrial application [35,55]. SMT allows instructions from multiple threads tobe simultaneously

fetched and executed in the same pipeline, thus amortizing the cost of many microarchitectural

structures across more instructions per cycle. The promise of SMT is area-efficient throughput

enhancement. But even though SMT has been shown energy efficient for most workloads [52,66],

the significant boost in instructions per cycle (IPC) means increased power dissipation and possibly

increased power density. Since the area increase reported for SMT execution is relatively small

(10-20%), thermal behavior and cooling costs are major concerns.

Chip multiprocessing(CMP) [24] is another relatively new microarchitectural paradigm that

has found industrial application [35, 39]. CMP instantiates multiple processor “cores” on a sin-

gle die. Typically the cores each have private branch predictors and first-level caches and share

a second-level, on-chip cache. For multi-threaded or multi-programmed workloads, CMP archi-

tectures amortize the cost of a die across two or more processors and allowdata sharing within a

common L2 cache. Like SMT, the promise of CMP is a boost in throughput. Thereplication of

cores means that the area and power overhead to support extra threads is much greater with CMP

43
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than SMT. For a given die size, a single-core SMT chip will therefore support a larger L2 size than

a multi-core chip. Yet the lack of execution contention between threads typically yields a much

greater throughput for CMP than SMT [10, 24, 64]. A side effect is that each additional core on

a chip dramatically increases its power dissipation, so thermal behavior and cooling costs are also

major concerns for CMP.

Because both paradigms target increased throughput for multi-threadedand multi-programmed

workloads, it is natural to compare them. This chapter provides a thoroughanalysis of the per-

formance benefits, energy efficiency, and thermal behavior of SMT and CMP in the context of a

POWER4-like microarchitecture. This research assumes POWER4-like cores with similar com-

plexity for both SMT and CMP except for necessary SMT related hardware enhancements. Al-

though reducing the CMP core complexity may improve the energy and thermal efficiency for

CMP, it is cost effective to design a CMP processor by reusing an existing core. The POWER5 dual

SMT core processor is an example of this design philosophy.

In general, for an SMT/CMP approach like IBM’s where the same base CPU organization is

used, it is found that CMP and SMT architectures perform quite differently for CPU and memory-

bound applications. For CPU-bound applications, CMP outperforms SMT interms of throughput

and energy-efficiency, but also tends to run hotter, because the higher rate of work results in a higher

rate of heat generation. The primary reason for CMP’s greater throughput is that it provides two

entire processors’ worth of resources and the only contention is for L2. In contrast, SMT only

increases the sizes of key pipeline structures and threads contend for these resources throughout

the pipeline. On the other hand, for memory-bound applications, on an equal-area processor die,

this situation is reversed, and SMT performs better, as the CMP processorsuffers from a smaller

amount of L2 cache.

It is also found that the thermal profiles are quite different between CMP and SMT architectures.

With the CMP architecture, the heating is primarily due to the global impact of higher energy output.

For the SMT architecture, the heating is very localized, in part because ofthe higher utilization of

certain key structures such as the register file. These different heatingpatterns are critical when we

need to considerdynamic thermal management(DTM) strategies that seek to use runtime control
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to reduce hotspots. In general, this work finds that DTM strategies which target local structures are

superior for SMT architectures and that global DTM strategies work better with CMP architectures.

The rest of the chapter is organized as follows. Section 5.2 discusses therelated work in com-

paring SMT and CMP processors from an energy-efficiency standpoint. Section 5.3 discusses the

details of the performance, power, and temperature methodology that is utilized in this work, in-

cluding the choice of L2 sizes to study. Section 5.4 discusses the baseline results for SMT and CMP

architectures without DTM. Section 5.5 explores the more realistic case whenmicroprocessors are

DTM constrained and explores which strategies are best for CMP and SMT under performance and

energy-constrained designs. Section 5.6 concludes this chapter and discusses avenues for future

research. This work is also published in [54].

5.2 Related Work

There has been a burst of work in recent years to understand the energy efficiency of SMT proces-

sors. We [52] study the area overhead and energy efficiency of SMTin the context of a POWER4-

like microarchitecture, and Seng et al. [66] study energy efficiency andseveral power-aware op-

timizations for a multithreaded Alpha processor. Sasanka et al. consider theenergy-efficiency of

SMT and CMP for multimedia workloads [64], and Kaxiras et al. [37] do the same for mobile

phone workloads on a digital signal processor. Like this work does, these other studies find that

SMT boosts performance substantially (by about 10–40% for SPEC workloads), and that the in-

crease in throughput more than makes up for the higher rate of power dissipation, with a substantial

net gain in energy efficiency.

For multithreaded and multiprogrammed workloads, CMP offers clear performance benefits. If

contention for the second-level cache is not a problem, speedups are close to linear in the num-

ber of cores. Although energy efficiency of CMP organizations have been considered for specific

embedded-system workloads, the energy efficiency of CMP for high-performance cores and work-

loads has not been well explored. Sasanka et al. consider the energy-efficiency of SMT and CMP

for multimedia workloads [64], and Kumar et al. [41] consider energy efficiency for a heteroge-
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neous CMP core, but only for single-threaded workloads. Like this work does, these other studies

both find substantial energy benefits.

Other researchers have compared SMT and CMP. Sasanka et al., Kaxiras et al., Kumar et al.

[44], Burns et al. [10], and Hammond et al. [24] all find that CMP offers a substantial performance

advantage when there are enough independent threads to keep all cores occupied. This is generally

true even when the CMP cores are simpler than the SMT core—assuming enough thread-level

parallelism to take advantage of the CMP capability.

Several authors [10,44,64] also consider hybrids of SMT and CMP (e.g., two CMP cores, each

supporting 2-way SMT), but with conflicting conclusions. They generallyfind a hybrid organization

with N thread contexts inferior to CMP with N full cores, but to differing degrees. It is unclear to

what extent these conclusions hold true specifically for memory-bound workloads. Since CMP

seems superior to a hybrid organization, this work focuses only on purely2-way SMT (one core)

and 2-way CMP systems (one thread per core) in order to focus on the intrinsic advantages of

each approach. While a study of the combined energy and thermal efficiency of hybrid CMP/SMT

systems is interesting, it is beyond the scope of this chapter: the incredibly complex design space

described by [10,44,64] means that analyzing this configuration can easily occupy an entire chapter

by itself. In any case, understanding the combined energy and thermal efficiency of plain SMT and

CMP systems is a prerequisite, and except for the work by Sasanka et al.and Kaxiras et al. for

specialized workloads, there is no other work comparing the energy efficiency of SMT and CMP.

Sasanka et al. find CMP to be much more energy efficient than SMT, while Kaxiras et al. find the

reverse. The reason is that the Sasanka work uses separate programs which scale well with an

increasing number of processors and can keep all processors occupied. In contrast, with the mobile

phone workload of Kaxiras et al., not all threads are active all the time, and idle cores waste some

energy. Instead, their SMT processor is based on a VLIW architectureand is wide enough to easily

accommodate multiple threads when needed.

I am only aware of two other papers exploring thermal behavior of SMT and/or CMP. Heo et

al. [26] look at a variety of ways to use redundant resources, including multiple cores, for migrating

computation of a single thread to control hot spots, but find the overhead of core swapping is high.
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Donald and Martonosi [17] compare SMT and CMP and find that SMT produces more thermal

stress than CMP. But, like many other studies comparing SMT and CMP, their analysis assumes

that the cores of the CMP system are simpler and have lower bandwidth than the single-threaded

and SMT processors, while this work follows the pattern of the IBM POWER4/POWER5 series

and assumes that all three organizations offer the same issue bandwidth per core. Donald and

Martonosi also consider a novel mechanism to cope with hotspots, by adding “white space” into

these structures in a checkerboard fashion to increase their size and hopefully spread out the heat,

but found that even a very fine-grained partitioning did not achieve the desired heat spreading. This

work adopts a similar idea for the register file, the key hotspot, but rather than increase its size, this

work throttles its occupancy. Simulations using an improved version of HotSpot in [31] suggest

that sufficiently small structures will spread heat effectively.

5.3 Modeling Methodology

According to [14], the POWER5 offers 24 sensors on chip. Accordingly, we can assume it is reason-

able to provide at least one temperature sensor for each microarchitecture block in the floorplan, and

that these sensors can be placed reasonably close to each block’s hotspot, or that data fusion among

multiple sensors can achieve the same effect. We can also assume that averaging and data fusion

allow dynamic noise to be ignored , and that offset errors can be removedby calibration [3]. The

temperature is sampled every 100k cycles and set DTM experiments’ thermalemergency thresh-

old at 83◦C. This threshold is carefully chosen so for single thread single core architecture it will

normally lead to less than 5% performance loss due to DTM control. At the beginning of the

simulation, the steady state temperature is set for each unit as the initial temperature so the whole

simulation’s thermal output will be meaningful. For DTM experiments, the initial temperature is

set as the smaller value of the steady state temperature without DTM and the thermal emergency

threshold which is 83◦C in all DTM experiments.
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gzip mcf eon bzip2 crafty vpr cc1 parser
IPC L L H H H H H L
temperature L H L H H L H L
L2 miss ratio L H L L L L L L

Table 5.1:Categorization of integer benchmarks [54]

5.3.1 Benchmark Pairs

15 SPEC2000 benchmarks are used as single thread benchmarks. Theyare compiled by thexlc

compiler with the -O3 option. First the Simpoint toolset [67] is used to get representative simu-

lation points for 500-million-instruction simulation windows for each benchmark,then the trace

generation tool generates the final static traces by skipping the number of instructions indicated by

Simpoint and then simulating and capturing the following 500 million instructions.

Pairs of single-thread benchmarks are used to form dual-thread SMT and CMP benchmarks.

There are many possibilities for forming the pairs from these 15 benchmarks. The following

methodology are utilized to form pairs. First, each single thread benchmark combines with itself

to form a pair. Also several SMT and CMP benchmarks are formed by combining different single

thread benchmarks. Here the single thread benchmarks are categorizedinto eight major categories:

high IPC (> 0.9) or low IPC (< 0.9), high temperature (peak temperature> 82◦C) or low temper-

ature (peak temperature< 82◦C), floating benchmark or integer benchmark as shown in Table 5.1

and 5.2.

Then eighteen pairs of dual-thread benchmarks are formed by selecting various combinations

of benchmarks with these characteristics. Note that the choice of memory-bound benchmarks was

limited. This is a serious drawback to using SPEC for studies like this. The architecture community

needs more benchmarks with a wider range of behaviors.

The rest of this chapter discusses workloads in terms of those with high L2 cache miss ratio vs.

those with low L2 cache miss ratio. When one benchmark in a pair has a high L2 cache miss ratio,

that pair is categorized as a high L2 cache miss pair.



Chapter 5. Performance, Energy and Temperature Considerations forCMP and SMT architectures49

art facerec mgrid swim applu mesa ammp
IPC L H H L L H L
temperature H H H H H L H
L2 miss ratio H L L L H L L

Table 5.2:Categorization of floating point benchmarks [54]

5.3.2 Chip Die Area and L2 Cache Size Selection

Before performing detailed equal-area comparisons between CMP and SMT architectures, it is

important to carefully select appropriate L2 cache sizes for the baseline machines. Because the

core area stays fixed in the experiments, the number of cores and L2 cache size determines the total

chip die area. In particular, because the CMP machine requires additionalchip area for the second

core, the L2 cache size must be smaller to achieve equivalent die area. Inthis study, the additional

CMP core roughly equals 1MB of L2 cache.

In the 2004-2005 timeframe, mainstream desktop and server microprocessors include aggres-

sive, out-of-order processor cores coupled with 512KB to 2MB of on-chip L2 cache. The experi-

ments indicate that for very large L2 cache sizes and typical desktop and workstation applications

(SPEC2000), most benchmarks will fit in the cache for both the SMT and CMP machines. But for a

fixed number of cores, Figure 5.1 shows that as die size is reduced, SMTeventually performs better

than CMP for memory-bound benchmarks. This is because a core occupies about 1 MB’s worth of

space, so SMT’s L2 sizes are 1 MB larger than CMP’s. Given constraints on chip area, it is likely

that there will always be certain memory-bound workloads that will perform better with SMT than

with CMP. Recognizing this tradeoff, the L2 cache is set at 1MB for CMP and at 2MB for SMT for

the baseline study and discuss where appropriate how these choices impact conclusions.

5.4 Baseline Results

This section discusses the performance, energy, and temperature implications of SMT and CMP de-

signswithoutdynamic thermal management. The next section considers thermally limited designs.

When I compare the three architectures (ST, SMT, and CMP), I hold the chip area as a constant
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Figure 5.1: Performance of SMT and CMP for memory-bound benchmarks (the categorization is
done with 2MB L2 cache size for ST) with different L2 cache size[54]

at 210 mm2 including the on-chip level two cache. This means CMP will have the smallest L2

cache, since its core area is the largest among the three. In this work, the L2 cache sizes for ST,

SMT, and CMP are 2MB, 2MB, and 1MB respectively. Because the SMT core core is only 12%

larger than the ST core, both use 2MB L2 cache.

Because the conclusions are quite different for workloads with high L2 miss rate vs. those with

lower miss rates, this chapter normally reports results for these categories separately.

5.4.1 SMT and CMP Performance and Energy

Figure 5.2 breaks down the performance benefits and energy efficiency of SMT and CMP for the

POWER4-like microarchitecture. The results in this figure are divided into twoclasses of bench-

marks – those with relatively low L2 miss rates (left) and those with high L2 cachemiss rates (right).

This figure shows that CMP dramatically outperforms SMT for workloads withlow to modest L2

miss rates, with CMP boosting throughput by 87% compared to only 26% for SMT. But the CMP

chip has only half the L2 cache as SMT, and for workloads with high L2 miss rate, CMP only

affords a throughput benefit of 22% while SMT achieves a 42% improvement.

The power and energy overheads demonstrated in Figure 5.2 are also enlightening. The power
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Figure 5.2:Performance and Energy efficiency of SMT and CMP compared to ST,for low L2 cache
miss workloads (left) and high L2 cache miss workloads (right) [54].
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Figure 5.3:Performance and Energy efficiency of SMT and CMP compared to ST as L2 size changes.
On the left are results for a benchmark (mcf+mcf) which is memory bound for all L2 configurations
shown. On the right are results for a benchmark (mcf+vpr) which ceases to be memory-bound once
L2 size changes from 1MB to 2MB for CMP [54].



Chapter 5. Performance, Energy and Temperature Considerations forCMP and SMT architectures52

overhead of SMT is 45–57%. The main reasons for the SMT power growthare the increased

resources that SMT requires (e.g. replicated architected registers), the increased resources that are

needed to reduce new bottlenecks (e.g. additional physical registers),and the increased utilization

due to additional simultaneous instruction throughput [52]. The power increase due to CMP is even

more substantial: 95% for low-L2-miss-rate workloads and 101% for the high-miss-rate workloads.

In this case the additional power is due to the addition of an entire second processor. The only

reason the power does not double is that L2 conflicts between the two cores lead to stalls where

clock gating is engaged, and this explains the lower power overhead of theL2-bound workloads.

Combining these two effects with the energy-delay-squared metric (ED2) [80], we see that

CMP is by far the most energy-efficient organization for benchmarks withreasonable L2 miss rates,

while SMT is by far the most energy-efficient for those with high miss rates. Indeed, for L2-bound

workloads, from the standpoint of ED2, a single-threaded chip would be preferable to CMP, even

though the single-threaded chip cannot run threads in parallel. Of course, this is at least in part due

to the reduced L2 on the CMP chip.

When we increase L2 cache size, some benchmarks that had previously been memory bound

now fit better in the L2 cache, and thus need to be categorized as low L2 miss rate benchmarks.

Figure 5.3 illustrates the consequences. The graph on the right shows how mcf+vpr ceases to be

memory bound when we increase the L2 cache sizes by 1 MB (SMT from 2MBto 3MB and CMP

from 1MB to 2MB). With smaller L2 cache size and high cache miss ratio, the program is memory-

bound and SMT is better in terms of performance and energy efficiency. With larger L2 size and low

cache miss ratio, the program is no longer memory bound and CMP is better. Ofcourse, for any L2

size, some applications’ working set will not fit, and these benchmarks will remain memory bound.

The left-hand graph in Figure 5.3 illustrates that SMT is superior for memory-bound benchmarks.

To summarize, once benchmarks have been categorized for an L2 size under study, the qualita-

tive trends for the compute-bound and memory-bound categories seem to hold.
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Figure 5.4:Temperature of SMT and CMP vs. ST [54]

5.4.2 SMT and CMP Temperature

Figure 5.4 compares the maximum measured temperature for several different microprocessor con-

figurations. We see that the single-threaded core has a maximum temperatureof nearly 82◦C. When

we consider the SMT processor, the temperature increases around 7 degrees and for the CMP pro-

cessor the increase is around 8.5 degrees.

With such a small difference in temperature, it is difficult to conclude that either SMT or CMP is

superior from a temperature standpoint. In fact, if we rotate one of the CMPcores by 180 degrees,

so the relatively cool IFU of core 1 is adjacent to the hot FXU of core 0, the maximum CMP

processor temperature will drop by around 2 degrees, which makes it slightly cooler than the SMT

processor.

Despite the fact that the SMT and CMP processors have relatively similar absolute temperature

ratings, the reasons for the SMT and CMP hotspots are quite different. Inorder to better understand

underlying reasons behind the temperature increases in these machines, additional experiments have

been performed to isolate the important effects.

If we take the SMT core and only scaled the power dissipation with increasedutilization (omit-
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ting the increased power dissipation due to increased resources and leaving the area constant). From

Figure 5.4 we can see that the SMT temperature will rise to nearly the same levelas when all three

factors are included. This makes sense when we consider that theunconstrained power densityof

most of the scaled structures in the SMT processor (e.g. register files andqueues) will likely be

relatively constant because the power and area will both increase with theSMT processor, and in

this case the utilization increase becomes the key for SMT hotspots. From this we can conclude

that for the SMT processor, the temperature hotspots are largely due to thehigher utilization factor

of certain structures like the integer register file.

The reasoning behind the increase in temperature for the CMP machine is quitedifferent. For

the CMP machine, the utilization of each individual core is nearly the same as for the single-

thread architecture. However, on the same die area we have now integrated two cores and the

total power of the chip nearly doubles (as we saw in Figure 5.2) and hencethe total amount of

heat being generated nearly doubles. Because of the large chip-levelenergy consumption, the

CMP processor heats up the TIM, heat spreader, and heat sink, thusraising the temperature of

the overall chip. Thus the increased temperature of the CMP processor isdue to a global heating

effect, quite the opposite of the SMT processor’s localized utilization increase. This fundamental

difference in thermal heating will lead to substantial differences in thermal trends as we consider

future technologies and advanced dynamic thermal management techniques.

5.4.3 Impact of Technology Trends

As we move towards the 65nm and 45nm technology nodes, there is universal agreement that leak-

age power dissipation will become a substantial fraction of the overall chip power. Because of the

basic difference in the reasons for increased thermal heating between the SMT and CMP proces-

sors, we can expect that these processors will scale differently as leakage power becomes a more

substantial portion of total chip power.

Figure 5.5 shows the impact of technology scaling on the temperature of SMT and CMP pro-

cessors. This figure shows the difference in absolute temperature between the CMP and SMT core

for three generations of leakage (roughly corresponding to 130nm, 90nm, and 70nm technologies).
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Figure 5.5:Temperature Difference between CMP and SMT for different technologies [54]

As we project towards future technologies, there are several importanttrends to note. The most

important trend is that the temperature difference between the CMP machine (hotter) and SMT ma-

chine (cooler) increases from 1.5 degrees with the baseline leakage model to nearly 5 degrees with

the most leaky technology. The first reason for this trend is that the increased utilization of the SMT

core becomes muted by higher leakage. The second reason is that the SMTmachine’s larger L2

cache tends to be much cooler than the second CMP core. This, coupled withthe exponential tem-

perature dependence of subthreshold leakage on temperature, causes the CMP processor’s power to

increase more than the SMT processor. This aggravates the CMP processor’s global heat up effect.

From Figure 5.5, we can see that if we remove the temperature dependenceof leakage in the model,

the temperature difference between the CMP and SMT machine grows much less quickly. Figure

5.5 also shows how the trend is amplified when we consider the case where aggressive leakage

control is applied to the L2 cache (perhaps through high-Vt transistors). In this case, the SMT

processor is favored because a larger piece of the chip is eligible for thisoptimization.
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5.5 Aggressive DTM constrained designs

To reduce packaging cost, current processors are usually designed to sustain the thermal require-

ment of typical workloads, and engage some dynamic thermal management techniques when tem-

perature exceeds the design set point. Because SMT and CMP dissipate more power and run hotter,

a more accurate comparison of their relative benefits requires data on theircooling costs, whether

those costs are monetary in terms of more expensive packaging, or performance losses from DTM.

This section explores the impact of different DTM strategies upon the performance and energy ef-

ficiency of SMT and CMP, and how these DTM results explain the differentthermal behavior of

these two organizations.

It is important to note that peak temperature is not indicative of cooling costs.A benchmark

with short periods of very high temperature, separated by long periods of cooler operation, may

incur low performance overhead from DTM, while a benchmark with more moderate but sustained

thermal stress may engage DTM often or continuously. To illustrate this point, Figure 5.6 plots

DTM performance loss against maximum temperature. The scattered nature of the points and poor

correlation coefficients show that maximum temperature is a poor predictor ofDTM overhead.

correlation = 0.49
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Figure 5.6:Performance loss from DTM vs. peak temperature. Peak temperature here is plotted as
the number of degrees by which the maximum temperature exceeds the trigger threshold [54]

To make an equal comparison of DTM performance among single-threaded, SMT, and CMP

chips, the same thermal package is used for all three configurations (seeSection 5.3).

5.5.1 DTM Techniques

Four DTM strategies are implemented in this work:
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• Dynamic voltage scaling (DVS): DVS cuts voltage and frequency in response to thermal vi-

olations and restores the high voltage and frequency when the temperaturedrops below the

trigger threshold. The low voltage is always the same, regardless of the severity of thermal

stress; this was shown in [69] to be just as effective as using multiple V/F pairs and a con-

troller. For these workloads, a voltage of 0.87 (79% of nominal) and frequency of 1.03GHz

(77% of nominal) are always sufficient to eliminate thermal violations. Because there is not

yet a consensus on the overhead associated with switching voltage and frequency, this work

tests both 10 and 20µs stall times for each change in the DVS setting.

• Fetch-throttling: Fetch-throttling limits how often the fetch stage is allowed to proceed, which

reduces activity factors throughout the pipeline. The duty cycle is set bya feedback controller.

• Rename-throttling: Rename throttling limits the number of instructions renamed each cycle.

Depending on which register file is hotter with the outcome of the previous sampling period,

either floating-point register renaming or integer register renaming will be throttled. This

reduces the rate at which a thread can allocate new registers in whicheverregister file has

overheated, and is thus more localized in effect than fetch throttling. But if the throttling is

severe enough, this has the side effect of slowing down the thread that iscausing the hot spot.

This can degenerate to fetch throttling, but when it is the FP register file beingthrottled, the

slowdown can be valuable for mixed FP-integer workloads by helping to regulate resource

use between the two threads.

• Register-file occupancy-throttling: The register file is usually the hottest spot of the whole

chip, and its power is proportional to the occupancy. One way to reduce the power of the

register file is to limit the number of register entries to a fraction of the full size. To distribute

the power density, we can interleave the on and off registers, so that the heat can be more

evenly spreaded across the whole register file. It is important to note that the modeling of this

technique here is idealistic, assuming that the reduction in power density across the register

file is proportional to the number of registers that have been turned off. This assumes an ideal

interleaving and ideal heat spreading and neglects power dissipation in thewiring, which
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will not be affected with occupancy throttling. This technique is included to demonstrate

the potential of value of directly reducing power density in the structure thatis overheating,

rather than reducing activity in the whole chip.

By limiting the resources available to the processor, all these policies will cause the processor

to slow down, thus consuming less power and finally cooling down to below the thermal trigger

level. DVS has the added advantage that reducing voltage further reduces power density; since

P ∝ V2 f , DVS provides roughly a cubic reduction in heat dissipation relative to performance loss,1

while the other techniques are linear. But the other techniques may be able to hide some of their

performance loss with instruction-level parallelism. Of the three policies, fetch-throttling has more

of a global effect over the whole chip by throttling the front end. Register-file occupancy throttling

targets the specific hot units (the integer register file or the floating point register file) most directly

and thus is the most localized in effect. This may incur less performance loss but also may realize

less cooling. Rename throttling is typically more localized then fetch throttling and less so than

register-file throttling.

DVS’s cubic advantage is appealing, but as operating voltages continue toscale down, it be-

comes more difficult to implement a low voltage that adequately cuts temperature while providing

correct behavior and reasonable frequency. Another concern withDVS is the need to validate prod-

ucts for two voltages rather than one. Finally, the assumption that both frequency and voltage can

change in 10–20µs may be optimistic. If voltage and frequency must change gradually to avoid

circuit noise, the latency to achieve adequate temperature reduction may be prohibitively long.

Register-occupancy throttling is limited to register files based on a latch-and-mux design. Power

dissipation in SRAM-based designs is likely to be much more heavily dominated by the decoders,

sense amplifiers. Furthermore, this technique may be idealistic, because it assumes that reducing

register file occupancy uniformly reduces power density, when in fact those registers that remain

active will retain the same power dissipation. But this does not mean that the temperature of active

registers remains unchanged, because neighboring areas of lower power density can help active

1This is only an approximate relationship; experiments of this work derive the actual V-f relationship from ITRS
data [68].
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registers to spread their heat. Whether a register is small enough to spreadenough heat laterally is

an open question and requires further analysis. However, results in [31] using HotSpot 2.0 suggest

that, below about 0.2–0.25 mm and for a 0.5mm die with a typical high-performance package, the

ratio of vertical to lateral thermal resistance is so high that heat spreads out very quickly, without

raising the localized temperature. This result differs from the findings of [17], who used HotSpot

1.0 to find that much smaller sizes are needed to spread heat. But HotSpot 1.0omits the TIM’s very

high thermal resistance and performs less detailed thermal modeling of heat flow in the package.

Clearly the granularity at which spreading dominates, and alternative layouts and organizations

which can reduce hotspots, is an important area requiring further research. But almost all prior

DTM research has focused on global techniques like fetch gating, voltage-based techniques, or

completely idling the hot unit, all of which suffer from significant overheads. What is needed are

techniques that can reduce power densityin situ, without introducing stalls that propagate all the

way up the pipeline. Register-occupancy throttling illustrates that such an approach offers major

potential benefits, and that further research in this direction is required.

5.5.2 DTM Results: Performance
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Figure 5.7:Performance of SMT and CMP vs. ST with different DTM policies, all with threshold
temperature of 83◦C. Workloads with low L2 cache miss rate are shown on the left.Workloads with
high L2 cache miss rate are shown on the right [54].

For many traditional computing design scenarios, performance is the most critical parameter,

and designers primarily care about power dissipation and thermal considerations because of ther-

mal limits. In these cases, designers would like to optimize performance under thermal constraints.
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These include systems such as traditional PC desktops and certain high-performance server envi-

ronments where energy utility costs are not critical.

To evaluate architectures viable for these situations, Figure 5.7 shows performance of SMT and

CMP architectures with different DTM schemes. As we observed in the previous section, the results

are again dependent on whether the workloads have high L2 miss ratio. For workloads with low or

moderate miss ratios, CMP always gives the best performance, regardless of which DTM technique

is used. On the other hand, for workloads that are mostly memory bound, SMT always gives better

performance than CMP or ST.

When comparing the DTM techniques, it is found that DVS10, the DVS schemeassuming an

optimistic 10µs voltage switch time, usually gives very good performance. This is because DVS

is very efficient at reducing chip-wide power consumption, thus bringingchip-wide temperature

down very quickly and allowing the chip to quickly revert back to the highestfrequency. When

assuming a more pessimistic switching time of 20µs, the performance of DVS degrades a lot, but

is still among the best of the the DTM schemes. However, in a system where energy consumption

is not a primary concern, DVS may not be available due to the high implementation cost, while the

relatively easier-to-implement throttling mechanisms are available. The rest ofthis section mainly

focuses on the behavior of the non-DVS techniques.

Looking at the low L2 miss workloads (Figure 5.7, left) and the high L2 miss workloads (Fig-

ure 5.7, right), we find that SMT and CMP diverge with regards to the optimalthrottling scheme.

For CMP, fetch-throttling and register-occupancy throttling work equally well, and both outper-

form local rename-throttling. For SMT, register throttling is the best performing throttling scheme,

followed by rename-throttling and global fetch-throttling. In fact, for SMT running high L2 miss

workloads, the local register occupancy throttling performs better than allof the other DTM tech-

niques including DVS.

The relative effectiveness of the DTM techniques illustrates the different heating mechanisms

of CMP and SMT, with heating in the CMP chip a more global phenomenon, and heating in the

SMT chip localized to key hotspot structures. For example, by directly resizing the occupancy of

the register file, register-throttling is very effective at reducing the localized power density of the
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register file, and bringing down the temperature of the register file. In otherwords, the match-up

between the mechanism of register-throttling and the inherent heat-up mechanism makes register-

throttling the most effective DTM scheme for SMT. On the other hand, CMP mainly suffers from the

global heat up effects due to the increased power consumption of the two cores. Thus global DTM

schemes that quickly reduce total power of the whole chip perform best for CMP. This conclusion

remains unchanged when increasing the L2 cache size to 2MB for CMP.

5.5.3 DTM Results: Energy
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Figure 5.8:Energy-efficiency metrics of ST with DTM, compared to ST baseline without DTM, for
low-L2-miss-rate workloads (left) and high-L2-miss-rateworkloads (right) [54].
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Figure 5.9:Energy-efficiency metrics of SMT with DTM, compared to ST baseline without DTM, for
low-L2-miss-rate benchmarks (left) and high-L2-miss-rate benchmarks (right) [54].

In many emerging high-performance computing environments, designers must optimize for raw

performance under thermal packaging constraints, but energy consumption is also a critical design

criteria for battery life or for energy utility costs. Examples of these systems are high-performance
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Figure 5.10:Energy-efficiency metrics of CMP with DTM, compared to ST baseline without DTM,
for low-L2-miss-rate benchmarks (left) and high-L2-miss-rate benchmarks (right) [54].

mobile laptops and servers designed for throughput oriented data centers like the Google cluster

architecture [4].

In this scenario, designers often care about joint power-performance system metrics after

DTM techniques have been applied. Figure 5.8 through Figure 5.10 showsthe power and power-

performance metrics (energy, energy-delay, and energy-delay2) for the ST, SMT, and CMP archi-

tectures after applying the DTM techniques. All of the results in these figures are compared against

the baseline ST machine without DTM. From these figure, we see that the dominant trend is that

global DTM techniques, in particular DVS, tend to have superior energy-efficiency compared to

the local techniques for most configurations. This is true because the global nature of the DTM

mechanism means that a larger portion of the chip will be cooled, resulting in a larger savings. This

is especially obvious for the DVS mechanism, because DVS’s cubic power savings is significantly

higher than the power savings that the throttling techniques provide. The twolocal thermal man-

agement techniques, rename and register file throttling, do not contribute to alarge power savings

while enabled, as these techniques are designed to target specific temperature hotspots and thus

have very little impact on global power dissipation. However, from an energy-efficiency point of

view, local techniques can be competitive because in some cases they offer better performance than

global schemes.

Figure 5.8 shows the results for the ST machine. Because DTM is rarely engaged for the ST

architecture, there is a relatively small power overhead for these benchmarks. These ST results

provide a baseline to decide whether SMT and CMP are still energy-efficient after DTM techniques
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are applied.

From Figure 5.9 we can see that the SMT architecture is superior to the ST architecture for

DVS and register renaming in terms of ED2. As expected, the DVS techniques perform quite well,

although with high-L2 miss rate benchmarks register file throttling, due to performance advantages,

does nearly as well as DVS for ED2.

Figure 5.10 allows us to compare CMP to the ST and SMT machines for energy-efficiency after

applying DTM. When comparing CMP and SMT, we see that for the low-L2 missrate benchmarks,

the CMP architecture is always superior to the SMT architecture for all DTMconfigurations. In

general, the local DTM techniques do not perform as well for CMP as they did for SMT. We see the

exact opposite behavior when considering high-L2 miss rate benchmarks. In looking at the com-

parison between SMT and CMP architectures, we see that for the high-L2miss rate benchmarks,

CMP is not energy-efficient relative toeither the baseline ST machine or the SMT machine—even

with the DVS thermal management technique.

In conclusion, for many, but not all configurations, global DVS schemes tend to have the advan-

tage when energy-efficiency is an important metric. The results do suggest that there could be room

for more intelligent localized DTM schemes to eliminate individual hotspots in SMT processors,

because in some cases the performance benefits could be significant enough to beat out global DVS

schemes.

5.6 Future Work and Conclusions

This chapter provides an in-depth analysis of the performance, energy, and thermal issues asso-

ciated with simultaneous multithreading and chip-multiprocessors. The broad conclusions can be

summarized as follows:

• CMP and SMT exhibit similar operatingtemperatureswithin current generation process tech-

nologies, but the heatingbehaviorsare quite different. SMT heating is primarily caused by

localized heating within certain key microarchitectural structures such as theregister file, due
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to increased utilization. CMP heating is primarily caused by the global impact of increased

energy output.

• In future process technologies in which leakage power is a significant percentage of the over-

all chip power CMP machines will generally be hotter than SMT machines. For the SMT

architecture, this is primarily due to the fact that the increased SMT utilization is overshad-

owed by additional leakage power. With the CMP machine, replacing the relatively cool L2

cache with a second core causes additional leakage power due to the temperature-dependent

component of subthreshold leakage.

• For the organizations this work studies, CMP machines offer significantly more through-

put than SMT machines for CPU-bound applications, and this leads to significant energy-

efficiency savings despite a substantial (80%+) increase in power dissipation. However, in

the equal-area comparisons between SMT and CMP, the loss of L2 cache hurts the perfor-

mance of CMP for L2-bound applications, and SMT is able to exploit significant thread-level

parallelism. From an energy standpoint, the CMP machine’s additional performance is no

longer able to make up for the increased power output and energy-efficiency becomes nega-

tive.

• CMP and SMT cores tend to perform better with different DTM techniques.In general,

in performance-oriented systems, localized DTM techniques work better for SMT cores and

global DTM techniques work better for CMP cores. For energy-oriented systems, global DVS

thermal management techniques offer significant energy savings. However, the performance

benefits of localized DTM make these techniques competitive for techniques for energy-

oriented SMT machines.

Future work includes exploring the impact of varying core complexity on the performance of

SMT and CMP, and exploring a wider range of design options, like SMT fetch policies. There is

also significant opportunity to explore tradeoffs between exploiting TLP and core-level ILP from

energy and thermal standpoints. Finally, it is worthwhile to explore server-oriented workloads
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which are likely to contain characteristics that are most similar to the memory-bound benchmarks

from this study.



Chapter 6

CMP Design Space Exploration

6.1 Introduction

Recent product announcements show a trend toward aggressive integration of multiple cores on

a single chip to maximize throughput. However, this trend presents an expansive design space for

chip architects, encompassing the number of cores per die, core size andcomplexity (pipeline depth

and superscalar width), memory hierarchy design, operating voltage andfrequency, and so forth.

Identifying optimal designs is especially difficult because the variables of interest are inter-related

and must be considered simultaneously. Furthermore, trade-offs among these design choices vary

depending both on workloads and physical (e.g., area and thermal) constraints.

This chapter explores this multi-dimensional design space across a range of possible chip sizes

and thermal constraints, for both CPU-bound and memory-bound workloads. Few prior works have

considered so many cores, and to my knowledge, this is the first work to optimize across so many

design variables simultaneously. This chapter shows the inter-related nature of these parameters

and how the optimum choice of design parameters can shift dramatically depending on system

constraints. Specifically, this work demonstrates that:

• A simple, fast approach to simulate a large number of cores by observing that cores only

interact through the L2 cache and shared interconnect. This methodologyuses single-core

traces and only requires fast cache simulation for multi-core results.

66
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• CPU- and memory-bound applications desire dramatically different configurations. Adaptiv-

ity helps, but any compromise incurs throughput penalties.

• Thermal constraints dominate power-delivery constraints. Once thermal constraints have

been met, throughput is throttled back sufficiently to meet current ITRS power-delivery con-

straints. Severe thermal constraints can even dominate pin-bandwidth constraints.

• A design must be optimized with thermal constraints. Scaling from the thermal-blindopti-

mum leads to a configuration that is inferior, sometimes radically so, to a thermally optimized

configuration.

• Simpler, smaller cores are preferred under some constraints. In thermally constrained de-

signs, the main determinant is not simply maximizing the number of cores, but maximizing

their power efficiency. Thermal constraints generally favor shallower pipelines and lower

clock frequencies.

• Additional cores increase throughput, despite the resulting voltage and frequency scaling re-

quired to meet thermal constraints, until performance gains from an additional core is negated

by the impact of voltage and frequency scaling across all cores.

• For aggressive cooling solutions, reducing power density is at least asimportant as reducing

total power. For low-cost cooling solutions, however, reducing total power is more important.

This chapter is organized as follows. Section 6.2 is the related work. Section6.3 introduces

the model infrastructure and validation methodology. Section 6.4 presents design space exploration

results and explanations. This chapter ends with conclusions and proposals for future work in

section 6.5. This work is also published in [53].

6.2 Related Work

There has been a burst of work in recent years to understand the performance, energy, and thermal

efficiency of different CMP organizations. Few have looked at a largenumbers of cores and none, at
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the time this work is published, have jointly optimized across the large number of design parameters

this work considers while addressing the associated methodology challenges. Li and Mart́ınez [49]

present the most aggressive study of which the author is aware, exploring up to 16-way CMPs for

SPLASH benchmarks and considering power constraints. Their results show that parallel execution

on a CMP can improve energy efficiency compared to the same performance achieved via single-

threaded execution, and that even within the power budget of a single core, a CMP allows substantial

speedups compared to single-threaded execution.

Kongetira et al. [38] describe the Sun Niagara processor, an eight-way CMP supporting four

threads per core and targeting workloads with high degrees of thread-level parallelism. Chaudhry

et al. [13] describe the benefits of multiple cores and multiple threads, sharing eight cores with a

single L2 cache. They also describe the Sun Rock processor’s “scouting” mechanism that uses a

helper thread to prefetch instructions and data.

El-Moursy et al. [21] show the advantages of clustered architectures and evaluate a CMP of

multi-threaded, multi-cluster cores with support for up to eight contexts. Huhet al. [32] categorized

the SPEC benchmarks into CPU-bound, cache-sensitive, or bandwidth-limited groups and explored

core complexity, area efficiency, and pin-bandwidth limitations, concluding due to pin-bandwidth

limitations that a smaller number of high-performance cores maximizes throughput. Ekman and

Stenstrom [20] use SPLASH benchmarks to explore a similar design space for energy-efficiency

with the same conclusions.

Kumar et al. [45] consider the performance, power, and area impact ofthe interconnection net-

work in CMP architecture. They advocate low degrees of sharing, but use transaction oriented work-

loads with high degrees of inter-thread sharing. Since this work is modeling throughput-oriented

workloads consisting of independent threads, this work follows the example of Niagara [38] and

employ more aggressive L2 sharing. In the experiments of this work, eachL2 cache bank is shared

by half the total number of cores. Interconnection design parameters arenot variable in the design

space exploration of this work, and in fact constitute a sufficiently expansive design space of their

own.

The research presented in this chapter differs from prior work in the large number of design
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parameters and metrics this work considers. This work evaluates CMP designs for performance,

power efficiency, and thermal efficiency while varying the number of cores per chip, pipeline depth

and width, chip thermal packaging effectiveness, chip area, and L2 cache size. This evaluation

is performed with a fast decoupled simulation infrastructure that separatescore simulation from

interconnection/cache simulation. By considering many more parameters in the design space, this

work demonstrates the effectiveness of this infrastructure and show theinter-relatedness of these

parameters.

The methodologies for analyzing pipeline depth and width build on prior work by Lee and

Brooks [47] by developing first-order models for capturing changes incore area as pipeline di-

mensions change, thereby enabling power density and temperature analysis. This work identifies

optimal pipeline dimensions in the context of CMP architectures, whereas mostprior pipeline anal-

ysis considers single-core microprocessors [25,28,72], furthermore, most prior work in optimizing

pipelines focused exclusively on performance, although Zyuban et al.found 18FO4 delays to be

power-performance optimal for a single-threaded microprocessor [77].

Other researchers have proposed simplified processor models, with the goal of accelerating

simulation. Within the microprocessor core, Karkhanis and Smith [36] describe a trace-driven,

first-order modeling approach to estimate IPC by adjusting an ideal IPC to account for branch mis-

prediction. In contrast, our methodology adjusts power, performance, and temperature estimates

from detailed single-core simulations to account for fabric events, such as cache misses and bus

contention. In order to model large scale multiprocessor systems running commercial workloads,

Kunkel et al. [46] utilize an approach that combines functional simulation, hardware trace collec-

tion, and probabilistic queuing models. However, the decoupled and iterative approach allows this

work to account for effects such as latency overlap due to out-of-order execution, effects not easily

captured by queuing models. Although decoupled simulation frameworks have been proposed in

the context of single-core simulation (e.g., Kumar and Davidson [40]) with arguments similar to

this chapter’s, the methodology used in this work is applied in the context of simulating multi-core

processors.
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6.3 Experimental Methodology

To facilitate the exploration of large CMP design spaces, This work proposes decoupling core and

interconnect/cache simulation to reduce simulation time. Detailed, cycle-accuratesimulations of

multi-core organizations are expensive, and the multi-dimensional search of the design space, even

with just homogeneous cores, is prohibitive. Decoupling core and interconnect/cache simulation

dramatically reduces simulation cost with minimal loss in accuracy. The Turandot simulator is used

to generate single-core L2 cache-access traces that are annotated withtimestamps and power values.

These traces are then fed to Zauber, a cache simulator that is developed inthis work to model the

interaction of multiple threads on one or more shared interconnects and one or more L2 caches.

Zauber uses hits and misses to shift the time and power values in the original traces. Generating

the traces is therefore a one-time cost, while what would otherwise be a costlymultiprocessor

simulation is reduced to a much faster cache simulation. Using Zauber, it is cost-effective to search

the entire multi-core design space.

6.3.1 Simulator Infrastructure

The framework in this work decouples core and interconnect/cache simulation to reduce simulation

time. Detailed core simulation provides performance and power data for various core designs, while

interconnect/cache simulation projects the impact of core interaction on these metrics.

6.3.1.1 Core Simulation

Turandot and PowerTimer are extended to model the performance and power as pipeline depth and

width vary using techniques from prior work [47].

Depth Performance Scaling:Pipeline depth is quantified in terms of FO4 delays per pipeline

stage.1 The performance model for architectures with varying pipeline depths arederived from the

reference 19FO4 design by treating the total number of logic levels as constant and independent of

the number of pipeline stages. This is an abstraction for the purpose of the analysis; increasing the

1Fan-out-of-four (FO4) delay is defined as the delay of one inverter driving four copies of an equally sized inverter.
When logic and overhead per pipeline stage is measured in terms of FO4 delay, deeper pipelines have smaller FO4 delays.
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Fetch Decode

NFA Predictor 1 Multiple Decode 2
L2 I-Cache 11 Millicode Decode 2
L3 I-Load 8 Expand String 2
I-TLB Miss 10 Mispredict Cycles 3
L2 I-TLB Miss 50 Register Read 1

Execution Memory

Fix Execute 1 L1 D-Load 3
Float Execute 4 L2 D-Load 9
Branch Execute 1 L3 D-Load 77
Float Divide 12 Float Load 2
Integer Multiply 7 D-TLB Miss 7
Integer Divide 35 L2 D-TLB Miss 50
Retire Delay 2 StoreQ Forward 4

Table 6.1:Latencies for 19FO4 (cycles) [53]

pipeline depth could require logic design changes. The baseline latencies (Table 6.1) are scaled to

account for pipeline depth changes according to Eq. (6.1). These scaled latencies account for latch

delays (FO4latch = 3) and all latencies have a minimum of one cycle. This is consistent with prior

work in pipeline depth simulation and analysis for a single-threaded core [77].

Lattarget =

⌊

Latbase×
FO4base−FO4latch

FO4target−FO4latch
+0.5

⌋

(6.1)

Depth Power Scaling:Each factor in the standard equation for dynamic power dissipation, Eq.

(6.2), scales with pipeline depth. The clock frequencyf increases linearly with depth as the delay

for each pipeline stage decreases. The clock gating factorCGF decreases by a workload dependent

factor as pipeline depth increases due to the increased number of cycles inwhich the shorter pipeline

stages are stalled. As the true switching factorα is independent of the pipeline depth and the

glitching factorβ decreases with pipeline depth due to shorter distances between latches, switching

power dissipation decreases with pipeline depth. The latch count, and consequently hold power

dissipation, increases linearly with pipeline depth. A detailed treatment of thesescaling models can

be found in [77].
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8D 4D 2D 1D

Functional Units

FXU 4 2 1 1
MEM 4 2 1 1
FXU 4 2 1 1
BR 4 2 1 1
CR 2 1 1 1

Pipeline Stage Widths

FETCH 16 8 4 2
DECODE 8 4 2 1
RENAME 8 4 2 1
DISPATCH 8 4 2 1
RETIRE 8 4 2 1

Table 6.2:Resource Sizes with Width Scaling [53]

Pdyn = CV2 f (α+β)×CGF (6.2)

Width Performance Scaling: The pipeline width is quantified in terms of the maximum num-

ber of instructions decoded per cycle. Performance data for architectures with varying pipeline

widths are obtained from the reference 4-decode design (4D) by a linearscaling of the number of

functional units and the number of non-branch instructions fetched, decoded, renamed, dispatched,

and retired per cycle (Table 6.2). All pipelines have at least one instanceof each functional unit. As

pipeline width decreases, the number of instances of each functional unitis quickly minimized to

one. Thus, the decode width becomes the constraining parameter for instruction throughput for the

narrower pipelines this work considers (e.g., 2D).

Width Power Scaling: A hybrid approach is employed to model the power impact of scaling

the width of the pipeline. The baseline microarchitecture, based on the POWER4, includes a clus-

tered backend microarchitecture for structures like the functional units, issue queues, and register

files. This approach is effective at managing complexity, cycle time, and power dissipation in wide-
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Structure Energy
Growth
Factor

Register Rename 1.1
Instruction Issue 1.9
Memory Unit 1.5
Multi-ported Register File 1.8
Data Bypass 1.6
Functional Units 1.0

Table 6.3:Energy Scaling [53]

issue superscalar cores [12, 63, 79]. An analogous technique is used to construct the dual-ported

data cache. When scaling the width of these structures, this work assumes that unconstrained hold

and switching power increases linearly with the number of functional units, access ports, and any

other parameter that must change as width varies.

In certain non-clustered structures, however, linear power scaling maybe inaccurate and, for

example, does not capture non-linear relationships between power and the number of SRAM access

ports since it does not account for the additional circuitry required in a multi-ported SRAM cell. For

this reason, superlinear power scaling is applied with exponents (Table 6.3) drawn from Zyuban’s

work in estimating energy growth parameters [79]. Since these parameters were experimentally

derived through analysis of non-clustered architecture, this work onlyapplies this power scaling to

the non-clustered components of the assumed architecture.

6.3.1.2 Interconnection/Cache Simulation

The core simulators are supplemented by Zauber, a much faster simulator thatperforms interpola-

tion on L2 cache traces provided by the core simulators. Zauber decouples detailed core simulation

and the simulation of core interaction. The cores in a CMP architecture usuallyshare one or more

L2 caches through an interconnection fabric. Therefore, resourcecontention between cores occurs

primarily in these two resources. It is possible to simulate cache and fabric contention independent

of core simulations without losing too much accuracy. The impact of contentionon the performance

and power of each core may then be evaluated quickly using interpolation.
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First, L2 access traces are collected based on L1 cache misses through one pass of single-core

simulations with a specific L2 cache size (0.5MB in this experiment). This work found these L2

traces to be independent of the L2 cache size. In these traces the L2 cache address and access time

(denoted by the cycle) information is recorded for every access. Zauber also needs to sweep through

a range of L2 cache sizes for each benchmark and record the performance and microarchitectural

resource utilization every 10k instructions as this information will be used in theinterpolation.

These L2 traces are fed into an cache simulator and interconnection-contention model that reads

the L2 accesses of each core from the traces, sorts them according to timeof access, and uses them

to drive the interconnection and L2 cache simulation. This interconnection/cache simulator outputs

the L2 miss ratio and the delay due to contention for every 10k instruction segment of the thread

running on each core.

With this L2 miss ratio and interconnection contention information we can calculate the new

performance and power number for each 10k instruction segment of all the threads. Since we know

the performance and microarchitectural resource utilization for severalL2 miss ratio values, we are

able to obtain new performance and utilization data for any other L2 miss ratio produced by the

cache simulator via interpolation. Power numbers can be derived from the structure utilization data

with post-processing.

When Zauber interleaves the L2 accesses from each thread, it is using the cycle information

attached with each access to sort them by time of access. However, each thread may suffer different

degrees of performance degradation due to interconnection and L2 cache contention. Therefore,

sorting by time of access may not reflect the real ordering. The model in thiswork iterates to

improve accuracy. In particular, given the performance impact from cache contention for each

thread, Zauber can use this information to adjust the time of each L2 access ineach L2 trace and

redo L2 cache emulation based on this new L2 access timing information. Iterating to convergence,

it is found three iterations are typically enough to reach good accuracy.

This work validates Zauber against the detailed cycle-accurate simulator, Turandot. Figure 6.1

shows the average performance and power data from Turandot simulation and Zauber simulation

for 2-way and 4-way CMPs. From these figures, the average performance and power difference
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Figure 6.1:The validation of Zauber model [53]

between Turandot and Zauber is within 1%. For a 2-way CMP, Zauber achieves a simulation time

speedup of 40-60x, with detailed Turandot simulations requiring 1-2 hours and the decoupled sim-

ulator requiring 1-3 minutes.

Since this work is modeling throughput-oriented workloads consisting of independent threads, a

relatively high degree of cache sharing like Niagara [38] is assumed. Each L2 cache bank is shared

by half the total number of cores. The interconnection power overheads are extrapolated from [45].

This work assumes the L2 cache latency does not change when the L2 cache size is varied.

It also omits the effects of clock propagation on chip throughput and power when core number

increases.

6.3.2 Analytical Infrastructure

This work uses formulas to vary and calculate parameters of interest in the CMP design space ex-

ploration. The design parameters this work considers include core count,core pipeline dimensions,

thermal resistance of chip packaging, and L2 cache size. As these parameters are varied, this work

considers the impact on both power and performance metrics.

6.3.2.1 Performance and Power Modeling

The analytical model uses performance and dynamic power data generated by Zauber simulation.

Leakage power density for a given technology is calculated by Eq. (6.3), whereA andB are coeffi-

cients determined by a linear regression of ITRS data andT is the absolute temperature.A= 207.94

andB = 1446 for 65nm technology.
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Pleakage density= A·T2 ·e−B/T (6.3)

6.3.2.2 Temperature Modeling

This work uses steady-state temperature at the granularity of each core toestimate the chip thermal

effects. This neglects localized hotspots within a core as well as lateral thermal coupling among

cores. Addressing these is important future work, but employing a simple analytical temperature

formula instead of the more complex models in HotSpot reduces simulation time and allows us to

focus on how heat-removal limitations constrain core count and core type.

It is observed that the heat spreader is almost isothermal for the range of the chip areas and

power values that are investigated, so we can separate the global temperature rise across the thermal

package due to total chip power dissipation from localized temperature rise above the package due

to per-core power dissipation. This is described by Equations 6.4, 6.5, and 6.6. Suppose we want

to calculate the temperature of a specific core on the chip, wherePglo andPcore are the global chip

and single core dynamic power, respectively. Similarly,Lglo andLcore are the global chip and single

core leakage power, respectively. The chip’s total dynamic power is thesum of the dynamic power

dissipated by all the cores on chip, the L2 cache and the interconnect. Thechip leakage power is

summed in a similar manner. The sum ofRspreadandRhsink denotes the thermal resistance from the

heat spreader to the air and the sum ofRsilicon andRTIM denotes the thermal resistance from the

core. Collectively, these parameters specify the chip’s thermal characteristics from the device level

to the heat spreader, ignoring the lateral thermal coupling above the heatspreader level.

This work categorizes the CMP heatup into local and global effects. The former is determined

by the local power dissipation of any given core and the effect on its temperature. The latter is

determined by the global chip power.
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Hglo +Hloc = Tcore−Tamb (6.4)

Hglo = (Pglo +Lglo) · (Rspread+Rhsink) (6.5)

Hloc = (Pcore+Lcore) · (Rsilicon+RTIM) (6.6)

This distinction between local and global heatup mechanisms is first qualitatively introduced by

us in [54]. We observed that adding cores to a chip of fixed area increases chip temperature. This

observation may not be evident strictly from the perspective of per-core power density. Although

power density is often used as a proxy for steady-state temperature with each core exhibiting the

same power density, core or unit power density is only an accurate predictor of the temperature

increases in the silicon relative to the package. Per-unit or per-core power density is analogous to

one of the many thermal resistances comprising the entire network that represents the chip.

Adding cores does indeed increase temperature, because it increasesthe total amount of power

that must be removed. The current primary heat removal path is convection from a heat sink.

Although accurate expressions for convective heat transfer are complex, a first-order approximation

is:

q = hA(Tsink−Tair) (6.7)

whereq is the rate of convective heat transfer,h is the convective heat transfer coefficient that

incorporates air speed and various airflow properties,A is the surface area for convection, and to

first orderTair can be assumed to be fixed. At steady-state, the total rate of heatP generated in the

chip must equal the total rate of heat removed from the chip. Ifh andA are held constant, then as

cores are added andP exceedsq, Tsink must rise to balance the rates so thatP = q. This increases
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on-chip temperatures because the sink temperature is like an offset for theother layers from the

sink-spreader interface through the chip.

Alternative heat removal mechanisms also warrant consideration. For example, fan speed may

be increased, but this approach is often limited by acoustical limits and variousboard-layout and

airflow factors that lead to diminishing returns (e.g. increased pressure drop across a larger heat

sink). We can lower the inlet air temperature, but this is not an option in many operating environ-

ments (e.g. a home office), or may be extremely costly (e.g. in a large data center). We could also

increase heat sink area, but this is where Eq. (6.7) breaks down. That expression assumes that the

heat source is similar in size to the conductive surface. In reality, increasing the heat sink surface

area does not improve convective heat transfer in a simple way. Increasing fin height and surface

area is limited by airflow constraints that dictate an optimal fin configuration. Increasing the total

size of the heat sink (i.e. increasing the area of its base), leads to diminishingreturns as the ratio of

sink to chip area increases due to limitations on how well the heat can be spread. In the limit, the

heat source looks like a point source and further increases in the sink area will have no benefit, as

heat will not be able to spread at all to the outermost regions of the heat sink.

With regard to the single thermal resistance in the HotSpot model, adding coresis equivalent

to adding current sources connected in parallel to a single resistor, the sink-to-air resistance. The

increased current leads to a larger IR drop across this resistor and a proportionally larger heat-sink

temperature.

Equations 6.4, 6.5, and 6.6, quantify the contributions from global and local heatup. Figure 6.2

presents results from validating this simple model against HotSpot, varying theheat sink resistance

and fixing the power distribution to test different temperature ranges. Thetemperature difference

between these two models is normally within 3◦.

6.3.2.3 Area Modeling

This work assumes a 65nm technology. Based on a Power5 die photo, the baseline core area is

estimated to be 11.52mm2, equivalent to the area of 1MB of L2 cache. This work assumes eachn/2

cores share one L2 cache through a crossbar routing over the L2 andestimate the total crossbar area
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Figure 6.2:Simplified temperature model validation [53]

to be 5.7n·mm2 [45], wheren is the number of cores. As pipeline dimensions vary, the core area is

scaled to account for additional structures and overhead.

Depth Area Scaling: Given the assumption of fixed logic area independent of pipeline depth,

latch area constitutes the primary change in core area as depth varies. Letwlatch be the total channel

width of all pipeline latch transistors, including local clock distribution circuitry.Let wtotal be the

total channel width for all transistors in the baseline microprocessor, excluding all low-leakage

transistors in on-chip memories. Let the latch growth factor (LGF) capture the latch count growth

due to logic shape functions. This analysis sets the latch ratio (wlatch/wtotal) at 0.3 and the LGF at

1.1, assuming superlinear latch growth as pipeline depth increases [77]. Assuming changes in core

area are proportional to the total channel width of latch transistors in the pipeline, the portion of

core area attributed to latches is scaled superlinearly with pipeline depth usingEq. (6.8).

Atarget = Abase

(

1+
wlatch

wtotal

(

(

FO4target

FO4base

)LGF

−1

))

(6.8)

Width Area Scaling: Table 6.4 presents area scaling factors for varying pipeline width. This

work considers each unit and its underlying macros. To first-order, thecore area attributed to the
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Unit/Macro 2D 4D 8D

FXU 0.5 1.0 2.0
FPU 0.5 1.0 2.0
ISU 0.6 1.0 1.8
IFU 1.0 1.0 1.0
LSU 0.5 1.0 2.0
IDU 1.0 1.0 1.0

Total 0.7 1.0 1.7

Table 6.4:Pipeline Width Area Scaling [53]

fixed point, floating point, and load store units scale linearly due to clustering.It is also assumed

that the area of multi-ported SRAM array structures is wire dominated and scales linearly with the

number of ports [74, 78]. This assumption applies to SRAM memories (e.g. register files), but

may be extended to queues (e.g. issue queues), tables (e.g. rename mappers), and other structures

potentially implemented as an SRAM array.

Note the area of the instruction fetch and decode units (IFU, IDU) are independent of width.

Within the fetch unit, the instruction cache, instruction TLB, program counter, and branch handling

hardware dominate the fetch unit’s total power dissipation and, to first-order, these structures are

independent of the fetch width. Within the decode unit, the instruction decoder ROM used to

crack complex instructions dominates decode power and, to first-order, this ROM is independent of

decode width. Also note that only a subset of the macros for the instruction sequencing unit (ISU)

scale as width increases, resulting in a sublinear area dependence on width for this unit. For the

sequencing unit, only area associated with issue queues and tables for register renaming scale with

pipeline width. The total scaling factors, a weighted average of the unit scaling factors, suggest a

sublinear relationship between area and width.

6.3.2.4 DVFS Scaling and Reward Functions

Using a large number of cores may lead to thermal run-away due to high chip power and the posi-

tive feedback of leakage power and temperature. A thermal control mechanism must be employed

to prevent this behavior and to account for the resulting performance impact. This work takes this
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control into consideration by emulating voltage and frequency scaling for steady-state temperature

control. The dynamic simulations here do not model the dynamic control aspect of DVFS. In-

stead, this work only simulates workloads in which all cores are occupied — “worst typical-case”

workloads that are likely to dictate thermal design. Then, for a given workload, we can calcu-

late its steady-state temperature and infer the voltage and frequency settingsnecessary to prevent

the steady-state temperature from pushing the chip above 100◦. These settings could represent

the maximum steady-state or nominal settings that are safe for “worst typical-case” workloads, or

could represent steady-state V/f values with DVFS when these workloadsare running. In reality, the

DVFS settings would fluctuate around these values with such workloads, permitting higher settings

when fewer cores are occupied.

Tthr −Tamb = (PglobalRbelow+PcoreRabove)V
2
scFsc

+(LglobalRbelow+LcoreRabove)Vsc (6.9)

For a given core numbern, L2 cache sizel , pipeline depthd, and pipeline widthw, the dy-

namic power consumption and performance are obtained from Zauber andthe leakage power with

Equation 6.3. For a given temperature threshold, the voltage and frequency scaling factors are cal-

culated from Equation 6.9, which is deduced from Equation 6.4, assuming that the leakage power

is mainly subthreshold leakage power and is linearly dependent on voltage.Using 0.9V and 2.0

GHz as the nominal voltage and clock frequency and their scaling factors asVsc andFsc, this work

uses a nonlinear voltage/frequency relationship obtained from HSPICE circuit simulation. After

determining the voltage and frequency scaling required for thermal control, the reward functions,

BIPS and BIPS3/W, are calculated with Equations 6.10 and 6.11.

BIPS(n, l ,d,w) = BIPSbase·Fsc (6.10)

BIPS3

W
(n, l ,d,w) =

(

BIPSbase
3

Pdyn+ Pleak
VscFsc

)

(Fsc

Vsc

)2
(6.11)
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6.3.3 Workloads

This work characterizes all SPEC2000 benchmarks into eight major categories: high IPC(> 0.9) or

low IPC(< 0.9), high temperature(peak temperature> 355K) or low temperature(peak temperature

< 355K), floating-point or integer benchmark. Eight of the SPEC2000 benchmarks (art, mcf, applu,

crafty, gcc, eon, mgrid, swim) are employed as single thread benchmarks,spanning these categories.

This work further categorizes benchmarks according to their L2 miss ratios, referring to those with

high and low miss ratios as memory- and CPU- bound, respectively.

To generate static traces, this work compiles with thexlc compiler and -O3 option. Sim-

point [23] is used to identify representative simulation points and generate traces by capturing 100

million instructions beginning at the Simpoint.

For both CPU-bound and memory-bound benchmarks, pairs of single-thread benchmarks are

used to form dual-thread benchmarks and replicate these pairs to form multiple benchmark groups

of each benchmark category for CMP simulation with more than two cores. Thiswork only simu-

lates workloads consisting of a large pool of waiting threads to keep all cores active, representing

the “worst typical-case” operation likely to determine physical limits.

6.4 Results

This section presents the results from the exploration of a large CMP designspace that encom-

passes core count, pipeline dimensions, and cache size. This researchconsiders optimizing for

performance (BIPS) and power-performance efficiency (BIPS3/W) under various area and thermal

constraints. In addition to demonstrating the effectiveness of the experimental methodology for ex-

ploring large design spaces, the results also quantify significant CMP design trends and demonstrate

the need to make balanced design choices.

6.4.1 Optimal Configurations

Table 6.5 and Table 6.6 present optimal configurations that maximize BIPS andBIPS3/W for a

fixed pipeline depth while Table 6.7 and Table 6.8 present optima for a fixed superscalar width.
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L2 Core Pipeline Voltage Frequency
(MB) Number Width Scaling Scaling

nolimit+NT+CPU 32 20 8 1.00 1.00
nolimit+LR+CPU 8 20 4 0.75 0.63
nolimit+HR+CPU 2 18 2 0.59 0.39
400+NT+CPU 4 20 4 1.00 1.00
400+LR+CPU 4 20 4 0.75 0.64
400+HR+CPU 2 18 2 0.59 0.39
200+NT+CPU 2 10 4 1.00 1.00
200+LR+CPU 2 10 4 0.87 0.80
200+HR+CPU 2 12 2 0.67 0.51
100+NT+CPU 2 4 4 1.00 1.00
100+LR+CPU 2 4 4 0.97 0.96
100+HR+CPU 2 4 4 0.79 0.70
nolimit+NT+MEMORY 32 20 8 1.00 1.00
nolimit+LR+MEMORY 16 20 4 0.73 0.61
nolimit+HR+MEMORY 8 10 2 0.62 0.45
400+NT+MEMORY 16 16 2 1.00 1.00
400+LR+MEMORY 16 12 4 0.81 0.73
400+HR+MEMORY 8 10 2 0.62 0.45
200+NT+MEMORY 8 8 2 1.00 1.00
200+LR+MEMORY 8 6 4 0.93 0.90
200+HR+MEMORY 8 8 2 0.66 0.51
100+NT+MEMORY 2 4 4 1.00 1.00
100+LR+MEMORY 2 4 4 1.00 1.00
100+HR+MEMORY 2 4 4 0.81 0.73

Table 6.5:Optimal Configurations for BIPS with Varying Pipeline Width , Fixed Depth (18FO4) [53]

Configurations are presented for various combinations of area and thermal constraints. The area

constraint can take on one of four values: no constraint (“nolimit”), 100mm2, 200mm2, or 400mm2.

Similarly, packaging assumptions and hence thermal constraints can take on one of three values: no

constraint (NT), low constraint (LR=0.1, low thermal resistance, i.e. aggressive , high-cost thermal

solution), and high constraint (HR=0.45, high thermal resistance, i.e. constrained thermal solution,

such as found in a laptop). The tables differentiate between CPU- and memory-bound benchmarks

and specify the required voltage and frequency ratios needed to satisfythermal constraints.

Figures 6.3–6.5 present performance trade-offs between core count, L2 cache size, and pipeline

dimensions for a 400mm2 chip subject to various thermal constraints.

6.4.1.1 No Constraints

In the absence of area and thermal constraints (nolimit+NT+CPU, nolimit+NT+MEMORY), the

throughput maximizing configuration for both CPU- and memory-bound benchmarks employs the

largest L2 cache and number of cores. Although the optimal pipeline width for all benchmarks is
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Figure 6.3: Performance of various configurations with chip area constraint at 400mmˆ2 (without
thermal control) [53]
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Figure 6.4:Performance of various configurations with chip area constraint at 400mmˆ2 (R = 0.1 heat
sink) [53]
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L2 Core Pipeline Voltage Frequency
(MB) Number Width Scaling Scaling

nolimit+NT+CPU 16 20 8 1.00 1.00
nolimit+LR+CPU 8 20 4 0.75 0.63
nolimit+HR+CPU 2 16 2 0.61 0.43
400+NT+CPU 4 20 4 1.00 1.00
400+LR+CPU 2 20 4 0.76 0.65
400+HR+CPU 2 16 2 0.61 0.43
200+NT+CPU 2 10 4 1.00 1.00
200+LR+CPU 2 12 2 0.90 0.85
200+HR+CPU 2 12 2 0.67 0.51
100+NT+CPU 2 4 4 1.00 1.00
100+LR+CPU 2 4 4 0.97 0.96
100+HR+CPU 2 4 4 0.79 0.70
nolimit+NT+MEMORY 32 20 4 1.00 1.00
nolimit+LR+MEMORY 16 20 4 0.73 0.61
nolimit+HR+MEMORY 8 10 2 0.62 0.45
400+NT+MEMORY 16 16 2 1.00 1.00
400+LR+MEMORY 16 16 2 0.81 0.72
400+HR+MEMORY 8 10 2 0.62 0.45
200+NT+MEMORY 8 8 2 1.00 1.00
200+LR+MEMORY 8 8 2 0.92 0.88
200+HR+MEMORY 8 8 2 0.66 0.51
100+NT+MEMORY 4 4 2 1.00 1.00
100+LR+MEMORY 4 4 2 0.98 0.98
100+HR+MEMORY 4 4 2 0.81 0.73

Table 6.6:Optimal Configurations for BIPS3/W with Varying Pipeline Width, Fixed Depth (18FO4)
[53]

eight (8W), CPU-bound benchmarks favor deeper pipelines (12FO4)to take advantage of fewer

memory stalls and higher instruction level parallelism. Conversely, memory-bound benchmarks

favor relatively shallow pipelines (18FO4).

For BIPS3/W, the optimal depth shifts to shallower pipelines; 18FO4 and 30FO4 delays per

stage are optimal for CPU and memory-bound benchmarks, respectively.The optimal width shifts

to shallower, narrower pipelines for memory-bound benchmarks due to therelatively high rate of

memory stalls and low instruction level parallelism.

6.4.1.2 Area Constraints

Considering area constraints ({100,200,400}+NT+*), we can find core number and L2 cache size

tend to decrease as area constraints are imposed. Although both techniques are applied in certain

cases (100+NT+CPU, 100+NT+MEMORY), decreasing the cache sizeis naturally the most effec-

tive approach to meet area constraints for CPU-bound benchmarks, while decreasing the number of
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L2 Core Pipeline Voltage Frequency
(MB) Number Depth Scaling Scaling

nolimit+NT+CPU 32 20 12 1.00 1.00
nolimit+LR+CPU 8 20 18 0.75 0.63
nolimit+HR+CPU 2 14 24 0.62 0.44
400+NT+CPU 4 18 12 1.00 1.00
400+LR+CPU 4 20 18 0.75 0.64
400+HR+CPU 2 14 24 0.62 0.44
200+NT+CPU 2 10 18 1.00 1.00
200+LR+CPU 2 10 18 0.87 0.80
200+HR+CPU 2 10 18 0.63 0.45
100+NT+CPU 2 4 18 1.00 1.00
100+LR+CPU 2 4 18 0.97 0.96
100+HR+CPU 2 4 18 0.79 0.70
nolimit+NT+MEMORY 32 20 18 1.00 1.00
nolimit+LR+MEMORY 16 20 30 0.85 0.78
nolimit+HR+MEMORY 8 10 30 0.65 0.48
400+NT+MEMORY 16 12 18 1.00 1.00
400+LR+MEMORY 16 12 30 0.94 0.91
400+HR+MEMORY 8 10 30 0.65 0.48
200+NT+MEMORY 8 6 24 1.00 1.00
200+LR+MEMORY 8 6 24 1.00 1.00
200+HR+MEMORY 4 6 30 0.83 0.75
100+NT+MEMORY 2 4 24 1.00 1.00
100+LR+MEMORY 2 4 24 1.00 1.00
100+HR+MEMORY 2 4 30 0.96 0.95

Table 6.7:Optimal Configurations for BIPS with Varying Pipeline Depth , Fixed Width (4D) [53]

L2 Core Pipeline Voltage Frequency
(MB) Number Depth Scaling Scaling

nolimit+NT+CPU 16 20 18 1.00 1.00
nolimit+LR+CPU 8 20 18 0.75 0.63
nolimit+HR+CPU 2 14 24 0.62 0.44
400+NT+CPU 4 20 18 1.00 1.00
400+LR+CPU 2 20 24 0.85 0.78
400+HR+CPU 2 14 24 0.62 0.44
200+NT+CPU 2 10 18 1.00 1.00
200+LR+CPU 2 10 24 0.97 0.95
200+HR+CPU 2 10 24 0.69 0.55
100+NT+CPU 2 4 18 1.00 1.00
100+LR+CPU 2 4 18 0.97 0.96
100+HR+CPU 2 4 18 0.79 0.70
nolimit+NT+MEMORY 32 20 30 1.00 1.00
nolimit+LR+MEMORY 16 20 30 0.85 0.78
nolimit+HR+MEMORY 8 10 30 0.65 0.48
400+NT+MEMORY 16 12 30 1.00 1.00
400+LR+MEMORY 8 12 30 1.00 1.00
400+HR+MEMORY 8 10 30 0.65 0.48
200+NT+MEMORY 8 6 30 1.00 1.00
200+LR+MEMORY 8 6 30 1.00 1.00
200+HR+MEMORY 4 6 30 0.83 0.75
100+NT+MEMORY 2 4 30 1.00 1.00
100+LR+MEMORY 2 4 30 1.00 1.00
100+HR+MEMORY 2 4 30 0.96 0.95

Table 6.8:Optimal Configurations for BIPS3/W with Varying Pipeline Depth, Fixed Width (4D) [53]
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cores is most effective for memory-bound benchmarks.

With regard to pipeline dimensions, the optimal width decreases to 2W for all area constraints

on memory-bound benchmarks (*+NT+MEMORY) except 100+NT+MEMORY. According to the

area models in Section 6.3.2.3, changes in depth scale the latch area (only 30%of total area) whereas

changes in width scale the area associated with functional units, queues, and other width-sensitive

structures. Thus, shifting to shallower widths provides greater area impact (Table 6.5). Although

pipeline depths may shift from 12 to 18/24FO4 delays per stage, they are never reduced to 30FO4

delays per stage to meet area constraints (Table 6.7).

As in the case without constraints, the bar plots in Figure 6.3, which vary pipeline depth, shows

CPU-bound benchmarks favor deeper pipelines (4MB/12FO4/4 is optimal) and memory-bound

benchmarks favor shallower pipelines (16MB/18FO4/4 or 16MB/24FO4/4 are optimal). The line

plots in Figures 6.3–6.4 also present performance for varying widths formodest thermal constraints.

In this case, the optimal pipeline width is 4W for a fixed depth of 18FO4 delays per stage.

6.4.1.3 Thermal Constraints

We find thermal constraints (nolimit+{NT,LR,HR}+*), also shift optimal configurations to fewer

and simpler cores. The optimal core number and L2 size tends to decrease with heat sink effective-

ness. For example, the optimum for nolimit+HR+MEMORY is 8MB L2 cache and 10cores. Again,

CPU-bound benchmarks favor decreasing cache size to meet thermal constraints while memory-

bound benchmarks favor decreasing the number of cores.

Figure 6.5 also illustrates the impact of global heating on optimal pipeline configurations. As

the number of cores increase for CPU-bound benchmarks, the optimal delay per stage increases

by 6FO4 (i.e., from 18 to 24FO4) when twelve cores reside on a single chip.The increasing core

count increases chip temperature, leading to shallower pipelines that lowerpower dissipation, lower

global temperature, and meet thermal constraints.

Simpler cores, characterized by smaller pipeline dimensions, tend to consume less power and,

therefore, mitigate the core’s thermal impact. In particular, the optimal pipeline depth shifts to 24

and 30FO4 delays per stage for CPU and memory-bound benchmarks, respectively, when compar-
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ing nolimit+NT+* to nolimit+HR+* in Table 6.7. Similarly, the optimal width shifts to 2W for all

benchmarks when comparing the same entries in Table 6.5.

Figures 6.4–6.5 show imposing thermal constraints shifts the optimal depth to shallower design

points. The performance for CPU and memory-bound benchmarks are maximized for 18-24 and

24-30FO4 delays per stage, respectively. Pipeline power dissipation increases superlinearly with

depth while pipeline area increases sublinearly according to Section 6.3.2.3.Thus, growth in power

dissipation exceeds area growth and the overall power density increases with depth. Thus, optimal

designs must shift to shallower pipelines to meet thermal constraints. Similarly, more aggressive

thermal constraints, shown in Figure 6.5 shifts the optimal width to the narrower2W, especially as

the number of cores increases. These results also suggest thermal constraints will have a greater

impact on pipeline configurations than area constraints.

6.4.1.4 Area and Thermal Comparison

Comparing the impact of thermal constraints (nolimit+NT+* versus nolimit+HR+*) tothe impact

of area constraints (nolimit+NT+* versus 100+NT+*) demonstrates largershifts towards smaller

pipeline dimensions. In general, thermal constraints exert a greater influence on the optimal design

configurations.

Applying a more stringent area constraint reduces the trend towards simpler cores. With a

smaller chip area, resulting in fewer cores and smaller caches, total powerdissipated and the need

for thermal control is diminished. As this occurs, pressure towards simplercores with smaller

pipeline dimensions also fades.

6.4.1.5 Depth and Width Comparison

Consider a baseline configuration 2MB/18FO4/4W. As thermal constraints are imposed, the con-

figuration may either shift to a shallower core (2MB/24FO4/4W) or shift to a narrower core

(2MB/18FO4/2W). Since changes in width scale area for both functional units and many queue

structures, whereas changes in depth only scale area for latches between stages, width reductions

have a greater area impact relative to depth reductions. Thus, the 2MB/24FO4/4W core is a larger
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core relative to the 2MB/18FO4/2W and exhibits lower dynamic power density.However, the

smaller 2MB/18FO4/2W core benefits from less leakage power per core and, consequently, less

global power (since dynamic power dissipation is comparable for both cores).

From the temperature models in Section 6.3.2.2, total power output,Pglobal, has greater thermal

impact for a chip with a poor heat sink (i.e., high thermal resistance,Rheatsink). Similarly, the

thermal impact is dominated by the local power density,Pcore, for a chip with a good heat sink. In

this case, the transfer of heat from the silicon substrate to the spreader dominates thermal effects.

Thus, to minimize chip heatup, it is advantageous to reduce width and global power in the context

of a poor heat sink and advantageous to reduce depth and local powerdensity in the context of a

more expensive heat sink.
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Figure 6.6:The difference from the optimal when no thermal consideration is made at early design
[53]

6.4.2 Hazards of Neglecting Thermal Constraints

Thermal constraints should be considered early in the design process. If a chip is designed without

thermal constraints in mind, designers must later cut voltage and clock frequency to meet ther-

mal constraints. The resulting voltage and frequency, and hence performance, will likely be cut

more severely than if a thermally-aware configuration were selected from the beginning. Figure

6.6 demonstrates the slowdown incurred by choosing a non-thermally optimal design with volt-

age and frequency scaling over the thermally-optimal design. The y-axis plots the thermal-aware

optimal performance minus the performance of the configuration without thermal considerations,
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normalized to the optimal performance. This figure summarizes the slowdown for all combinations

of die sizes, heat-sink configurations, application classes, and for bothpipeline depth and width

optimizations. The average difference for varying depth is around 12-17% and 7-16% for varying

width.

However, for large, 400mm2 chips, omitting thermal consideration may result in huge per-

formance degradations. For example, the 400+HR+CPU and 400+HR+MEMORY configurations

result in a 40% – 90% difference in performance for BIPS and BIPS3/W. As area constraints are

relaxed, the optimal point tends to include more cores and larger L2 caches. However, if the chip

has severe thermal problems, DVFS scaling must scale aggressively to maintain thermal limits, into

a region with significant non-linear voltage and frequency scaling, producing large performance

losses. For smaller chips with fewer cores and smaller L2 caches, the difference may be negligible

because there are very few configurations to choose from. As future CMP server-class micropro-

cessors target 400mm2 chips with more than eight cores, it will be essential to perform thermal

analysis in the early-stages of the design process when decisions aboutthe number and complexity

of cores are being performed.

6.4.3 DVFS Versus Core Sizing

In meeting thermal constraints for large CMP machines where global heat-upand total chip power is

a concern, designers may be forced to choose among implementing fewer cores, smaller L2 caches,

or employing aggressive DVFS scaling. This work finds DVFS superior toremoving cores for

CPU-bound applications as long as reductions in frequency are met by atleast an equal reduction in

dynamic and leakage power. Additional cores for CPU-bound applications provide linear increases

in performance with near-linear increases in power dissipation. However, because of the strongly

non-linear relationship between voltage scaling and clock frequency at low voltages, voltage scaling

at some point stops providing super-linear power savings to make up for the performance (clock-

frequency) loss. At this point, designers must consider removing coresand L2 cache from the

design to meet thermal constraints.

For example, a chip with 30% leakage power no longer achieves super-linear power-
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performance benefit from DVFS scaling after roughly 0.55x Vdd scaling; frequency of the chip

drops to 0.18x and power dissipation also to 0.18x (dominated by leakage power, which only scales

linearly with Vdd). Further reductions in Vdd lead to greater performance loss than power savings.

(In future process technologies, more than 0.55x Vdd scaling may also approach reliability limits

of conventional CMOS circuits.)

Figure 6.5 shows an example of this behavior with the 2MB/18FO4/4W design. When this

design exceeds 14 cores, further increases in core count lead to performance degradation. Vdd

scaling has exceeded 0.55x, and the additional DVFS scaling necessaryto meet thermal constraints

costs more performance than is gained by adding these additional cores. On the other hand, the

2MB/18FO4/2W design only requires Vdd scaling of 0.57x out to 20 cores,which is why this

design is attractive even with the additional cores.

Similar analyses hold for memory-bound applications. In this case, the tradeoff is more com-

plex, because the performance benefit from adding cores may be non-linear. In this case, designers

must carefully tradeoff power-performance benefits of DVFS, L2, core complexity, and core sizing

to maximize the overall performance benefit with the power costs.

6.4.4 Accommodating Heterogeneous Workloads

Figures 6.3–6.5 also highlight the difficulty of accommodating a range of workload types under

area constraints.This is less of a concern when looking at a small number ofcores like most prior

studies. Prior studies have also neglected the role of pipeline dimensions, which we find to play a

major role. And for large numbers of cores, radically different configurations are possible.

CPU-bound and memory-bound workloads have different, incompatible optima. The perfor-

mance loss from using the CPU-bound optimum with the memory-bound workloadand vice-versa

is severe, 37–41% and 26–53% respectively, depending on thermal constraints. Even if we try to

identify compromise configurations, it is surprising how poorly they perform for one or the other

workload. Of course, the best compromise depends on how heavily eachworkload is weighted.

This work tried to minimize the performance loss on both workloads.

With no thermal limits, the best configuration is 16 4-wide, 18FO4-deep coreswith 8MB of
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cache, incurring an 18% penalty for the CPU-bound workload. If we turn off 8 cores, it incurs 10%

penalty for the memory-bound workload. Moving to 16MB improves memory-bound performance,

but hurts CPU-bound performance because it sacrifices 8 cores with an area constraint of 400 mm2.

With thermal limits, the optimal configurations begin to converge, as the maximum possible

number of cores and the L2 cache size is constrained, as the BIPS benefit of extra cores is reduced

for CPU-bound benchmarks, and as the benefit of additional cache lines is reduced for memory-

bound benchmarks. For low thermal resistance, the best compromise is 18 4-wide cores and 8 MB.

This incurs only a 4% performance loss for CPU-bound benchmark and a10% loss for the memory-

bound case. With high thermal resistance, the best compromise is 14 4-wide,30FO4-deep cores

with 8 MB of cache. Turning off 4 cores we reach the optimal configurationfor memory-bound

case, but this configuration incurs 12% penalty for the CPU-bound case.

Although the discrepancy between the needs of CPU- and memory-bound workloads narrows

with increasing thermal constraints, some penalty seems inevitable, because CPU-bound bench-

marks prefer more cores while memory-bound benchmarks prefer largerL2 caches. It is interesting

to note that we do not see a simple heuristic for identifying good compromise configurations.

6.5 Future Work and Conclusions

The major conclusions include:

• Joint optimization across multiple design variables is necessary. Even pipelinedepth, typ-

ically fixed in architecture studies, may impact core area and power enoughto change the

optimal core count. Optimizing without thermal constraints and then scaling to a thermal

envelope leads to dramatically inferior designs compared to those obtained from including

thermal constraints in the initial optimization.

• Thermal constraints appear to dominate other physical constraints like power delivery. Once

thermal constraints are met, at least within the design space this work studied,power has

been throttled sufficiently to fall safely within ITRS power-delivery projections.
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• Thermal constraints tend to favor shallower pipelines and narrower cores, and tend to reduce

the optimal number of cores and L2 cache size. Nevertheless, even under severe thermal

constraints, additional cores benefit throughput despite aggressivereductions in operating

voltage and frequency. This is true until performance gains from an additional core is negated

by the impact of the additional voltage and frequency scaling required of all the cores. This

inflection occurs at approximately 55% of the nominal Vdd, well into the rangeof non-linear

frequency scaling (18% of nominal!).

• For aggressive cooling solutions, reducing power density is at least asimportant as reducing

total power. For low-cost cooling solutions, however, reducing total power is more impor-

tant because raising power dissipation (even if power density is the same) raises a chip’s

temperature.

These results raise a range of questions for future work, such as the need for adaptive chip archi-

tectures that can dynamically accommodate the full range of workloads, from heavily CPU-bound

to heavily memory-bound. Examining how all findings here might change with other workloads

(e.g., scientific parallel applications or communication-heavy commercial server workloads) and

other architectures (e.g., in-order processors) is future work. Further research on L2/L3/Memory

interconnect/hierarchy for CMP and on the impact of clock propagation onCMP throughput and

power is also necessary.

While CMPs may optimize for throughput-oriented application workloads at the expense of

single-thread performance, single-thread performance will still be an important consideration for

many application domains. Addressing single-thread performance will likely require additional

design tradeoffs. This does not necessarily require aggressive superscalar cores running at full

voltage and frequency. Future research in this direction must consider speculative multithreading,

heterogeneous cores, dynamic core adaptation, run-ahead execution/scouting, and so forth.



Chapter 7

The Investigation of Core Type Choices for CMP

7.1 Introduction

Recent years have seen a trend in the design of microprocessors towards chip multi-processors that

couple shared on-chip caches with multiple CPU cores. These designs seek to provide increased

energy-efficiency and excellent throughput performance. Sun’s throughput computing initiative

is an example of this direction. In this system architecture, a chip multiprocessor configuration

with eight, simple in-order, heavily multi-threaded cores is employed. These systems provide an

unparalleled number of computational threads within a very reasonable power envelope.

However, it is not clear that this approach provides the correct balance of throughput and latency

for certain market segments. It is not just legacy applications that are sensitive to single-thread

latency. Many Internet services will increasingly differentiate themselveson the basis of response

time, possibly even guaranteeing minimum response times through service-level agreements. Some

applications do not parallelize beyond a few cores, and even those that do may still be latency

sensitive. This might occur when evaluating many scenarios, or when an application continuously

refines an answer, to achieve the best result within a given latency constraint (as in some games,

decision support, etc.).

Heterogeneous cores are one possible solution to provide both low latencyand high throughput.

Some number of aggressive cores provide low single-thread latency, while an array of small, multi-

threaded in-order cores provide throughput. This configuration, however, limits the number of

94
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concurrent performance-sensitive threads to the number of aggressive cores, limiting the number of

applications that are a good fit.

In the presence of single-thread latency constraints, this work shows that it is actually aggres-

sive, out-of-order cores that provide not only the necessary performance, but also the best, or at

least competitive, aggregate throughput. This is true even when the latencyconstraint is quite gen-

erous, e.g. a 10X slowdown. It is only when latency constraints are negligible and throughput is

paramount that in-order cores are superior.

There are three major reasons that contribute to the superiority of OO designs:

• Higher IPC

• BIPS/power/area efficiency

• Lower relative interconnect-fabric overhead

This work demonstrates the superiority of a symmetric, OO multi-core solution for

performance-sensitive markets and performs a sensitivity study to verifythis conclusion. This

holds true for both CPU-bound and memory-bound applications unless an in-order core is at least

more than 25% smaller than an OO core. This work also shows that the penalty for selecting a

compromise configuration for best overall performance (across different workloads and different

latency/throughput requirements) is acceptable and dynamically turning on and off the SMT mech-

anism for a CMP based on out-of-order SMT cores may provide the bestbalance between single

thread performance and chip throughput.

To reach these conclusions, IBM’s Turandot/PowerTimer model and University of Virginia’s

multi-core simulation extensions are used in this work. Turandot/PowerTimer has been scaled

to model in-order cores and matched against various published data. Results are obtained from

an exhaustive search of the large multi-core design space consisting of number of cores, pipeline

depth, superscalar issue width, in-order vs. out-of-order issue, non-SMT vs. SMT, size of L1 and

L2 caches. This work optimizes for throughput subject to single-thread latency, peak steady-state

temperature, power delivery, pin-bandwidth, and area constraints.
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The rest of this chapter is organized as follows. Section 7.2 introduces the related work. Section

7.3 outlines experiments methodology including a detailed discussion of performance, area, and

power scaling. Section 7.4 discusses results and includes a detailed sensitivity analysis. Finally this

work is concluded in Section 7.5.

7.2 Related Work

There has been a burst of work in recent years to understand the performance, energy, and thermal

efficiency of different CMP organizations. Few have looked at a largenumbers of cores.

Davis et al. [15] explore the design space for core type, number of cores, cache size, and degree

of multithreading, but focus on maximizing throughput without regard for single-thread latency.

They show that simple, shallow, in-order cores with large numbers of threads per core are optimal.

The reason is that multiple threads allow servicing of multiple cache misses to be overlapped with

modest hardware: only an extra register set per thread, instead of the expensive out-of-order hard-

ware required to exploit substantial memory-level parallelism within a single thread. This work

focused on transaction processing (OLTP) workloads, which tend to have poor instruction-level

parallelism and poor cache locality, and found 4–8 threads per core to beoptimal depending on

workload. Several existing products embody this philosophy. Kongetira et al. [38] describe the

Sun T2000 “Niagara” processor, an eight-way multi-core chip supporting four threads per core and

targeted toward workloads with high degrees of thread-level parallelism. Chaudhry et al. [13] go

on to describe the benefits of both multiple cores and multiple threads and sharing eight cores with

a single L2 cache. They also describe the Sun Rock processor’s “scouting” mechanism that uses a

helper thread to prefetch instructions and data [13]. Graphics processors (GPUs) also embody this

philosophy, with large numbers of fairly general-purpose “shaders” (i.e., cores) and the ability to

keep many threads in flight. For example, the ATI R580 exhibits 56 shaders and can support 512

concurrent threads (where each thread is servicing a pixel), while the Nvidia G71 series exhibits 32

shaders (but a larger number of texture units). Like the T2000, GPUs stress throughput over single-

thread (single-pixel) latency, and use the high degree of multithreading to mask memory (chiefly
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texture) latency.

We [53] also explore the design space for core count, pipeline depth, out-of-order issue width,

and L2 size, and show the importance of thermal constraints, but only consider single-threaded

cores. Our work focuses on single-threaded, multi-programmed SPEC workloads. Monchiero

et al. [57] explore a similar design space and also demonstrate the importanceof thermal con-

straints, but this time in the context of an assortment of parallel shared-memory applications. Li

and Mart́ınez [49] instead focus on power constraints, but study the SPLASH parallel benchmarks.

Their results show that parallel execution on a CMP can improve energy efficiency compared to the

same performance achieved via single-threaded execution, and that even within the power budget of

a single core, a CMP allows substantial speedups compared to single-threaded execution. In [50],

they go on to develop heuristics for dynamic adaptation to allow a CMP to find the optimal volt-

age/frequency settings and optimal number of cores to put to sleep to meet performance constraints

while maximizing power savings. In a related work, Donald and Martonosi [18] develop heuristics

for scheduling threads on a CMP to minimize thermal throttling, while Powell et al. [62] instead

propose a core-hopping approach on CMPs in response to imminent thermal throttling.

Huh et al. [32] categorized the SPEC benchmarks into CPU-bound, cache-sensitive, or

bandwidth-limited groups and explored core complexity, area efficiency, and pin-bandwidth lim-

itations, concluding, as this work does, that out-of-order cores are generally preferable because of

their greater area efficiency. Ekman and Stenstrom [20] use SPLASH benchmarks to explore a

similar design space in the context of energy-efficiency, arriving at thesame conclusions. These

papers did not, however, account for the area overhead of on-chipmemory controllers, since that is

a fairly recent phenomenon.

The methodologies for analyzing pipeline depth and width build on prior work by Lee and

Brooks [47] by developing first-order models for capturing changes incore area as pipeline di-

mensions change, thereby enabling power density and temperature analysis. This work identifies

optimal pipeline dimensions in the context of CMP architectures whereas most prior pipeline analy-

ses consider single-core microprocessors [25,28,72]. Furthermore, most prior work in optimizing

pipelines focused exclusively on performance although Zyuban et al. found 18FO4 delays to be
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power-performance optimal for a single-threaded microprocessor [77].

7.3 Methodology

In order to allow tractable simulation of such a large number of cores and core designs, this work

employs a simulation methodology that allows decoupling the simulation of individualcores with

the chip fabric and L2 simulation [53]. This methodology uses IBM’s Turandot/PowerTimer sim-

ulator, a detailed, cycle-accurate, execution-driven simulator to collect the IPC and power statistics

in chunks of 10k instructions. The simulator also generates single-core L2cache access traces.

Zauber, the shared L2 and fabric simulator, uses this data to collect performance and power results

for various CMP configurations based on these single-core L2 cache access traces and statistics. By

separately simulating the L2 and the fabric, Zauber can be used to accelerate CMP simulation. In

this work a simplified temperature model [53] validated against Hotspot 2.0 is used to estimate the

temperature at the core granularity. Turandot and PowerTimer was originally designed to model a

POWER4 like out-of-order architecture, and for this research, the toolset is modified to simulate

in-order architectures.

7.3.1 Different Architectures

This study models architectures listed in Table 7.1. As this table shows, this workconsiders the

following core design choices: SMT or non-SMT, in-order or out-of-order, issue widths (2 way

or 4 way), and different Dcache sizes (8KB or 32KB). Pipeline depth isalso varied from 18FO4

to 42FO4 in a step of 6FO4 for each design. This study only considers 2-way SMT. If the issue

width is 4, each thread will occupy two pipelines on average and if the issue width is 2, each thread

will occupy a single pipeline. In this way, the thread number per pipeline can be changed and this

study will show the impact of this factor on each architecture. Resource sizes and power are scaled

from non-SMT to SMT following the same methodology we proposed in [52]. The area and power

scaling methodology in this work is the same as our methodology in [53] when the pipeline depth

and width of each design are changed.
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OO4 OO2 OS4 OS2 OO4SMT IO4 IO2 IS4 IS2 IO4SMT
Architecture OO OO OO OO OO IO IO IO IO IO
Dcache 32KB 32KB 8KB 8KB 32KB 32KB 32KB 8KB 8KB 32KB
Issue Width 4 2 4 2 4 4 2 4 2 4

Table 7.1:Terminology

7.3.2 In-order Architecture Modeling

7.3.2.1 Performance Model for an In-order Architecture

The main difference between an IO architecture and an OO architecture is that the IO architec-

ture blocks issue if a previous instruction is stalled because of instruction dependency. The issue

logic of the Turandot model is changed to enforce in-order execution, which means if there is an

instruction waiting for operands, all other instructions after this instruction inthe program order

will be blocked; while in the case of out-of-order execution, these instructions do not need to wait

for the issue of that previous instruction. The in-order model in this work still allows out-of-order

retirement. Instructions in modern processors tend to have quite differentexecution latencies and

out-of-order retirement can improve the performance of an in-order architecture with very little

hardware overhead. Besides these changes to the fundamental pipelinelogic, sizes of some re-

sources are also scaled down compared with OO architectures because unlike an OO core, an IO

core does not require as many queue resources. For the same issue-width, this work scales down

the physical register file size, load/store queue size, data miss queue size and retirement queue size

by half from OO to IO. The issue queue size is set to the issue width becausea larger issue queue

can barely help IO architectures due to the intrinsic property of in-order issue.

7.3.2.2 Power and Area Model for an In-order Architecture

We need to scale down the unconstrained power (e.g. power before clock gating effects are consid-

ered) for all resources whose sizes are changed from the baseline OO model. In this work CACTI

is used to calculate the scaling factor for the L1 data cache (Dcache), L1 instruction cache (Icache),

first-level data TLB (DTLB), and first-level instruction TLB (ITLB). For resources like functional

units, this work assumes linear scaling according to the size or the number of structures. However,
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OO4 OO2 IO4 IO2 OO4SMT OO2SMT IO4SMT IO2SMT
32KB 11.22 8.38 9.85 7.46 12.89 9.33 10.61 8.26
8KB 8.68 6.45 7.31 5.52 10.35 7.39 8.07 6.32

Table 7.2:Core area of different architectures at 19FO4 (mm2)

linear power scaling is inaccurate for certain non-clustered structures.For example, it does not cap-

ture non-linear relationships between power and the number of SRAM access ports since it does not

account for the additional circuitry required in a multi-ported SRAM cell. Forthis reason, this work

applies superlinear power scaling with exponents drawn from Zyuban’swork in estimating energy

growth parameters [79]. Since these parameters were experimentally derived through analysis of

a non-clustered architecture, this power scaling is only applied to the non-clustered components of

the architecture. This methodology does not consider the power benefits of decreasing hardware

complexity for certain structures from OO to IO. For example, issue queuesin an IO architecture

can be much simpler due to simpler wakeup and issue logic. However, because the sizes of those

resources in the IO model are very small (2-4 in the case of issue queues), further scaling of their

power changes the total power consumption estimation very little.

This work follows a similar methodology to scale down the core area from the OOmodel to

the IO model. Sensitivity analysis for area and power models of IO architectures is presented in

Section 7.4. Finally, all experiments are performed in the 65nm technology node. Table 7.2 shows

the area for cores with different architectures in this technology.

The core area may only occupy less than 50% of the chip area in CMP designs. It is very

important to model the area of other on-chip structures. This research models the area for on-chip

L2 cache, DDR and DRAM controllers, and on-chip interconnects. The on-chip L2 cache area is

estimated based on the POWER4 die photo and scaled to 65nm. Because this work assumes every

4 cores share an L2 cache, 4-way crossbars are used to accomplish on-chip interconnection. It is

assumed that these 4-way crossbars will be implemented in a higher metal layerover the L2 cache

as in Kumar et al. [45]. The area estimation for DDR/DRAM controllers is based on the die photo

of the Sun Niagara and its total chip memory bandwidth. A linear area scaling ofDDR/DRAM

controllers is assumed relative to the chip’s maximum pin-bandwidth.
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1MB L2 cache DDR/DRAM controller for 1GB/s Pin Bandwidth 4-way Crossbar
11.52 0.96 22.80

Table 7.3:Area of non-core structures on a CMP chip (mm2)

The level one instruction and data cache structures can be responsible for more than half the core

area and therefore properly selecting sizes for these structures is critical to the chip area efficiency.

An experiment is carried out to sweep several cache sizes to see how theperformance and BIPS3/W

change with L1 cache size. The sizes of all on-core cache structures are changed by the same

factor in this experiment. As shown in Figure 7.1, the best BIPS/Area and BIPS3/(W.Area) are

achieved with 8KB or 32KB L1 data caches for almost all architectures. These BIPS/Area and

BIPS3/(W.Area) values are normalized against the case of OO4 with 32KB data cache. Therefore

all following experiments in this work assume these two L1 cache sizes.
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Figure 7.1:Normalized BIPS/Area and BIPS3/(W.Area) with different cache size

7.3.3 Physical Constraints

This research considers several physical constraints: chip temperature, chip power, chip area, and

off-chip pin-bandwidth. The total chip power limit is set at 250w and the chippeak temperature

is set at 100C. If these peak values are reached voltage scaling will be used to throttle the chip

speed so these limitation can be maintained. This work tries two different chip area constraints :

400mm2 and 200mm2, corresponding to two different chip markets for CMP chips. Three different

pin-bandwidth limitations are tried in this study: 24GB/s, 48GB/s, and 96GB/s. Different pin-
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bandwidth corresponds to different chip area used by on-chip DDR/DRAM controllers as indicated

by Table 7.3. If the pin-bandwidth limitation is reached the core frequency will be throttled back

to ensure that the average pin bandwidth requirement does not exceed the maximum chip pin-

bandwidth. This work does not consider the burdens of bursty traffic on chip pin-bandwidth.

7.3.4 Benchmark Methodology

Table 7.4 lists four benchmarks this study uses to represent four typical CMP application scenarios.

They are SpecJBB and mcf, art, and gcc from Spec2K. To generate these traces, these benchmarks

are compiled with thexlc compiler and -O3 option. Simpoint [23] is used to identify representative

simulation points and traces are generated by capturing 100 million instructions beginning at the

Simpoint for all Spec2k benchmarks. The SpecJBB benchmark used in thisresearch does not have

phase change behavior for the whole trace and therefore this study simplypicks a segment with

100 million instructions by skipping a large number of instructions from the beginning of the trace.

Each benchmark is replicated to form CMP benchmark tuples.

As mentioned earlier, single-thread latency may matter for more than just legacysingle-threaded

applications. This work selected single-threaded applications that exhibit task-level parallelism

but still require low single-thread latency. After characterizing the designspace for these four

applications, this work found SpecJBB and mcf to best represent the range of behavior that was

observed.

• SpecJBB represents an e-commerce workload. As mentioned earlier, somemarkets and cus-

tomers will require fast response times. Measurements suggest that 25-50% of response time

for Internet services can be CPU time. We chose SpecJBB as a focus because it is insensitive

to L1 cache size and exhibits a significant rate of off-chip traffic regardless of L2 cache size,

while still benefiting from the ILP benefit of OO cores.

• mcf computes a minimum-cost-network for traffic routing and hence is representative of de-

cision support applications that may require interactive response, or continuously refine their

answer indefinitely, until the best available answer is required. We chosemcf as a focus be-
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Benchmark name Description
SpecJBB E-commerce server
mcf Decision support
art Data analysis and data mining: image processing
gcc Interactive server

Table 7.4:Description of benchmarks

cause it has a 2MB working set, and hence is extremely memory bound unless each thread

can have 2 MB of L2 cache.

• gcc is representative of applications that do not parallelize easily. Single-thread latency mat-

ters for large files that determine response time. (sim-outorder.c is one example many readers

are likely to be familiar with)

• art performs image recognition and is representative of applications that may parallelize well,

but can run equally well as single-threaded applications when a large number of independent

tasks are present. Single-thread latency then matters for interactive response.

7.4 Results

This section presents detailed results for the design space study under themodeled constraints. It

starts by considering the single-thread latency and maximum throughput foreach of the base ar-

chitectures and then considers the sensitivity to all key design assumptions and constraints; specifi-

cally, this study considers the impact of thermal constraints, pin-bandwidth,area assumptions, and

the impact of disabling SMT.

The amount of data required to exhaustively explore all of these constraints prohibits us from

presenting all results. This work has studied the data carefully to identify representative trends.

The data for two of key benchmarks are presented: SpecJBB and mcf. Section 7.4.5 considers the

selection of an optimal architecture that includes all four benchmarks.
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(a) Latency vs. Throughput for SpecJBB with 400sqmm die size and anexpensive
low-resistance (LR) heatsink.

Figure 7.2:Single thread latency (y-axis) vs. Total throughput (x-axis). Best performance towards the
origin.

7.4.1 Understanding the design space

Figure 7.2 plots the single-thread latency and total throughput for SpecJBBfor all base architec-

tures. Each point in this figure displays the throughput-optimized configuration after applying ther-

mal design constraints. The legend in the figure displays the exact configuration in terms of the

number of cores, the pipeline depth of each core, the L2 cache size, andthe amount of DVS throt-

tling required to meet thermal constraints.

From this figure, we see that the out-of-order configurations tend to have both the best single-

thread latency and the highest throughput. This is partly because the out-of-order cores are designed

with relatively shallow pipelines and modest L2 caches. But the main reason here is the inherent

better performance and BIPS3/W per area of the OO architecture for the benchmarks that are inves-

tigated. For almost all benchmarks, OO is an area efficient way to improve IPC.

Introducing SMT helps improve throughput for both OO and IO. Keeping the multithreading

degree at 2 and increasing the issue width from 2 to 4 will generally help improve throughput for

OO. However, we see that increasing the thread number per pipeline doesnot necessarily help IO
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cores (IS2SMT and IS4SMT) because IO cores do not favor wider pipelines to exploit instruction

level parallelism in general.

7.4.2 Sensitivity to latency constraints

This section considers the sensitivity of the results to designs where single-thread latency restric-

tions are placed on the optimization procedure. Specifically, this study placesthe restriction that

a design must have single-thread performance withinn% of a previous generation design; in this

case, this study chooses the POWER4-like baseline as this design and sweepsn from 10% to 90%.

For each of these designs, this work optimizes for total throughput after meeting the latency

constraint. Note that for some values ofn, some of the architectures may not be able to meet the

latency constraint and their results are not shown. After applying this constraint, two metrics of

performance are considered; the resulting single-thread latency and thetotal throughput.
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Figure 7.3:SpecJBB with 400sqmm die and LR heatsink

Here I first present results for SpecJBB with both the low-resistance (LR) (Figure 7.3) and

high-resistance (HR) (Figure 7.4) heatsinks. Figure 7.3a shows the single-thread latency for each

architectural configuration. We see that withn larger than 50% no in-order configurations are

viable. We also see the well-known trend that SMT architectures can hurt single-thread latency: the

best in-order SMT configurations can only meet the 40% latency constraint and even the OO4 SMT

configuration is only able to meet the 60% latency constraint.
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Figure 7.4:SpecJBB with 400sqmm die and HR heatsink

Figure 7.3b shows the optimized throughput for each of these identical configurations. We see

that the OO4 SMT configuration achieves the best throughput up to the 40%constraint; after that,

the simple OO4 configuration achieves better throughput. The best in-order configuration, IO2

SMT, is competitive with each of the other out-of-order architectures, butlags OO4-SMT by about

10% in total throughput. We also see that in-order configurations without SMT are substantially

inferior. If the design requires that the single-thread latency be closer tothe previous generation (e.g.

within 50%), then the OO4 configuration achieves the best throughput. The reason for this is that

OO4 provides the best single thread performance if there is no throughput requirement, therefore, if

strict single thread requirement is enforced, other architectures must sacrifice throughput for single

thread performance (for example, by moving to a deeper pipeline or upsizing L1 caches) while the

OO architecture can still maintain its near peak throughput.

Figure 7.4a shows the same scenario except that we have imposed harsher thermal constraints

by replacing the low-resistance heatsink with a high-resistance heatsink. Compared to the LR case,

many more configurations are eliminated because many suffer severe thermal throttling causing

DVFS to be engaged – even though we compare to a baseline machine that alsohas an HR heatsink,

the number of cores in the throughput-optimized designs causes enough global heatup within the

heat spreader to cause additional throttling.

Overall, we see that the more thermally-constrained design somewhat levels the field between

the in-order and out-of-order designs for single-thread latency; in fact, the IO2 design achieves the
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best single-thread performance at the 40% point and the IO2 SMT designis very close to the best

at the 30% point. At the 50% point, all the in-order designs are eliminated, butthe OO2 design

is better due to its superior power characteristics. Thus, under severe thermal constraints, simpler

cores can beat out the OO4 design for single-thread performance.

Figure 7.4b shows the total throughput with the HR configuration. We can findthat the IO2

SMT and the OO4 SMT configuration are comparable with the 10% latency constraint. With latency

constraints less than 30%, many configurations are quite close and OO4 is only clearly better when

the latency constraint is 40% or higher.
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Figure 7.5:MCF with 400sqmm die and LR heatsink
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Figure 7.6:MCF with 400sqmm die and HR heatsink

Figures 7.5 and 7.6 present similar results for the mcf workload. Overall, many of the same

trends that we observe for SpecJBB hold; there is a wide spread in single-thread performance
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between in-order configurations and out-of-order. When considering total throughput, the OO SMT

configurations are clearly the best choices even with the 10% latency constraint. With the HR

heatsink configuration, we can find that because of the overall decrease in performance and IO’s

power efficiency, IO architectures are more competitive relative to OO, but in no case do they

surpass the OO architectures for throughput. Mcf is a memory bound benchmark and tends to

choose a big L2 cache as the optimal configuration. This further mitigates the area advantage of IO

architectures because in this case L2 cache occupies a big portion of the chip area and that leads to

big throughput difference between IO architectures and OO architectures.

7.4.3 Sensitivity to bandwidth constraints
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Figure 7.7:Pin-Bandwidth Constraints with 400sqmm die and LR heatsink. Each point represents
one of 24, 48, or 96GB/s total chip bandwidth. The 48GB/s point is always the middle point in groups
of three.

Pin-bandwidth limitations are likely to be an increasing challenge for designersof multi-core

CPUs. This section considers the sensitivity of results to pin-bandwidth constraints. Increased pin-

bandwidth is modeled by increasing the total number of DDR channels on the die; these additional

channels cost additional area that may restrict the number of cores or L2cache on the chip. Thus,

more pin-bandwidth can actually be detrimental to total throughput in some cases.

Figure 7.7 shows the results of this analysis for SpecJBB and mcf. We see that in some

cases, more pin-bandwidth is absolutely essential; for example, OO4 with SMTrequires 96GB/s to

achieve maximum potential for SpecJBB. In other cases, the additional area overhead of the DDR
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channels is not worthwhile; for example, IO2 SMT and OO2 achieve better throughput with 48

GB/s than either 24GB/s or 96GB/s. In general, we see that pin-bandwidth isless of an issue for

mcf, and many designs achieve better throughput with less bandwidth/DDR controllers. The opti-

mal configurations for mcf usually provides enough L2 cache size to contain its working set. We

can find that although it is an L2 cache bound benchmark, as long as the working set is held in the

L2 cache, off-chip pin-bandwidth requirements are quite low.

7.4.4 Sensitivity to in-order core size

In-order cores tend to be 30% to 50% smaller than OO cores, depending onthe L1 cache size that is

used. Because of this, reducing the area of other non-core on-chip structures will help improve the

relative area advantage of in-order architectures. Figures 7.8 and 7.9investigate the performance

sensitivity to the area of IO cores and other on-chip non-core structures. First, the interconnection

area and power are reduced to 10% of the default assumption. The L2 leakage power is also reduced

to 10% of the default assumption. Then this study sweeps three different IO core sizes: 50%, 70%,

and 90% of the original IO core sizes. Each case is represented by onepoint on the same line for all

IO architectures. But the area of the OO cores is not changed. Pin-bandwidth is set to be 48GB/s

and total chip area is set at 200mm2 for this experiment.

As we can see from these figures, reducing the area of non-core structures gives IO architectures

more area advantage. Figure 7.8a shows that even for the case that IO core size is only scaled to

90% of the original size, the optimal throughput of IO2SMT is still more than 20% better than the

best OO configurations. This trend also holds in the HR case as shown by Figure 7.8b. Reducing

the area of IO cores improves the performance of IO architectures evenmore. Figure 7.8 shows

that the performance of IO2SMT and IO2 can improve by 30% to 90% when we scale the IO area

from 90% to 50%. The throughput of IO2SMT with the most optimistic IO area estimation can

beat the best OO’s throughput by 100% as shown in Figure 7.8b. However, in almost all cases, the

optimal IO configurations for throughput always have worse single-thread performance than OO

architectures.

But if we look into Figure 7.9, we will find that even if we assume IO cores areonly 50% of
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their original size, the throughput of the best IO configuration is still slightlyworse than the best OO

configuration. As mentioned above, mcf is a memory bound benchmark and tends to choose a big

L2 cache as the optimal configuration. Therefore the area benefits of scaling down IO core size for

mcf is not as big as for JBB. The most interesting example to show this effect isIS2SMT in Figure

7.9a. Here the throughput of IS2SMT does not change at all even its core area is scaled from 90% to

50%. Adding more cores while keeping L2 cache size unchanged leads to much higher cache miss

ratio, negative total throughput return and higher pin-bandwidth requirements while adding more

L2 cache to hold working sets from additional cores will exceed the chip area constraint. More

severe thermal constraint can favor IO architectures as shown in Figure 7.9b. But even in this case,

only IS2 with the most optimistic area estimation can win OO by less than 10%.

7.4.5 Optimal tradeoff configurations

This section finds the optimal tradeoff configurations for all benchmarks.Table 7.5 lists the best

configurations for each architectures with different thermal packages. In this experiment, pin-

bandwidth limits are set at 48GB/s and chip area is set at 400mm2. If a configuration achieves

the best average throughput for all four benchmarks it the best configuration across all benchmarks.

From this table, we see that the optimal configurations require a core countfrom 16 to 20 with a

moderate L2 cache size at 8MB. However, there are two outliers, IO2+HRand IS2+HR, both of

which require many cores and a very small L2 cache size. We also see thata cheap thermal package

(HR) usually requires a shallower pipeline (24FO4-36FO4) while an expensive thermal package

needs a deeper pipeline (18FO4-24FO4) because shallow pipelines have power and therefore ther-

mal advantages. This study also compares the performance achieved by these optimal tradeoff

configurations and those optimal configurations for each specific benchmark. This result is shown

in Figure 7.10. This figure shows that the difference is negligible for the HRcase (with around 0.5%

loss) and moderate for LR cases (around 1-4% loss). LR always leadsto more loss for the same

architecture because fewer thermal constraints give more possible configurations and that leads to

more performance diversity in the whole design space.

While previous results indicate that OO/IO with SMT support is a very efficient way to achieve
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Figure 7.8:Area sensitivity (specJBB). Each point on the same line represents scaling IO core area
down to 50%, 70%, and 90%.
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Figure 7.9:Area sensitivity (MCF). Each point on the same line represents scaling IO core area down
to 50%, 70%, and 90%.
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Figure 7.10:The performance loss using optimal tradeoff configurations
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Core count L2 cache FO4
OO4+LR 16 8 24
OO4+HR 16 8 36
OS4+LR 16 8 24
OS4+HR 20 8 36
OO2+LR 16 8 18
OO2+HR 20 8 36
OS2+LR 20 8 18
OS2+HR 20 8 36
IO2+LR 16 8 18
IO2+HR 24 2 24
IS2+LR 24 8 24
IS2+HR 28 2 24

Table 7.5:Configurations to achieve the best average performance across benchmark

good throughput, we know that in certain circumstances we want to maintain good single thread

performance. Therefore, users would like to be able to turn off SMT dynamically. The performance

impact of turning off SMT for an SMT based CMP chip is shown in Figure 7.11. In this figure, each

line contains two points and the point with better single thread performance andworse throughput is

always when SMT is turned off and vice versa. As we can see from this figure, for all architectures,

turning off SMT will lead to improved single thread performance, usually by 20% to 50%, but that

will also trigger a throughput loss of 10% or so. This clearly shows that dynamically turning off

SMT is a useful technique to maintain both good throughput and single threadperformance.
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Figure 7.11:Turning off one thread in SMT (points lower on the y-axis are with SMT disabled)
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7.5 Future Work and Conclusions

This work provides a comprehensive analysis of CMP design when considering performance in

terms of both single-thread latency and aggregate chip throughput. This analysis is performed under

a variety of technological constraints, including area, thermal, energy, and pin-bandwidth limita-

tions. Considering such a large space of parameters requires significant infrastructure development

and careful attention to experimental methodology.

Overall, this study finds that in many cases, conventional out-of-order architectures are superior

for both throughput and latency when considering all constraints. This study finds that the OO

cores tend to be relatively area and power efficient compared to IO cores and that SMT can provide

significant benefits to both core styles. Thermal constraints can have a significant impact on the

design space study, and in some cases, can allow in-order cores to giveequivalent throughput to

the best OO core. These results suggest that while in-order cores may be appropriate for purely

throughput-oriented applications, market segments that require a mixture of single-thread latency

and throughput may be best served by traditional out-of-order core designs.



Chapter 8

Conclusions and Future Direction

8.1 Dissertation Summary

In summary, this dissertation reaches the following conclusions:

• Joint optimization across multiple design variables is necessary. Even pipelinedepth, typ-

ically fixed in architecture studies, may impact core area and power enoughto change the

optimal core count. Optimizing without thermal constraints and then scaling to a thermal

envelope leads to dramatically inferior designs compared to those obtained from including

thermal constraints in the initial optimization.

• Thermal constraints tend to favor shallower pipelines and narrower cores, and tend to reduce

the optimal number of cores and L2 cache size. Nevertheless, even under severe thermal

constraints, additional cores benefit throughput despite aggressivereductions in operating

voltage and frequency. This is true until performance gains from an additional core is negated

by the impact of the additional voltage and frequency scaling required of all the cores. This

inflection occurs at approximately 55% of the nominal Vdd, well into the rangeof non-linear

frequency scaling (18% of nominal!).

• For aggressive cooling solutions, reducing power density is at least asimportant as reducing

total power. For low-cost cooling solutions, however, reducing total power is more impor-
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tant because raising power dissipation (even if power density is the same) raises a chip’s

temperature.

• In many cases conventional out-of-order architectures are superiorin terms of both through-

put and latency when considering all constraints. OO cores tend to be relatively area and

power efficient compared to IO cores for a wide range of benchmarks.

• Thermal constraints can have a significant impact on the design space study, and in some

cases, can allow in-order cores to give equivalent throughput to the best OO core.

• SMT can provide significant benefits to both core styles. For the OO architecture, SMT can

provide a performance speedup of nearly 20% for a wide range of applications with a power

overhead of roughly 24%. Thus, SMT can provide a substantial benefit for energy-efficiency

metrics such asED2. The performance-energy optimal resource scaling factor was foundto

be at 1.5 for SMT. Dynamically turning on and off the SMT mechanism for an SMT-core

based CMP is a promising technique to achieve both high throughput and good single thread

performance.

• CPU- and memory-bound applications have quite different optimal configurations. Adaptiv-

ity helps, but any compromise incurs throughput penalties. However, with thermal limits, the

optimal configurations begin to converge.

• The mechanisms by which SMT and CMP chips heat up are quite different. More specifi-

cally, SMT heating is primarily caused by localized heating in certain key structures, while

CMP heating is mainly caused by the global impact of increased energy output. Because of

this difference in heat up mechanisms, this dissertation finds that the best thermal manage-

ment technique is likewise different for SMT and CMP. Indeed, non-DVSlocalized thermal-

management can outperform DVS for SMT.
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8.2 Future Work

8.2.1 Methods to accelerate CMP design space searching

This dissertation proposes a CMP simulation acceleration technique called Zauber. The current

Zauber can only simulate CMP with independent threads. However, CMP is also an infrastructure

to run parallel applications. There have been several works trying to investigate the performance and

power efficiency of CMP for parallel applications. Due to infrastructurelimitation, most research

has only looked into CMP with less than 8 cores and few research has looked into cases more than

16 cores. Enhancing Zauber to accommodate parallel applications is a challenging future task.

The simulation models described in this dissertation are all event-driven. Even for a simplified

simulator that only models events in the cache hierarchy, simulating realistic behavior in large

caches requires long traces. To search very large design spaces withthe fabric simulator is therefore

costly, possibly prohibitively so. There has been some research work trying to search the CMP

design space using traditional optimization techniques like hill-climbing [43]. Another possible

way is to develop an analytical model that estimates performance, energy, and thermal metrics with

a simple equation rather than costly event-driven modeling. Deriving this analytical model may still

require a bounded number of fabric simulations for each workload of interest, but this is far less

costly than simulating each design point with the fabric simulation.

Several possible approaches exist for developing an analytical model. All of them entail sam-

pling the design space with fabric simulations in order to obtain accurate estimatesof the metrics for

representative configurations. Selecting points which span the design space in a representative way,

and determining how many points are needed, will be guided by sampling theoryor other statistical

techniques. One simple approach for deriving an analytical model is to develop an equation that

describes how changes in design configuration will change metrics of interest. This is essentially

a sophisticated form of classic performance equations like those taught in computer architecture

courses. For example, reducing cache size will reduce power dissipation (but not power density)

due to the smaller structure, but it will also increase capacity misses, and increase contention events

throughout the hierarchy. These will introduce stalls, which in turn increase energy consumption.
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The impact of the stalls and increased energy must be scaled according to different workloads’

latency tolerance and different core styles and their clock gating. Using the metrics’ values at rep-

resentative design points allows derivation of the coefficients for each term. Developing this form

of analytical model therefore identifies for designers the different factors that contribute to each

metric and their relationship. A challenge with this approach is that the coefficient values may vary

across the design space. This could require the coefficients themselves tobe functions of the design

parameters, or require some kind of interpolation.

An alternative approach is to omit an analytic performance equation as described above, and

simply interpolate between the metrics’ values at representative design points. This avoids the prob-

lem that the coefficients in a performance equation may vary in ways that aredifficult to express

analytically. Instead, this approach depends on finding representativefabric-simulation points, be-

tween which the coefficients variation can easily be captured by an interpolation function. A draw-

back to this approach is that it does not give designers an equation that describes how the metrics

depend on the design parameters. A third approach combines the previoustwo. Instead of di-

rectly predicting the metrics using a performance equation, we can predict how the metrics change.

But unlike interpolation, an expression is derived to predict this change based on how the design

changes. This provides an equation that describes how the metrics depend on the design parameters,

but makes better use of the ability to find representative design points.

The final step in using an analytical model is to identify the most interesting design regions and

zoom back in to evaluate them with increasing fidelity, until finally simulating in full detail a small

number of leading candidates.

8.2.2 More design dimensions

Most important CMP design dimensions are investigated in this dissertation, butthere are several

dimensions left out. First, heterogeneous CMP is a possible solution to accommodate different

benchmarks. Adding heterogeneous CMP as a possible CMP design dimension greatly expands

this design space. Questions related to how many different types of coresare needed and how

to combine and organize different cores will need to be answered. It willbe impractical to solve
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these problems until we have a better infrastructure for exploration, suchas the one proposed in the

previous section.

Second, run-ahead is a promising technique to improve per-thread performance using CMP

infrastructures. what kind of run-ahead techniques are the best ones for CMP. When should we

launch a run-ahead thread in terms of performance-energy efficiency. Should we limit the run-

ahead technique within one core or can we distribute run-ahead threads toseveral cores. Future

work to answer these questions will be valuable in CMP research.

8.2.3 More physical constraints

Three important physical constraints are investigated in this dissertation. Astechnology evolves,

there will be more constraints calling for attention. There are at least two important constraints to

which that future CMP work should pay attention. The first one is the reliabilityconstraint. There

are two kinds of reliability problems, both of which are growing more serious. The first one is

called the lifetime reliability problem, dictated by the hard error rate due to wear-out based failures.

The second one is called the soft error problem, due to transient faults arising from energetic par-

ticles in cosmic rays and alpha particles from packaging material. Many lifetime reliability failure

mechanisms, like electro-migration, are exponentially dependent on temperature. As total heat flux

and on-chip temperature become major problems in the future, so will lifetime reliability. The soft

error rate is proportional to the number of transistors on chip. Exponentially increasing transistor

counts will drive per-chip soft error rates up, causing it to pose an increasingly serious problem

in the future. These reliability constraints are related to other constraints like chip area and chip

temperature. How to incorporate them into the current infrastructure and how they will affect the

results of CMP design space exploration is an open question. Furthermore, both CMP and SMT

can be used as architectural infrastructures to provide redundancy and improve chip reliability, and

it would be interesting to evaluate these techniques in my infrastructure, whichconsiders almost all

fundamental design dimensions of CMP.

Another important physical constraint which this dissertation does not consider is the parameter

variation. Variability during manufacturing and during runtime are projected toincrease. Within die
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variation may dominate in the future. The obvious result of this trend is that even a CMP chip might

be designed to be homogeneous, it could actually be heterogeneous in reality [33], due to variance

in the performance and power of the cores. Adding this constraint to the current CMP design space

exploration infrastructure and considering how to mitigate this problem in CMP architectures are

challenging research problems.



Appendix A

Glossary

Definitions are collected here for easy reference. In general, the accepted definitions for terms are

used, although some terms are used in a more restricted sense than their usual interpretation.

FO4 Fanout of 4. In an inverter chain when each succeeding inverter has agate capacitance 4 times

larger than that of the previous inverter, the delay of that chain is near theminimum for typical

self-loading cases. Using units of FO4 is a way of referring to delay in a process-independent

way.

Pipeline Depth The logic depth for one pipeline stage between two adjacent pipeline latches.Usu-

ally denoted as multiple of FO4. A bigger FO4 means a shallow pipeline.

Pipeline Width The number of execution pipelines in a superscalar chip.

Out-of-order Execution Out-of-order execution is an architecture technique that is used in many

microprocessors in order to make use of cycles that would otherwise be wasted. Out-of-

order execution can issue an instruction when its dependence is satisfied even if a previous

instruction in program order is still waiting for execution.

In-order Execution In-order execution blocks issue if a previous instruction in program order is

stalled and waiting for execution.

Turandot Turandot is a validated architecture level cycle accurate simulator for an IBM POWER4-

like architecture.
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Zauber Zauber is a CMP simulator that performs interpolation on traces provided by the core

simulators. Zauber decouples detailed core simulation and the simulation of coreinteraction.

It is much faster than detailed CMP simulators.



Bibliography

[1] A. G. Aipperspach, D. H. Allen, D. T. Cox, N. V. Phan, and S. N. Storino. 1.8-v, soi, 550-

mhz, 64-b PowerPC microprocessor with copper interconnects.IEEE Journal of Solid-State

Circuits, 1999.

[2] R. Alverson, D. Callahan, D. Cummings, et al. The Tera Computer System. pages 1–6, June

1990.

[3] A. Bakker and J. Huijsing.High-Accuracy CMOS Smart Temperature Sensors. Kluwer Aca-

demic, Boston, 2000.
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