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Abstract

Recent product announcements show a clear trend towards aggriessgration of multiple cores
on a single chip. This kind of architecture is called a “chip multiprocessoCMP. By taking
advantage of thread level parallelism, CMP can achieve better perfoefpamer scalability with
technology than single core architectures. However, this trend presmeetgpansive design space
for chip architects, encompassing number of cores per die, core sizmaplexity (pipeline depth
and superscalar width), core type (in-order and out-of-order]esitigeaded or multi-threaded),
memory hierarchy and interconnection fabric design, operating voltadyér@muency, and so on.
These choices are especially difficult because all the variables ofshtgesinter-related and must
be considered simultaneously. Furthermore, trade-offs among thege dkeices vary depending
both on workloads and physical constraints like power, area and theansfraints. Ignoring any
of these physical constraints at early design stage may lead to signifexémtrpance loss.

In this dissertation | explore this multi-dimensional design space acrossgye tdrpossible
physical constraints, for multiple categories of workloads. To assist #3igd space exploration,
a validated systematic infrastructure is designed to help accelerate CMP simuldiieve this
is the first work which considers so many cores, optimizes across so reaigndrariables simul-

taneously and is aware of so many important physical constraints.
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Chapter 1

Introduction

This dissertation explores the broad design space of Chip Multi-Prac@ssi?) or “multi-core”
architectures subject to power consumption, chip temperature, pin-bdthdwingle-thread per-
formance and chip area constraints and develops modeling tools suitabbriiging out this ex-
ploration. The central thesis of this work is that failure to consider thessti@nts jointly at an
early design stage will lead to vastly inferior designs. The design spac@M® is highly mul-
tidimensional. All these design dimensions and physical constraints arelapierdent, and this
dissertation features a joint optimization of all design dimensions subject &igathgonstraints.

Recently two clear trends motivating CMP architectures have developedistigdThe first is
an increased focus on thread level parallelism (TLP), with a graduahgehasizing of instruction
level parallelism (ILP) in chip designs. Second, the exponential grofuthip frequency is finally
slowing down. This is due to a number of fundamental reasons:

Given a constant instruction set, chip performance is equd?@sx Frequency Moore’s law
[58] predicts that the on-chip transistor count doubles every 18 to 24hmolts corollary predicts
that chip performance will follow a similar law of exponential growth. Both Ivede law and its
corollary have been valid for many years. The improvement in chip paeonce comes from two
aspects: the growth of chip frequency and the growth of IPC. Chiuéecy has increased at an
exponential rate for decades. From generation to generation, tegigrsalaling shrinks the size of
semiconductor devices. Scaling not only helps integrate more transistotspyrbut also reduces

transistor switching time and therefore improves the processor frequénogher major method
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for improving chip frequency is to use deeper pipelines with their assoata@ioling techniques.
Deeper pipelines need more latches and therefore need more chipwreatilorecently this was

still an efficient way to utilize chip area and improve frequency. On the dtaed, processor per-
formance can also be elevated through IPC growth. A wealth of architetdahmiques, such as
out-of-order execution, branch prediction, caches etc., have hislgdve processor IPC, by sup-
plying instruction level parallelism. In conclusion, past chip designersetémal design complex,

wide issue out-of-order processor with deep pipelines and high fretgseto use ever increasing
on-chip transistor resources and maintain the processor performive gpredicted by Moore’s

law.

However, Moore’s law can no longer be maintained with only frequencyladcaling. First,
the performance return from shrinking transistor sizes is diminishing. \&@ teemaintain a rela-
tively high supply voltage to maintain the scaling of transistor switching speethahdill lead to
high power density and high chip temperature. Second, superscdiétearares with deeper and
wider pipelines are subject to several bottlenecks, including cache miss@eh mispredictions
and especially high power consumption. Instead of frequency scalithgPa@caling, the only way
to maintain the rate of performance improvement is to exploit thread level geralleThere are
two basic architectures to exploit thread level parallelism: multiple “cores” iiclwmultiple pro-
cessors are integrated on one chip and single-core multithreading in whitiplenilireads share a
single processor. Because multithreading incurs contentions for gayaesources, multiple cores
give much better scalability than multithreading in terms of possible thread cauthisadisserta-
tion will show in Chapter 5. Multi-core architectures are taking over monothndjb frequency
single core architectures as the mainstream in almost all markets. This diesentdl mainly
explore the design space of CMP while also considering the option of usilighmeading in CMP
architectures, and compare the performance, energy and thermeheffiof these two techniques.

Further performance improvement not only calls for a transition in architdatuethodology,
it also calls for awareness of the physical constraints these architeeterdacing. As mentioned
above, these physical constraints include chip area, chip powerroptisn, chip temperature and

chip pin-bandwidth. In many cases, these constraints turn out to berfiest-design optimization
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targets. For example, in the mobile and handheld market, power consumptiarutasgigh perfor-
mance as the most important design target. The era of performance beamiptti@ng that matters
has essentially ended. With technology scaling, many constraints are bgommia severe , such
as chip temperature and reliability. These constraints break the traditional-arititecture ab-
straction. Micro-architectural performance characterization andtaottre design now depend on
physical implementation. Ignoring these physical constraints at earlyrds&ige is very danger-
ous. On the other hand, understanding the implication of these constracasputer architecture
is very important because architecture is also a powerful domain to mitigateptmitephysical
phenomena.

The CMP design space is vast, especially when future CMP chips may ietégna of cores.
This dissertation serves as the first attempt to explore this design spacsoupamy cores, and also
optimize across so many design variables simultaneously while being awdtehafsa physical
constraints.

The remainder of this chapter introduces the background material for @MEthreading and
physical constraints, presents the research issues of this dissedatidists the major dissertation

contributions.

1.1 Background

1.1.1 CMP Background

CMP is an efficient way to utilize chip area by putting more than one core ongéesilie. The
idea of CMP comes from the traditional multi-processor system, especiallytheatric multi-
processor system (SMP). While the old style of multi-processor systdritenttire puts one core on
each chip and interconnects them with an off-chip interconnection fabkiE integrates multiple
cores on a single chip and places the interconnection fabric on the samésmntioned above,
CMP has better performance and power scalability compared with complde simi@ architec-
tures. In addition, CMP has faster core-to-core communication than traali®dP architectures

as well as more flexibility in the memory hierarchy design. For example, degres in one CMP
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Core ’ ’ ' Core Core ’ ’ ' Core
A A
| Crossbar | | Crossbar |
Shared L2 Cache Shared L2 Cache
Crossbar
Off-Chip Interface

Figure 1.1:A typical CMP organization

chip may share an L2 cache which can help improve the efficiency of ecditization. Figure 1.1
illustrates a typical CMP chip organization. In this figure, several cdrasesan L2 cache through
a crossbar and all these L2 caches connect to the off-chip interfiamegthanother crossbar. This
off-chip interface is used to transfer traffic from the chip to off-chip memsiructures and vice
versa.

The CMP design space is huge. The selection of core type is a major desiggiod for
CMP chips. The design dimensions for the type of core includes: in-gf@@ror out-of-order
(O0) instruction execution, pipeline depth and width, single-threaded or thtdided cores and
sizes of storage structures, such as I-cache and D-cache. Tées@ws are the focus of this
dissertation. However, it is important to note that the on-chip interconneclioite is another
major CMP design dimension. Possible on-chip interconnection styles indladedsbus, crossbar,
hierarchical crossbar, mesh, etc. The on-chip cache hierarchhamache sharing style is a third

major CMP design dimension. Usually each core in a CMP chip has a privatadtie. L2 caches
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Vendor Chip Core | Threads| Core | L2size Cores Interconnection
count | percore| type (MB) /L2 cache fabric

IBM Power4 2 1 (0]0) 1.44 2 Bus

IBM Power5 2 2 00 1.92 2 Bus

STI Cell 9 1-2 Hybrid 0.5 1 Ring

SUN Niagara 8 4 10 3 8 Crossbar

INTEL Core-Duo 2 1 (0]0] 2 2 Bus

NVIDIA | G71 32 N/A 10 N/A N/A N/A

ATI R580 56 10 10 N/A 48 (Pixel) N/A

Table 1.1:Configurations of commercial CMP chips (OO = Out-of-Order; |10 = In-Order)

can be either shared by several cores or be owned by one singld beise latter issues are beyond
the scope of this dissertation. Configurations of some well-known commeéneiBichips are listed
in Table 1.1.

As Table 1.1 shows, most commercial CMP chips at the time of this writing integrate tw
OO cores. This is because this era of CMP design is still in its infancy. Am6&nd 45nm
process technology, the problem of how to use transistors on chip will lve savious, leading
to much more radical CMP designs with more than eight cores integratedpifeclserver class
application. Shrinking transistor size also implies that larger L2 cacheseancluded on-chip
in the future. Increasing core count and L2 cache size for the futMB €hips motivates CMP
design space exploration because of the need to answer questionkngdgae optimal core count
and L2 cache size for a CMP design. Increasing the number of coresalls for more efficient
on-chip interconnection and therefore significantly complicates the CMigrdspace. Table 1.1
also reveals that most prevalent CMP chips use OO cores. The redisan@O design has been the
prevalent architecture for decades and the industry has tended éoc@esdesign when migrating
to CMP. Although OO chips have better single-thread performance, tieeglss more complex,
larger and more power hungry. Whether a CMP with OO cores is better t@afPawith 10 cores
under area and power constraints is still an open question, and is ekpidthapter 7. There are
three exceptions to the two core standard in this table. The SUN Niagardrg@dyhas 8 cores on
chip because it uses 10 design for its cores. The SUN Niagara chipgaingeserver market, which
mainly emphasizes the total chip throughput. Another exception is the STI@ebligsor. The STI
Cell processor targets family entertainment, consumer electronics and gawarikets. It integrates

810 cores and 1 OO core on chip. This is an example that CMP can evetdyedreneous [41,42],
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consisting of a few complex, powerful cores and many small and simple.cdteterogeneous
CMP designs can accommodate different applications better than homogeDktP designs, but
usually it also incurs higher verification and design costs. Programminthanaberating system
scheduling support for a heterogeneous CMP chip tend to be more conipddgrogeneity will

greatly expand the CMP design space and this design dimension is not ohaiuties dissertation.
Graphics processors (GPUSs), like the NVIDIA G71 chip and the ATIR&Ep shown in this table,
tend to integrate large numbers of fairly general-purpose “shaders”daees) and the ability to
keep many threads in flight. This kind of design stresses throughput imgge-ghread (single-
pixel) latency, and uses the high degree of multithreading to mask memoryydhidtire) latency.

CMP has better power scalability than single core architectures. Howewbee future when
there are tens of cores on a chip, the absolute total power requirediltd® $iuge and easily
exceed the maximum chip power delivery capabilities. Also, high total poaeswmption will
put greater burden on the chip heat removal mechanisms, such as keatsinfans. Higher total
power consumption will lead to higher chip temperature, (which is discussiatail in Chapters 6
and 7). So, itis crucial to pay attention to both power and temperature aimsin CMP research.
There has been some research work related to CMP design spaceat@ploPlease refer to the
related work sections in Chapters 6 and 7.

CMP chips can be used to run either independent programs or paraliekdions. Since future
CMP chips may contain tens of cores, the problem of providing enoughdsifer full CMP utiliza-
tion will be more serious. It may be easy to find hundreds of threads o &eveer, but it is very
difficult to find enough active threads in a personal computing environmériualization helps,
but requires a significant shifting of the computing paradigm. There arevws to increase thread
count. Both can be used to improve single application performance with Cié&infctures if they
can be realized. The first method is to parallelize serial applications. Thisdhpthis too much
pressure on programmers. It seems that automatic parallelization compilenstAik available in
the foreseeable future. It is well known that programming parallel pirogris very difficult even
with the support of appropriate libraries like PVYM and MPI. Some reseascire proposing new

programming languages and new coherence schemes to ease parghaining, but there are
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no immediate solutions while there are many legacy sequential programs. Enerattihod is the
so called speculative multi-threading (SpMT) technique. Speculative mudtithmg utilizes other-
wise idle hardware thread contexts to execute speculative threads alh dfethe non-speculative
thread. These speculative threads can be used to reduce the cactetimiss improve the branch
predication accuracy, and/or to speculatively execute the instructiaghe abn-speculative thread.
Run-ahead is one style of SpMT which requires minimal additional hardsvgmgort. Mutlu et al.
[61] and Dundas et al. [19] proposed this technique. A run-aheaddhs spawned when a cache
miss happens or the instruction window is full, and this thread will ignore instrudependencies
and continue to speculatively execute the following instructions while thespenulative thread
is stalling on long latency operations (normally a cache miss). The executitrsafpeculative
run-ahead thread is likely to prefetch further data before it is neededharefore can help reduce
the cache miss ratio. Compared with traditional prefetching mechanisms, teimedias higher
prefetching accuracy for irregular memory access patterns becameiites real instructions in
advance. Sun Rock processor’s “scouting” mechanism [13] is an@eeof this technique. Other
than this run-ahead technique, there are many other SpMT techniquds lvevie been proposed.
They normally require support from the compiler and their hardware impl&tien is more com-
plex than the run-ahead method. Good examples of these kinds of techoajube found in [34]
and [56]. Although the problem of how to provide enough threads fiuréuCMP chips is an ex-
tremely important problem in CMP research, it is outside the scope of thigtdiiee. This work
assumes that at any time there are enough threads to fill all cores on blgstate will be achieved
if this thread count problem is solved in the future. It also representsaaeyHoad scenario for

current CMP systems and in the near future.

1.1.2 Multithreading Background

There are at least two different multithreading implementations: coarge+grdtithreading, and
simultaneous multithreading. Coarse-grain multithreading is designed to taketage of other-
wise idle cycles incurred from a long-latency event like a cache miss leaalioff-chip memory

access. When such an event happens, with a coarse-grain multitirsagimort, another thread
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}, Thread 1 cache miss

11 1n
Hl N

Coarse-grain multithreading

Simultaneous multithreading

Cycle

. Thread 1

Thread 2

Figure 1.2:Coarse-grain multithreading vs. simultaneous multithrealing

can be scheduled to execute. The execution of this thread will overlap wighlddency event cy-
cles and improve the system throughput. Coarse-grain threading is niskd tBM pSeries* S85
[5]. Similar techniques are also investigated in J. Haskin’s work on dMT]. [27

Simultaneous multithreading (SMT) [76] can schedule instructions from alidsrin the same
cycle. ldeal resource allocation to each thread depends on the regaiieof each thread and the
balance among them for fairness. In reality, the scheduling algorithm radsiddware affordable.
Therefore simple scheduling algorithms , including round-robin and ICOURb], were proposed

to approximately achieve the efficiency and the fairness of resource tititiza SMT architectures.
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Figure 1.2 shows the basic difference of these two multithreading mecharlisassumes an
architecture with two pipelines. The top figure illustrates coarse-grain muliling while the
bottom figure illustrates SMT. In the coarse-grain multithreading figure, vitnexad 1 suffers a
cache miss, thread 2 can be scheduled and swapped in to take advdritagilie pipelines, but
in this case thread 1 and thread 2 never share any pipelines simultanetasigver, for the case
of SMT shown by the figure at the bottom, thread 1 and thread 2 can sipataes all the time.
Therefore threads in coarse-grain multithreading only share pipelimgésalig (or in time) while
threads in SMT share pipelines both vertically and horizontally (or in both tirdespace).

Threads in coarse-grain multithreading tend to share more resources Sidi. For example,
in coarse-grain multithreading architectures, threads normally sharedhieature register file,
therefore the thread switch has quite high overhead. This overheabectnierated in coarse-
grain multithreading architectures because coarse-grain multithreadingigmee to hide very
long latency events. But this kind of overhead cannot be tolerated in Sbhitectures because
of their finer granularity for thread switching. With increased resourgdichation and scaling,
SMT can achieve more throughput improvement than coarse-grain multithged he commercial
applications of SMT include Intel’s Pentium4 with hyperthreading and IBMw&5. For detailed
introduction of related work for SMT research, please refer to the Reltrk section in Chapters
3 and 5. There are other multithreading implementations like fine-grain multithgeadiich is
used in the Tera computer system [2]. Their implementation philosophy usitallyesween the
two extremes of coarse-grain multithreading and SMT. For example, fair-grltithreading can
hide events with shorter latency than a memory access, but its threadeanéeekin a round-robin

fashion, therefore it cannot simultaneously execute multiple threads.

1.1.3 Physical Constraints

This dissertation work considers four major physical constraints. Thegtip power, chip tem-
perature, chip area and chip pin-bandwidth. Chip power consumptiort snhoa constraint but
also a major design optimization target in many cases. Power consumption s§f&ets behavior

in a number of ways: First, for handheld devices it largely determinesmysattery life. Second,
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Year 2006 | 2010 | 2013 | 2016
Tech node(nm) 70 45 32 22
Vvdd (high perf)(V) 1.1 1.0 0.9 0.8

Frequency (high perf) (Ghz) 6.783 | 12.369| 22.98 | 39.683
Max power (high perf) (W) | 180 | 198 198 | 198
Size (mn?) 195 | 310 310 | 310

Table 1.2:ITRS roadmap

for server systems high power consumption and the associated data amolteg costs lead to
high utility expenses. Third, power consumption and power density distribatiothe chip de-
termines chip temperature and high chip temperature usually leads to higlgpamst. Finally,
power delivery competes with off-chip traffic for pin-bandwidth while chips are already a lim-
ited resource. Since chip area is not shrinking from generation to géoeiand power density
increases with technology, total chip power is also increasing. Ther#i constraint is becom-
ing more and more serious. From the 2005 ITRS prediction listed in Table &.2aw see that
the maximum power estimation is fixed at 198W for the 45nm, 32nm and 22nmoieglyn But
in 2001 ITRS prediction, the maximum power estimation for 22nm technology288%V. This
reduction shows that such high power delivery will not be affordabkbénfuture, especially due
to the power density problem. Therefore any future CMP research niestita power constraint
into consideration.

Power consumption includes two parts: The dynamic power consumption thanmsistor
switching and the leakage power consumption. Leakage power is alsoexjally dependent
on temperature. For a typical chip working at 373K, the leakage powecaastitute more than
40% of the total power consumption in 65nm technology. This ratio is onlyrarda0% for 130nm
technology. Because leakage power plays a more significant role in totedrconsumption at
future technology, this dissertation models this factor.

Because chip power density is increasing with technology, the constnaéntadchip tem-
perature is also becoming more severe. High chip temperature not onlytéehish packaging
costs, but also leads to worse life-time reliability because many failure meofg(lige electro-

migration) are exponentially dependent on the chip temperature. For alesé tteasons, chip
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temperature is also becoming a major design constraint.

Chip area is also a major constraint in designing a CMP. Bigger chip aressmaewiler yield
and therefore increased chip manufacturing cost. Table 1.2 shows ¢hetiifharea will not in-
crease. It remains constant for 45nm, 32nm and 22nm in ITRS 20@&cpom. Due to different
chip pricing for different markets, the specific chip area constraintdiffarent markets are differ-
ent. Generally high end server chip tends to be aroundrd®®while desktop and laptop chips
are around 100?. In a CMP design, a bigger chip can hold more cores and may providerhighe
throughput, therefore the constraint of chip area is crucial for CMityds.

Finally, this dissertation also considers the chip pin-bandwidth constrainhapt€r 7. Pin-
bandwidth limitations are likely to be an increasing challenge for designers ltifecote CPUs as
future CMP chips will integrate tens of cores and each core can be multiekde Using optical
links can increase chip pin-bandwidth greatly, but this technique is stillrsiype at this time.
Integrating EDRAM on chip can help reduce the off-chip bandwidth, bsttéchnique is still not
widely available in industry. Currently, chip pin-bandwidth is limited by the nunddehip pins
and on-chip DDR/DRAM controllers. Nowadays a typical server chip like3fi| Cell chip and
the Sun Niagara chip can provide 25GB/s or so pin-bandwidth.

In reality, all these constraints are inter-related. For example, when ¢aecanstraint is re-
laxed, a better CMP design in terms of throughput tends to put more corelsimnhowever, if
there is a temperature constraint, it is not always beneficial to put as noaey as possible on
chip, because the performance benefits from adding more cores magdted by the extra ther-
mal stress and requisite throttling introduced by these cores. Another kx@that more pin-
bandwidth requires more on-chip DDR/DRAM controllers, which consumee citp area. More
pin-bandwidth may also require more chip pins, which will decrease the nuaflpens used to

deliver chip power and therefore decrease chip power delivegiikties.
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1.2 Research Issues and Dissertation Overview

This dissertation first builds the models necessary to simulate the perfornpemeer, area, tem-

perature and chip pin-bandwidth of both CMP and SMT architectureseit tises these models
to explore the vast design space of CMP subject to the various physicatraints and shows
the fundamental tradeoffs in future CMP designs. The main researasiasual contributions are

summarized as follows.

e What are the best CMP configurations under physical constraintspt€hkat and 7 are
dedicated to this topic. This research optimizes the following design dimensiorestype
(in-order vs. out-of-order, single-thread vs. SMT), core numpireline depth, pipeline
width and L2 cache size. Because the design dimension of the core typspieaidl interest

to the architecture community, it is discussed in detail in Chapter 7 separately.

e Chapter 6 explores the multi-dimensional design space for chip multiprasesa@stigating
the inter-related variables of core count, pipeline depth, superscatdr, WRicache size, and
operating voltage and frequency, under various area and thermstr@iots. The results
show the importance of joint optimization. Severe thermal constraints can denutieer
physical constraints such as pin-bandwidth and power delivery, denating the importance
of considering thermal constraints while optimizing these other parametersaigfressive
cooling solutions, reducing power density is at least as important asingdiastal power,
while for low-cost cooling solutions, reducing total power consumption isenmmportant.

This work is also published in [53].

e Chapter 7 investigates a wide spectrum of core types in CMP designs,imgingorder vs.
out-of-order, non-SMT vs. SMT, different level one cache sizekdifferent pipeline depths
and widths. Designers of future chip-multiprocessor systems will be isicrglgt required to
optimize for a combination of single-thread performance, total chip thrautglpd energy.
This chapter explains that for systems that must meet single-thread lategeistaggres-

sive out-of-order cores can provide superior single-thread latenagidition to competitive
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or in many cases superior aggregate throughput. This conclusion h@dsmhen latency
constraints are relaxed to 10x of a conventional OO architecture. CHaalso finds that in-
order cores do provide some benefits from a thermal standpoint; whemahsonstraints are
quite severe, in-order cores can be superior when latency constrargsall and throughput

is of primary concern.

e ltrequires significant modeling efforts to build up an infrastructure theasble of this CMP
design space exploration subject to physical constraints. The bagicrpance, power and
temperature modeling methodology is introduced in chapter 2. The methoddlpgyver
and area scaling with different pipeline depths and widths is presentedect6. Chapter 7

introduces the modeling of an in-order architecture and the modeling of chipapidwidth.

e CMP simulation is very costly. The CMP design space search in this dissentatjaires
numerous CMP simulations. Brute force simulation is unaffordable for this tAskMP
simulation acceleration technique - Zauber - is proposed in this dissertatietptthe CMP
design space exploration. This method decouples the core simulation andetteermec-
tion/L2 cache simulation and improves the CMP simulation speed by more than 100 times
while retaining good accuracy. This approach is introduced in detail ipteh&. It is also

published in [53].

e Compared with single-threaded architectures, SMT architectures neadlto many re-
sources to avoid excessive resource competition and provide the opénfairpance. This
optimal scaling factor is important for this CMP research and the compartsGiM®& and
SMT. Chapter 3 introduces modeling extensions to an architectural simulkaitcit allow the
study for the power-performance efficiency of SMT. This modeling esitemis used to do a
thorough research on SMT power efficiency analysis and give the dptaaking factor for
the best power-performance tradeoff for SMT. This serves as thmdfdion for the work in

chapter 5 and 7. This work is also published in [52].

e Clock gating is a major technique for saving power. Different clock gatiylgs can change

the chip power density and temperature dramatically. It is therefore impaootémiestigate
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the efficiency of different clock gating styles for different units on cduiyg their interactions

with architectural factors. This research is presented in chapter Alsidgpublished in [51].

e The comparison of CMP and SMT architectures. It is important to understenfunda-
mental difference in terms of performance, power and thermal efficieettyeen these two
architectures before we try to consider incorporating SMT in CMP. Chépdees an equal
area comparison of a two threads SMT chip and a dual-core CMP chipe$hks show that
CMP is superior in terms of performance and energy-efficiency for-88Whd benchmarks,
but SMT to be superior for memory-bound benchmarks due to a largeatiZec Chapter 5

also shows the fundamental difference in heat up mechanisms for theaectvitectures.



Chapter 2

Experimental Methodology

2.1 Simulator

2.1.1 Baseline Model

The detailed core simulation infrastructure used in this dissertation workst®n§ Turandot, Pow-
erTimer, and HotSpot 2.0. Turandot is a validated model of an IBM POWIiKR4architecture
[60]. PowerTimer implements circuit-extracted, validated power models, wiaslbeen extended
with analytical scaling formulas based on Wattch [6, 8] in this work. HotSpgbia validated,
architectural model of localized, on-chip temperatures [70]. Each skthemponents in this de-
tailed simulation infrastructure is modular so that any particular simulator cagpiteced with an

alternative.

2.1.1.1 Baseline Performance Model

Turandot models an out-of-order, superscalar processor withinasoonfiguration similar to cur-
rent generation microprocessors. The overall processor orgi@amia shown in Figure 2.1 and
Table 2.1 describes the configuration of the baseline processor fanthe-threaded design point.
As shown in Figure 2.1, the simulated processor can be logically dividediintaagor units: IFU,

IDU, ISU, LSU, FXU, and FPU. The components of these units are listexhvbe

15



Chapter 2. Experimental Methodology 16

e Instruction Fetch Unit (IFU): IFU includes program counters, levad-amstruction cache,
instruction TLBs, instruction buffer, branch predictor, next fetchradd predictor (NFA),

return address stack, etc.
¢ Instruction Decode Unit (IDU): IDU includes instruction decoder, mioae ROM, etc.

e Instruction Sequencing Unit (ISU): ISU includes register renamesgyvation stations, and

retirement queue, etc.

e Load/Store Unit (LSU): LSU includes effective address calculatoelieme data cache, data

TLBs, cast-out queue, load reorder buffer, store queue, load mésegetc.

e Fixed-point Execution Unit (FXU): FXU includes integer ALUs, integer muiggs/dividers,

shifters, integer register file, etc.

¢ Floating-point Execution Unit (FPU): FPU includes floating-point pipeljrfesating-point

register file, etc.

cache | tmm— Issue queue q sue queu Issue queue
Integer Loadistore P Branch

| Issue logic || Issue logic |

Issue logic

Figure 2.1:Modeled Processor Organization [52]
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Processor Core

Dispatch Rate 5 instructions per cycle

Reservation stations mem/fix queue (2x20), fpg (2x5)
Functional Units 2FXU, 2 FPU, 2LSU, 1 BRU
Physical registers 80 GPR, 72 FPR

Branch predictor 16K-entry bimodal, 16K-entry gshare,

16K-entry selector, all with 1-bit entries
Memory Hierarchy

L1 Dcache Size 32KB, 2-way, 128B blocks
L1 Icache Size 64KB, 1-way, 128B blocks
L2 1/D 1MB, 4-way LRU, 128B blocks

9-cycle latency
L3 Cache/Memory Latency 77 cycles

Table 2.1:Configuration of simulated processor

2.1.1.2 Baseline Power Model

PowerTimer differs from existing academic microarchitectural poweiep@ance simulators pri-
marily in energy-model formation [9, 29]. The base energy-models areedefrom circuit-level
power analysis that has been performed on structures in a currenpéifgirmance PowerPC pro-
cessor. This analysis has been performed at the macro level, and imalgemdtiple macros will
combine to form a microarchitectural level structure corresponding to with# the performance
model. PowerTimer models over 60 microarchitectural structures whichedireed by over 400
macro-level power equations. Unless explicitly mentioned, | assume uniéattage power density
for all the units on the chip if they have the same temperature. Leakage goasimated based
on a formula derived by curve fitting with the ITRS data [68]. Leakagegyat one unit depends
on the area and temperature of that unit. Incorporating more accurasgéepkwer models will
improve the accuracy of the results, especially for future technologiasmsortant area for future
work.

These energy models are tightly coupled with Turandot, the performance simdésscribed
in Section 2.1.1.1. The unconstrained power estimates are then scaled bgrofittextural utiliza-
tion information to estimate clock-gated power dissipation. The remainder ofdti®is focuses
on issues that will specifically be impacted by simultaneous multithreading arahyrthermal

management: in particular, the clock gating and resource scaling methodologies
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PowerTimer uses microarchitectural activity information from the Turamdotiel to scale
down the unconstrained power under a variety of clock gating assumptibimis study uses a
realistic form of clock gating which considers the applicability of clock gatingger-macro ba-
sis to scale down the power depending on microarchitectural event cdumssstudy determines
which macros can be clock gated in a fine-grained manner (per-entrgrestage clock gating)
and which can be clock gated in a coarse-grained manner (the entire wtibeigle to be clock
gated). For some macros (in particular control logic), no clock gating ibeghhis corresponds
to about 20-25% of the unconstrained power dissipation. Typically, taet\savings due to clock
gating relative to the unconstrained power is roughly 40-50%. SMT maghémel to increase the
utilization of the pipeline, diminishing power reduced by clock gating.

There are several styles of clock gating that are applied depending spéekific macro. These
include valid and stall gating for latch-based structures and read andperiteyating for array
structures. Valid-bit clock gating is commonly used in pipeline latches andvwaliagimall memory
structures that are designed using latch-and-mux schemes (e.g. issuesgimstruction buffers,
etc). In this style of gating, a valid-bit is associated with every bank of Iatehe the local clock
buffer of the latch bank is gated when the valid-bit is not set. For arragtsires such as caches
and large RAM-banks in certain queue structures, the array strudilization is proportional to
the number of read and write accesses to the structure. This dissertatomuggs and compares

different clock gating choices for array structures in Chapter 4.

2.1.1.3 Baseline Temperature Model

To model operating temperature, this study uses HotSpot 2.0 (http://lava.icéavedu/HotSpot),
which accounts for the important effects of the thermal interface materilsl) (Between the die
and heat spreader and has been validated against a test chip [30].

HotSpot models temperature using a circuit of thermal resistances ancitaapas that are
derived from the layout of microarchitecture units. The thermal packegés modeled consists of
the die-to-spreader TIM (thickness 0.05mm), the heat spreader (tsEkmem), another TIM, the

heat sink (thickness 6.9mm), and a fan. Removal of heat from the packagirflow takes place
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by convection and is modeled using a single, equivalent thermal resistdmig assumes the fan
speed and the ambient temperature inside the computer “boXCj4re constant, both of which
are true for the time scales over which all benchmarks are simulated.

Due to lateral heat spreading, thermal behavior is sensitive to the lafytnat imicroarchitecture
units. This study uses the floorplans shown in Figure 2.2, which havedss®med by inspection
from the die photo of the POWERS5 in [14]. Note that Figure 2.2 only showslans for the
single-threaded and CMP chips. The SMT floorplan is identical to the sthgpaded case, except
that the increase in resources to accommodate SMT makes the core 1260 (dtge is small
enough—a few percent of the total chip area—that the impact on L2 si&Mad can be taken as

negligible.)

FXU o_reg FXU [ 15 reg FXU

IsU ISU ISU
FPU L) FPU reel ppy

fp_reg

IDU | BXU IDU | BXU IDU | BXU
LsuU LSU LSU

I_cache D_cache I_cache D_cache | I_cache D_cache

IEU IFU IFU

L2Cache L2Cache

Figure 2.2:Floorplans used for thermal simulation. The SMT core is 12% lager than the ST core
shown above. [54]

2.1.2 SMT Extension to the baseline Model

This section describes the extensions that are added to the Turandotiewenodel for sup-
porting SMT. A distinguishing feature of SMT is that execution units (FXUUFEXc) are usually
shared among threads, thread-specific resources, such asnpiagraters, are always duplicated,
while the rest of resources (branch predictor, caches, etc) cam béghghared or duplicated de-
pending on design choices. Since all these resources are already dhioditle single-threaded
base model, the extensions to SMT are straightforward. In addition tormesextensions, extra
control logic is needed at various pipeline stages to decide which threadklgyo ahead, while
others should be stalled on a given cycle. A simple policy that is commonly usexlirsd-robin”,

where the choice of the target thread is rotated sequentially (with wrapdyamong the available



Chapter 2. Experimental Methodology 20

threads. This is the default thread selection policy implemented in the new Sablesl perfor-
mance model. In future work, more sophisticated thread prioritization policiebwididded and
tested.

SMT impacts the resource utilization within a microprocessor. This impact willdepending
on the style of clock gating that exists in the underlying structures. For draifithe occupancy
rate of queues increases, structures with valid-bit based clock gatnlikaly to see increases
in power dissipation. On the other hand, the impact of SMT on array stasctuay be small if
the total number of accesses is roughly constant. For example, for thengakiead, one would
expect roughly the same number of loads and stores with SMT and nonagiifecture, as this
is primarily dependent on the trace being executed, not the microarché&ectur

The majority of structures in a superscalar pipeline can be shared whereating the micro-
processor for SMT. However, architected state must be duplicatediiitianal threads and new
performance bottlenecks may arise requiring extension of sharedcesorhe major anticipated

resource needs for SMT extensions can be categorized into the following

e Resource Duplication. Structures such as the program counter musapleated for each
thread. In this case power dissipation has been increased proportitmély number of

threads in the machine.

e Latch-Based Queue Structures. With latch-based queue structurgmwibe dissipation is
dominated by the latch and clocking circuitry, and increases nearly line@Hytlve increase

in the number of entries and bits per entry of these structures. The folldaimyla is used:

Entriesiew
Powehew= ——— *x Powe PowerFactor 2.1
hew= Etrie S * base* (2.1)

The default power model assumes tRatwerFactoris 1.0 (linear scaling). Li et al. [52]

showed that the choice of power factor does not change relativeibeha

e Array Based Structures. For array-based structures, the empiricabdexel data from

PowerTimer has been used for a base value, and this base value isdlezhfec size and
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associativity with estimates based on analytical models built into Wattch [8].

2.1.3 CMP Extension to the Baseline Model

In this dissertation work Turandot is extended to model a CMP configuraBorfar, only multi-
programmed workloads without inter-thread synchronization are stgghor his essentially con-
sists of simulating two separate cores, except that cache and cacheriflicts in the shared L2

cache must be modeled, as they are important determinants of performance.

2.2 Benchmark

SPEC2000 benchmarks are used for the research work in Chapter®and 6. This dissertation
also uses SPECJBB in Chapter 7. Detailed sampling and tracing methodologsoduaed in
these chapters. Single-thread benchmarks are combined to form SMTheh#mMarks. The
methodology of combining single-thread benchmarks to form SMT/CMP leadts is presented
in Chapters 3, 5,6 and 7.

2.3 Speedup Metric

Comparison of different SMT configurations, or comparison of an SMifiguration against a
single-threaded configuration, is difficult. As Sazeides and Juan @ khown, IPC can be
misleading unless exactly the same instruction count for each thread is uatédexperiments.
Otherwise, a high IPC may be achieved with a skewed load balance. Seaably71] also argue
that SMT simulations should not be stopped when the first thread completeddonp comparison
only on the portion of a workload that experiences multithreaded exectilas.unfairly benefits
SMT configurations by not accounting for periods of less than maximunugfmaut. When per-
forming energy-efficiency studies, it also overlooks the impact of SMargnoverheads that are
present even when only one thread is executing. Both groups prsjpoise& metrics for computing
an “SMT speedup”. The goal is to distinguish between configurationsttééve high throughput

at the expense of a single thread from those that do so with balancedtprdgdrom both threads.
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Sazeides and Juan propose that

Z I—nonSM'I'm

SMT speedup= 3
SMT

2.2)

wherelL; is the execution latency of thi&h thread on a single-threaded system, anid the ex-
ecution latency of the workload on an SMT system. A drawback to this mechasithatLsyt

is determined by the thread that finishes last, and it cannot distinguish letliffszent execution
rates for other threads.

Snavely et al. propose that
(2.3)

wherelPCsw1[i] is the IPC of just thé'th thread during an SMT execution ahCnonsmi] is its
IPC during single-threaded execution. This considers how each thegmims under SMT relative
to its non-SMT performance, so this metric is chosen for speedup computatitins dissertation.
Usually all speedups are computed relative to the IPC of each worklodtedraseline, non-SMT
machine.

In contrast to evaluating performance, evaluating energy efficiermylghise traditional, sim-
ple unweighted metrics. Total energy consumed during an experiment ipphepaiate value to
use for energy metrics, and simple end-to-end execution latency is thepajape value to use for
delay with energy-efficiency metrics like energy-délayhere are two reasons for this. First, un-
like the tradeoff between energy and execution speed, it is not cleatchtrade off energy and
load balance. Second, using weighted SMT speedup in an energgreffianetric could yield
the counter-intuitive result that, among two SMT configurations with equaiterend execution
latencies, a result with higher energy consumption is preferred. Thenamt in this section also
applies to CMP. Therefore the same methodology is used for CMP speedepargy consumption

calculation.
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The Energy Efficiency of Simultaneous Multithreading

3.1 Introduction

Simultaneous multithreading (SMT) [76] is a relatively new microarchitectusedgigm that has
found its way into real products [35,55]. The promise of SMT is aréatent throughput enhance-
ment; however, the significant boost (10-40%) in instructions per ciee)(is accompanied by an
increase in power consumption. Since the area increase reported foegddution is relatively

small (less than 5% per chip) [16], the main concern in next-generation [@bdessor design is
that of worst-case power and temperature characteristics.

There has been recent related work in understanding area effi@adgyower issues in mul-
tithreaded processors. Burns and Gaudiot [11] consider the scalalfilfgrious resources in an
SMT processor and perform a detailed study of the area overhead DipEocessors. Seng and
Tullsen study several power-aware optimizations in the context of a fesolirce multithreaded
microprocessor [66]. This work recognizes that increased procesifization in SMT machines
will impact power, but not area, and focuses on understanding tidafental power-performance
efficiency of SMT rather than SMT-specific power optimizations.

This work provides several major contributions. First, a thorough despgoe exploration is
provided to understand the performance benefits and power costsofrStkle context of exten-
sions to an existing POWERA4-like microarchitecture. This exploration showSMa is a very

power-efficient design paradigm in termsBb? and can provide a 20% performance improvement

23
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for a varied mix of workloads with a power overhead of around 24%r& hees several underlying
reasons for power uplift (the same as power increase) in SMT machimg#he uplift is diagnosed
by analyzing the machine at the unit level in this work. The impact of fututeni@ogies is also
analyzed where static leakage power is more significant, and it can benitetdrthat the power
overhead of SMT decreases with leakier process technologies leet@usower uplift due to uti-
lization is marginalized by the larger fraction of leakage power. Finally, thigtEr discusses the

sensitivity of conclusions to modeling assumptions. This work is also publishgsP].

3.2 Benchmark Methodology

For this study, 10 SPEC2000 integer benchmarks are used for singéal texperiments. They
are compiled bylc compiler with -O3 option. The static trace generation tool generates the final
static traces by skipping the first 1B instructions and then tracing for 108kuictions in 50M
instruction chunks, skipping 100M instructions between chunks.

Pairs of single-thread benchmarks are used to form dual-thread SNchivarks. There are
many possibilities for forming the pairs from these 10 benchmarks. The fiodpmethodology
is used to form pairs. First, each single thread benchmark combines withtadelfm a pair,
which gives a total of 10 pairs. Then several pairs are formed by congpdifferent benchmarks,
after categorizing the benchmarks into four major categories: high IPGAoHE, memory in-
tensive or not memory intensive. Six pairs are finally formed (gzip+perllgoé+gap, twolf+mcf,
parser+bzip2, bzip2+twolf, gcc+mcf) of dual-thread benchmarkshgcting unique combinations

of benchmarks with these categorizing criteria.

3.3 Results

This section discusses the relative power-performance efficienciadf &nalyze the relative im-
pact of SMT power uplift factors, and discuss sensitivities to resaires, leakage power, and the

power modeling methodology.
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3.3.1 Power-performance Efficiency of SMT

30% -
25% -

20% -

—+-Ideal case
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-=- Extra front-end stage
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Extra register file latency
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5% —- Extra front-end stage +

extra register file latency
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-10% - X

Performance gain compared to ST

Resource Scaling factor

Figure 3.1:Performance of SMT vs. ST [52]

To provide a balanced approach to support the increased numberigittimfistructions pro-
vided by SMT, a “ganged” scaling is provided of all instruction buffeugiges, including instruc-
tion buffer, retirement queue, reservation stations, and physicateegig his chapter usessource
scaling factorto indicate the magnitude increase of queues, buffers, and physicsaérdgdes com-
pared to the base case shown in Table 2.1. A resource scaling factfraifrtesponds to the case
where these structures are sized the same as the base case, while@eresaling factor of 2.0
means all the structures mentioned are double-sized. The memory hieazictimyemory-related
gueues (including load reorder queue, store reorder queue, ahanisa queue) are not scaled,
because the sensitivity study indicates that their current sizes, as inghedre, do not constitute
a performance bottleneck for the benchmarks this chapter studies. Silygeact of the resources
are upscaled, the overall core area increase (excluding L2 cacasiirizated to be around 10%
with a resource scaling factor of 1.5.

Figure 3.1 summarizes the performance benefit for SMT over the baskelgie-threaded (ST)
microprocessor, when varying the resource scaling factor. The msnshewn are the average
performance for all the SMT pairs that are simulated. The four curvegsmond to different

assumptions about the extra latencies SMT will incur, including the ideal SMehime, where no
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extra latencies are added, a machine with an added pipestage in the fidotamtount for thread
selection logic, a machine with an added pipestage in the register file accexotmafor the
larger register file, and finally, a machine that incurs both of the aboveclaterWe see from the
figure that, at resource scaling factor of 1.0, thread contention is ausgsioblem, and even the
ideal SMT machine suffers a 5% performance loss. The performanesases significantly when
extra resources are added. At 1.5x scaling, the SMT performaneditianreases to around 21%
for the ideal machine and 19% for the machine with both additional latenciescdies begin to
saturate with resource scaling factor of about 1.5, after which poirgasang resources sees only
diminishing performance gains. An interesting observation from the figsithat the four curves
have very similar trends, indicating that the different latency assumptionstdchange the SMT

performance trend while varying resource scaling factor.
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Figure 3.2:Power Dissipation of SMT vs. ST [52]

Now we look into the power dissipation of SMT. There are two major factortschiase SMT
power uplift — the uplift due to resource duplication and resource sizidglee power uplift due to
increased utilization (leading to reduced clock gating potential). PowerTilhogrsame to measure
the contributions of these two major components by providing power statisticamdtivithout the
power uplift applied by resource scaling. Figure 3.2 details the additiawépdissipation that
SMT incurs over the single-threaded machine and breaks down the twaoemts of SMT power
uplift. At the 1.5x scaling point the total core power has increased by 24&tive to the single-
thread machine. The increase in processor utilization accounts for 8%oot this power increase

and the remainder is due to the increased resource sizings. The polfedus to processor
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utilization exhibits an interesting trend — with very small (1x) and very largg\@kies of resource
scaling factor the power uplift is relatively small (5-6%). This trend is esgrddn more detail in
Section 3.3.2 when the per-unit power uplift breakdown is discussed.

Figure 3.2 also breaks down the power uplift due to increased leakager s the size of
resources is increased. In the model this work uses, leakage powstinisted as a fraction of
unconstrainedactive power and this work does not scale leakage power with utilizationthEo
baseline model, this fraction is assumed to be 0.1 and this variable is calleakage factar We
see that for the power uplift due to resource scaling, leakage powleacive power track very
closely. However, because the leakage power does not incur the adtfimver overhead due to
increased utilization in the SMT machine, leakage power does not growcdyoas active power.
Section 3.3.3 considers the sensitivity of results to leakage factor.
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Figure 3.3:Energy-Delay’ of SMT vs. ST [52]

For high-performance processors power-efficiency can besidmtified by the Energy-Deldy
metric. Improvements it D? correspond to power-performance efficiency benefits that exceed th
cubic benefit derived by simply tuning the full-chip clock frequency amap$y voltage [7]. Figure
3.3 provides the results f@D? and we can see that SMT is indeed very power-efficientEDd
is minimized with the SMT processor with 1.6x resource scaling. This is notisump, given that
SMT performance gain starts to saturate at around 1.5x, while poweratissincreases continue

with larger values of resource scaling factor.



Chapter 3. The Energy Efficiency of Simultaneous Multithreading 28
3.3.2 Breakdown of SMT power overheads by unit
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Figure 3.4:Power Dissipation Breakdown by Units [52]

We can obtain a better understanding of the power overheads assodiit€MT by breaking
down the power uplift by unit. Figure 3.4 shows the power increase uidarfor five major units
within the microprocessor. The instruction sequencing unit (ISU) cletahds out as experiencing
the largest power changes, primarily because almost all of its suburdtsasueservation stations,
register renamers, and retirement queue, are scaled to support 8Mfixdd-point execution unit
(FXU) exhibits similar behavior, albeit milder, because the integer registewtilieh is also scaled
under SMT, is in this unit. On the other hand, the power dissipation incredise instruction fetch
unit (IFU) and load/store unit (LSU) is primarily a result of increased utilizg as most of their
components stay unchanged from ST to SMT. With more load/stores exemded SMT, at 1.5x
resource scaling the LSU dissipates 10% additional power. The utilizatidh afboth of these
structures saturates when the larger instruction buffers and registebét®mme large enough to
support the ILP in both simultaneous threads.

The instruction decoding unit (IDU) displays behavior that is quite diffetiean the other units.
At the 1x scaling ratio, the power increase with SMT is roughly 10%, but thep delta gradually
reduces as the resources increase. The investigation reveals thatatitig, the small instruction

gueues and physical register files are a severe performance bditlefbis causes congestion
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within the IDU since the IDU decouples the IFU and ISU. Since the IDU utilizd&lsbit based
clock-gating, the increased occupancy leads to higher power dissigatiopared to the single-
thread base case. As the resources in the ISU is upscaled, the perderbwdtieneck at the ISU is

gradually removed, reducing IDU power.

3.3.3 Sensitivity to Leakage Power
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Figure 3.5:Impact of Leakage on Power Dissipation of SMT vs. ST [52]

As process technologies migrate to smaller channel lengths and lowerdltrgshiages, static
leakage currents become a major concern in the design of micropraze$ha section considers
the power overheads of SMT compared to single-thread architecturebimolegies where leakage
is a significant fraction of total power dissipation.

Figure 3.5 shows the total power increase (including active and leak&d@GM T compared to
the single-thread baseline machine. The future technologies is repikbgniarying the leakage
factor (LF) of the design from 0.1 (the baseline) to 0.5. As describeddtid®e3.3.1, leakage factor
is defined to be the fraction of the total unconstrained chip power that iagegbower.

Figure 3.5 shows that the total power uplift decreases slightly with leakieeps technologies.
At the 1.5x scaling point, the total power uplift is 24% with LF = 0.1, but reduoe20% with LF

= 0.5. This result is intuitive — as active power becomes a smaller fractioneofotal power
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dissipation, the SMT machine’s increase in utilization, and the corresponeltugtion in clock

gating potential, has less of an impact because clock gating only reduivespaver.

3.3.4 Sensitivity to Resource Power Scaling
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Figure 3.6:Impact of PowerFactor on Energy-Delay of SMT vs. ST [52]

This section considers the impact of the scaling assumptions on estimaEB¥oFor many
of the structures, as resources are scaled, it is assumed that asénordee number of entries has
a linear increase in the unconstrained power dissipatiorRawerFactor= 1.0 in Equation 2.1.

However, there may be cases where this assumption is too conservatiwxafple, the input
and output (de)-multiplexors may become a more significant portion of pdisgipation for large
queue structures, and this could cause the power to grow super-lindagyre 3.6 shows the
impact of varying thePowerFactorvariable in Equation 2.1 from 1x (linear scaling) to 1.4x. Itis
apparent that while the overdlD? savings will decrease considerably, the optimal design point is
around 1.6x for all théowerFactorthis work considers. This indicates that a power model with
a slightly inaccuraté®owerFactorcan still have a meaningful projections for the trend Edd? of
the SMT processor. This is encouraging, since for many architectwdikes, relative accuracy
is sufficient because early-stage architectural studies are primarilydaden narrow the focus of
design choices. Later studies after design implementation begins can pramideletailed models

that improve absolute accuracy.
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3.4 Future Work and Conclusions

The future work can seek to further validate the performance and pexensions for SMT. The
baseline single-threaded performance model has been extensivelgtedliagainst a pre-RTL,
latch-accurate processor model for a current generation micraggocgs9]. For the SMT exten-
sion, the future work can focus on validating the two major perturbatiorsechoy SMT: increased
utilization and resource scaling. The strategy to validate utilization is as foll&irsple mi-
crobenchmarks can be constructed, which are mainly loop-like kernetsewresource utilization
can easily be deduced under single-thread or SMT environment. Yauuoasuch microbench-
marks, collect the utilization, and compare them with the offline calculation to ma&édtey match
each other. Another possibility is to validate the SMT performance model aglagnsroduct-level
processor model for the most recent IBM processor.

It is also very useful to analyze the worst-case temperature behavi@yastructures within
the microprocessor, in particular within the ISU, which incurs a sharpaseren power dissipation
with SMT.

This chapter describes the modeling extension and validation strategy to theighower-
performance impact of SMT. It also performs a detailed design spacg stude impact of aug-
menting an existing POWERA4-like microarchitecture with SMT. In conclusionT $va power-
efficient design paradigm for modern, superscalar microarchitectéfésr careful resource size
tuning within the processor core, designers can expect performaxice of nearly 20% with a

power uplift of roughly 24% leading to significant reductiorEiD?.



Chapter 4

Power and Energy Efficiency of Different Clock Gating

Styles

4.1 Introduction

As modern CPU designs face power and thermal bottlenecks, desigparallty adoptclock
gating—gating off the clock signal to unneeded units, thus reducing dynamic mpdissipation.
Although there has been quite a lot of circuit-level work on clock gating 12R there is very little
work from the perspective of architecture. Brooks et al. [8] deschibw to model clock gating
in an architecture level power simulator, and Li et al. [48] propose am@iestic clock gating
scheme. Neither work compares the efficiency of different clock gathgrees, nor explores the
thermal effects of clock gating. In this chapter, by comparing the powettermal efficiency of
three different clock gating schemes, we will see it is important to take actinige factors into
consideration when the clock gating decision is made.

This chapter focuses on clock gating techniques applicable to queag/stmictures in CPUs.
Queue/array structures, like register files, TLBs, and every kind@fwding queue in the proces-
sor, consume a large portion of the chip area and power budget. THe lebippot is typically in
one of these structures. Power and thermal effects of different glatitkg schemes for queue/array
structures are therefore an important area of investigation.

This chapter investigates two design styles and three clock gating schemgsefoe/array

32
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structures. Two clock gating schemes apply to latch-mux design: valid-lok dating, in which
only valid entries are clocked; and “stall” gating, in which even valid entniehat clocked when
not in use. The third clock gating style applies to SRAM designs, and simplyg gatés not in use.
The effectiveness of valid-bit gating is determined by the queue occyp&RAM port gating by
access rate, and latch-mux stall gating by both. The ratio of queue oyupersus array access
rate depends on architectural factors and varies from unit to unit oohifpeand benchmark to
benchmark.

While there are many considerations as to what design style each quaystancture should
adopt, this chapter focuses on their architectural characteristics. $peafically, this chapter
investigates two architectural aspects of each structure: occupad@caess rate. If a structure
has high occupancy but relatively low access rate, an SRAM-basgghdeill be power-efficient
because most of the time the structure can be clock-gated (due to its lowg aates On the other
hand, if a structure usually has very few valid entries, which are aedessy frequently, then a
latch-mux design makes more sense since most of the entries can be datedtaff the time.

This chapter presents results of circuit simulations for several implementafi@nsay struc-
tures and architectural analysis of the utilization of these structures.itBéisp power and area
benefits of SRAM-based array structures, there are severaheasty designers may favor latch-
mux designs for relatively small array structures such as queues #edstwithin a microproces-
sor. SRAM designs typically require a full-custom design methodology andequire additional
design attention due to increased SER-susceptibility and complications withr&isg technolo-
gies. For example, array design effects with SOI technology includesitiarhipolar currents
during writes and bitline leakage during read operation [1]. Latch-bdssign structures may also
be favored as they fit in more easily with standard scan-chain based teistitegies. This work is

also published in [51].
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FXQ | FPQ | FXMAPPER | FP MAPPER | FXREG | FPREG | LRQ | SRQ | SDQ
Read/Write ports number 2/2 2/2 5/2 2/1 5/2 2/1 2/2 2/2 1/1

Table 4.1: Number of ports modeled. For clustered structures, we only eport ports for a single
instance [51].

4.2 Modeling Methodology

4.2.1 Benchmarks

To keep data collection and presentation tractable, eight SPEC2000 ibtegdmarks and seven
SPEC2000 floating point benchmarks are used in this work. They wieretes to provide a mix

of programs with a range of compute-intensive vs. memory-bound bekavio

4.2.2 Power Model

This work studies the fixed point register flE X_REG), fixed point issue queug~XQ), fixed
point register mapping unit- X_.MAPPER, floating point register filéFP_REG), floating point
issue queudFPQ), floating point register mapping un{FP_.MAPPER, load reorder queue
(LSU_LRQ), store queugLSU_SDQ) and store reorder queeSU_SRQ. The number of ports
modeled for these structures appears in Table 4.1. For these strudeetegked models are devel-
oped to compare the unconstrained power for SRAM and latch-mux implemeistatio

For the specific structures this work studied, the SRAM designs wergezbfxpm low-power
memory designs. The design utilizes minimum sized transistors and does ndeiiselnse amps
because this work is primarily looking at relatively small queues and tufiigre latch-mux designs
were developed specifically for this work to be as comparable as possibeI&®RHEM designs. The
decoders and input latches were actually reused from the SRAM deaighthe latch-mux designs
followed similar sizing and fanout methodology. Simulations of the latch-mux &#\sregister
files were completed using Nanosim with accuracy equivalent to HSPI&&h Eegister file size
was designed at the schematic level, for a total of eighteen designs. Besiga simulated using
130nm process technology models, at 1.2V, and 1GHz. Additionally, élatich-mux design, the

valid bits were generated externally to facilitate rapid testing. During simulaticim eetlist was
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paired with three different vector files, corresponding to the threerdiffemeasurements: read,
write, and idle powers. The simulation vector files allowed Nanosim to veriffuhetionality of

a register file while collecting power consumption data. To ensure measureorgistency, the
same vector files were used to simulate SRAM and latch-mux designs of ememisions, based
on word size and number of wordlines. Furthermore, some care wasttakesure that different
sized register files had similar input vectors.

For each design style, 9 configurations are simulated: 8, 16, and 32 bédgavidach of 8, 16,
and 32 wordlines/entries. For the latch-mux designs, these simulationgpagteéd for scenarios
with all, half, and zero entries valid. Interpolation/extrapolation are useddafie correct power
for each structure of interest. These values are scaled proportiooaityuiti-ported structures —

see Table 4.1. This work assumes 80-entry register files consist of tentdpbanks.

4.2.3 Clock Gating Methodology

There are several styles of clock gating that we can apply. These énehlidl and stall gating for

latch-based structures and read and write port gating for array seactu

clk —
valid — ] Stall From
Previous Pipestage
Data From
Previous >
Pipestage Data For

Next Pipestage

Figure 4.1:Abstract diagrams of valid-bit gating [51].

Figure 4.1 conceptually diagrams valid-bit based clock gating. This typdéook gating is
commonly used in pipeline latches and relatively small memory structures thé¢signed using
latch-mux schemes (e.g. issue queues, instruction buffers, etc). Imylei®Egating, a valid bit is

associated with every bank of latches and the local clock buffer of the lbetick is gated when the
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clk — L
valid — Stall From
Previous
Pipestage
Data From
Previous Data For
Pipestage Next Pipestage

Figure 4.2:Abstract diagrams of stall gating [51].
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Figure 4.3:Abstract diagrams of array gating [51].
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valid-bit is not set. Figure 4.2 diagrams stall gating, a more aggressismrarf valid-bit gating,

that can also clock gate a bank of latches if it is encountering a stall conditiotinis case, if a
bank of latches contains valid data, but the pipeline is stalled (or when & @urery is not being
accessed), the clock feeding the latch can still be gated, holding the daike thé second style
of clock gating does save additional power, it requires additional timingarification efforts; for

example, the gate signal must be glitch-free. These efforts must be jubtjfibe potential power
savings quantified by architectural simulations.

Figure 4.3 conceptually diagrams the clock gating methodology that is appli&tiAMDbased
array structures. In this case, the array structure utilization is propattiorthe number of read
and write accesses to the structure. This is call as read-write port gating.

To model clock gating, it is assumed that the SRAM array and read-writdteyrcan be gated,
while the D-latch, precharge, and decoder circuitry cannot; and the hatsharray can be gated

but the D-latch and decoder circuitry cannot.

4.3 Results

Three clock gating styles (valid-bit gating and stall gating for latch-mux desigd read-write port
gating for the SRAM design) are simulated for the units introduced in SectioB. 4These units
can likely be implemented with either design style, but the SRAM implementation is evedid
more difficult to design and verify.

This section first compares the impact of the different schemes on ptiveertemperature.
| round out the discussion by explaining the architectural behavior &vair$ one or the other

implementation.

4.3.1 Power

Figure 4.5 compares the power dissipation of these CPU structures withediffelock gating
choices. These data are averaged across the integer benchmattks fiodting point benchmarks

separately. (Note that even in the integer benchmarks, the floating-popmemand register file
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Figure 4.4:The peak temperature of each benchmark with the ratio of the aea of the Latch-Mux
design versus the SRAM design at 1 (left) and at 3.3 (right) [§]

must hold at least 32 active registers, corresponding to the 32 FP regdistle instruction set.)
Because the unconstrained power of an SRAM design is much lower thidarttiee corresponding
latch-mux designs, the SRAM design is almost always superior, regaafiefock gating choice.

There are some important exceptions, however. The most striking excéptite fixed-point
issue queue, where the latch-mux designs, even with mere valid-bit gatingygerior. The rea-
son for this is that queues with sufficiently low occupancy favor latch-masigis in which only
active entries are clocked. As we can see from Figure 4.3.1, unlike ofiist the utilization of
FXQ with latch-mux design and valid-bit gating is lower than that with SRAM des{ijiote that
the occupancy is the same across all designs; since this work doesnsaterodynamic thermal
management here, the different design choices do not affect execWiibat matters is how the
power and temperature for different design styles depend on occypad activity factors.)

If we compare the fixed point issue queue and the fixed point registeefitées in the reg-
ister file typically must stay active much longer than in the issue queue. A ficied ipstruction
is put into the issue queue after renaming and is pulled out of that quewmiass all its data
dependencies are resolved. However, the entry of a physical rjestsan only be freed after the
corresponding instruction commits. Branch mispredictions also play an impaootarin regularly
clearing the queue and keeping average occupancy low, whereastEB2eregisters must remain
active even after a misprediction flush. These factors are less trud*fprdgrams, where mis-

predictions are much less frequent and FP execution latencies increasajissue waiting times.



Chapter 4. Power and Energy Efficiency of Different Clock Gating Style 39

Because of its low occupancy, the fixed-point issue queue favorsiatstdesign for many bench-
marks, despite its large unconstrained power consumption. The FXfiatoh-mux even more
with stall gating. Indeed, stall gating is always vastly superior than validdiing, because stall
gating can gate more entries. Even structures with high occupancies wilérwith stall gating

if access rates are low.

‘[] Latch and Mux B SRAM [ Stall gating @ Latch and Mux B SRAM O Stall gating
1000 M 1000 M
900 + 900 +
800 + 800 H

700 T
600 +
500 +
400 +
300 +
200
100 +

700 +
600 +
500 N
400 +
300 +
u 200 N
100 +

Power (mW)
Power (mW)

FPQ
FXQ
LRQ
SDQ
SRQ
FPQ
FXQ
LRQ
SDQ
SRQ

FP_MAP
FX_MAP
FX_REG

FP_REG
FP_MAP
FX_MAP
FX_REG

FP_REG

Figure 4.5:The average unit power of integer benchmarks (left) and flodhg point benchmarks (right)
[51]
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Figure 4.6:The average unit utilization of integer benchmarks (left) and floating point benchmarks
(right) [51]

4.3.2 Temperature

As figures in the left columns of Figure 4.7 (integer workloads) and 4.8t{fig point workloads)
show, if we assume that the SRAM and latch-mux designs have equatlzeaahe temperature
follows approximately from its power. The unit temperature with SRAM desigroissistently

cooler than that with the latch-mux design, regardless of its clock gating sBtes for the fixed-
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point issue queue, although the power consumption of this structure wittMSdA&ign is higher
than with the latch-mux design, its temperature is lower due to thermal coupling gghboring
units, which all have consistently higher power consumption and higher tatopes with the latch-
mux design. Considering the thermal profile of each possible combinationastheélye scope of
this work but necessary to fully consider the interaction of design styletarchal coupling.

Of course, the SRAM design is likely smaller than the latch-mux design. Thisdees its
power density. From the circuit design, it is estimated that the same freg&&M design is
roughly 3.3 times smaller than the corresponding latch-mux design. If thiss#fes is included,
we will have the units temperature figures in the right column of Figure 4.7 @hd\$ we can see
from these figures, the increased power density of the SRAM designs/ére lower power density
of the latch-mux design increase the temperature of the units with the SRAMhdesigdecrease
the temperature of the units with the latch-mux design. Now for the latch-muxrdesily stall
gating, temperature is consistently lower than for the SRAM design. Evehddatch-mux design
with valid bit gating, the FXQ, FXMAP, and FXREG have lower temperatures than the SRAM
design. The temperature of the SRAM design can be reduced by enlésyarga, however, this
will lead to extra latency. It is the future work to quantify this temperature/perdoce tradeoff

with area scaling for the SRAM design.
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Latch-Mux design versus the SRAM design at 1 (left) and at 3.3right) [51]



Chapter 4. Power and Energy Efficiency of Different Clock Gating Style 41
‘DLalch and Mux B SRAM [ Stall galing‘ ‘DLatch and Mux B SRAM [ Stall galing‘
390 390
380 380 -
@ 370 g 370
2 2
E] E
g 360 g 360
2 2
E, 350 E 350 1
340 340
330 330
g % g % 8 8 % 8 ¢ g % g %88 28 ¢
= S ) s =4 =4 3 ) % ) s ) s 2 =1 X B %
&\ E\ E & &\ E\ é &

Figure 4.8:The temperature of the units for floating point benchmarks with the ratio of the area of
the Latch-Mux design versus the SRAM design at 1 (left) and at 3 (right) [51]

4.3.3 Per-Benchmark Differences

The relative power and thermal efficiency of different clock gating stylet only changes from
unit to unit, but also changes from benchmark to benchmark.

Figure 4.9 illustrates this trend for the fixed-point issue queue. As weeazmfr@m this figure,
we can classify the four benchmarks into four categories: mcf has higipaacy, low access rate;
crafty has low occupancy, high access rate; gcc has high occygagbyaccess rate; and art has
low occupancy, low access rate. Corresponding to these differenpancy-access rate ratios, for
the latch-mux design with valid bit gating, mcf and gcc have relatively high tesyers while
crafty and art have relatively low temperatures; while for the SRAM desitafty and ccl have
relatively high temperatures and mcf and art have relatively low tempesature
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Figure 4.9:The temperature of FXQ for four benchmarks with the ratio of t he area of the Latch-Mux
design versus the SRAM design at 1 (left) and at 3.3 (right) B
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4.4 Future Work and Conclusions

This chapter investigates energy and thermal effects of differentrdsesifes and their associated
clock gating choices for queue and array structures in a high-perfmenauperscalar, out-of-
order CPU. SRAM and latch-mux structures are simulated to determine the@r plasgipation as
well as their scaling properties. Then these data are used in architexyaledaccurate perfor-
mance/power/thermal simulations.

The SRAM and latch-mux designs only represent one possible setighdesVhile the specific
implementations, areas, and resultant hotspots may vary with differenndesligs chapter illus-
trates intrinsic differences between SRAM and latch-mux designs. Spdlgifihis chapter finds
that even though SRAM designs have a huge advantage according torhbeirstrained power,
results can be different when architecture-level effects are modElash latch-mux designs with
valid-bit gating, the worst of all three designs, outperforms SRAM foueug with low occupancy
but high access rate, namely the integer issue queue. Furthermorgheugh SRAM designs
do yield the lowest power dissipation for most structures, their smaller aada te higher power
density. Assuming a 3X area ratio, this causes latch-mux designs with stalj ¢ationsistently
give better thermal performance for most structures and most benchimark

These results show that circuit-level simulations are insufficient for madt@sign-style and
clock-gating choices. The behavior of these structures also deperatstitecture-level and ther-
mal behavior. Especially in an era of thermally limited design, latch-mux desighstall gating
are an attractive choice, despite their apparent disadvantage whest\pemely from the perspec-
tive of raw switching power. SRAMSs also have other implementation and testavgoacks.

Finally, this work shows the importance of considering design style and getirkg for thermal
simulation, as they substantially change operating temperatures and the tigstrdfunot spots.

The current results apply to relatively small queue/buffer structuieirtg to larger structures,
exploring designs of different densities (to trade off performancedduced power density), and a
more detailed exploration of how thermal coupling affects these desigriatecare all interesting

areas for future work.



Chapter 5

Performance, Energy and Temperature Considerations for

CMP and SMT architectures

5.1 Introduction

Simultaneous multithreadinSMT) [76] is a recent microarchitectural paradigm that has found
industrial application [35,55]. SMT allows instructions from multiple threadsgsimultaneously
fetched and executed in the same pipeline, thus amortizing the cost of manyarolGtectural
structures across more instructions per cycle. The promise of SMT ise#figiant throughput
enhancement. But even though SMT has been shown energy effimianost workloads [52, 66],
the significant boost in instructions per cycle (IPC) means increasedrgbgsipation and possibly
increased power density. Since the area increase reported for S&Tt®n is relatively small
(10-20%), thermal behavior and cooling costs are major concerns.

Chip multiprocessindCMP) [24] is another relatively new microarchitectural paradigm that
has found industrial application [35, 39]. CMP instantiates multiple proc€ssoes” on a sin-
gle die. Typically the cores each have private branch predictors astdeiel caches and share
a second-level, on-chip cache. For multi-threaded or multi-programmekiomols, CMP archi-
tectures amortize the cost of a die across two or more processors andlatewharing within a
common L2 cache. Like SMT, the promise of CMP is a boost in throughput. rdpieation of

cores means that the area and power overhead to support extrasttgreaach greater with CMP
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than SMT. For a given die size, a single-core SMT chip will thereforg@etta larger L2 size than
a multi-core chip. Yet the lack of execution contention between threads Hypyealds a much
greater throughput for CMP than SMT [10, 24, 64]. A side effect i gdazh additional core on
a chip dramatically increases its power dissipation, so thermal behaviooalidg:costs are also
major concerns for CMP.

Because both paradigms target increased throughput for multi-thraadedulti-programmed
workloads, it is natural to compare them. This chapter provides a thorauglysis of the per-
formance benefits, energy efficiency, and thermal behavior of SMITGMP in the context of a
POWER4-like microarchitecture. This research assumes POWERA4-liks woth similar com-
plexity for both SMT and CMP except for necessary SMT related harelwahancements. Al-
though reducing the CMP core complexity may improve the energy and thefficérey for
CMP, itis cost effective to design a CMP processor by reusing an existire. The POWERS dual
SMT core processor is an example of this design philosophy.

In general, for an SMT/CMP approach like IBM’s where the same badé¢ @Banization is
used, it is found that CMP and SMT architectures perform quite diffgréor CPU and memory-
bound applications. For CPU-bound applications, CMP outperforms SMérins of throughput
and energy-efficiency, but also tends to run hotter, because the highef work results in a higher
rate of heat generation. The primary reason for CMP’s greater thpuigs that it provides two
entire processors’ worth of resources and the only contention is forlhZontrast, SMT only
increases the sizes of key pipeline structures and threads contenedgerrésources throughout
the pipeline. On the other hand, for memory-bound applications, on at-amsaprocessor die,
this situation is reversed, and SMT performs better, as the CMP procasd$ens from a smaller
amount of L2 cache.

Itis also found that the thermal profiles are quite different between OMFSMT architectures.
With the CMP architecture, the heating is primarily due to the global impact of hegtezgy output.
For the SMT architecture, the heating is very localized, in part becaube diigher utilization of
certain key structures such as the register file. These different heatiiteyns are critical when we

need to considedynamic thermal managemef@TM) strategies that seek to use runtime control
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to reduce hotspots. In general, this work finds that DTM strategies whigéttimcal structures are
superior for SMT architectures and that global DTM strategies worktegite CMP architectures.
The rest of the chapter is organized as follows. Section 5.2 discussesdtesl work in com-
paring SMT and CMP processors from an energy-efficiency standp®ection 5.3 discusses the
details of the performance, power, and temperature methodology that isditilizkis work, in-
cluding the choice of L2 sizes to study. Section 5.4 discusses the basslitis fer SMT and CMP
architectures without DTM. Section 5.5 explores the more realistic case miveoprocessors are
DTM constrained and explores which strategies are best for CMP afddusiller performance and
energy-constrained designs. Section 5.6 concludes this chapter andsdis avenues for future

research. This work is also published in [54].

5.2 Related Work

There has been a burst of work in recent years to understand trgyeficiency of SMT proces-
sors. We [52] study the area overhead and energy efficiency of iBMiE context of a POWER4-
like microarchitecture, and Seng et al. [66] study energy efficiencysamdral power-aware op-
timizations for a multithreaded Alpha processor. Sasanka et al. considenéhngy-efficiency of
SMT and CMP for multimedia workloads [64], and Kaxiras et al. [37] do tame for mobile
phone workloads on a digital signal processor. Like this work doesgthéher studies find that
SMT boosts performance substantially (by about 10-40% for SPECleem), and that the in-
crease in throughput more than makes up for the higher rate of powgratiss, with a substantial
net gain in energy efficiency.

For multithreaded and multiprogrammed workloads, CMP offers clear pesgioce benefits. If
contention for the second-level cache is not a problem, speedupfoaecta linear in the num-
ber of cores. Although energy efficiency of CMP organizations haenlronsidered for specific
embedded-system workloads, the energy efficiency of CMP for higfepmance cores and work-
loads has not been well explored. Sasanka et al. consider the efoggncy of SMT and CMP

for multimedia workloads [64], and Kumar et al. [41] consider energyiefiicy for a heteroge-
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neous CMP core, but only for single-threaded workloads. Like thikwoes, these other studies
both find substantial energy benefits.

Other researchers have compared SMT and CMP. Sasanka et alaKekal., Kumar et al.
[44], Burns et al. [10], and Hammond et al. [24] all find that CMP dffarsubstantial performance
advantage when there are enough independent threads to keegsalbcoupied. This is generally
true even when the CMP cores are simpler than the SMT core—assuminghetioaad-level
parallelism to take advantage of the CMP capability.

Several authors [10, 44, 64] also consider hybrids of SMT and GM®P, (two CMP cores, each
supporting 2-way SMT), but with conflicting conclusions. They genefadtya hybrid organization
with N thread contexts inferior to CMP with N full cores, but to differing dsgg. It is unclear to
what extent these conclusions hold true specifically for memory-bounklleems. Since CMP
seems superior to a hybrid organization, this work focuses only on pRrelgy SMT (one core)
and 2-way CMP systems (one thread per core) in order to focus on tlesiotadvantages of
each approach. While a study of the combined energy and thermal effi@éhybrid CMP/SMT
systems is interesting, it is beyond the scope of this chapter: the incrediblyleo design space
described by [10,44,64] means that analyzing this configuration iy eacupy an entire chapter
by itself. In any case, understanding the combined energy and theffingdredy of plain SMT and
CMP systems is a prerequisite, and except for the work by SasankaagtdaKaxiras et al. for
specialized workloads, there is no other work comparing the energjeetficof SMT and CMP.
Sasanka et al. find CMP to be much more energy efficient than SMT, whigdseet al. find the
reverse. The reason is that the Sasanka work uses separatenmaghnich scale well with an
increasing number of processors and can keep all processor@ed.cln contrast, with the mobile
phone workload of Kaxiras et al., not all threads are active all the tinteic@ cores waste some
energy. Instead, their SMT processor is based on a VLIW architeahaés wide enough to easily
accommodate multiple threads when needed.

I am only aware of two other papers exploring thermal behavior of SMVaarCMP. Heo et
al. [26] look at a variety of ways to use redundant resources, inagjudinitiple cores, for migrating

computation of a single thread to control hot spots, but find the overHeameswapping is high.
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Donald and Martonosi [17] compare SMT and CMP and find that SMT yresl more thermal
stress than CMP. But, like many other studies comparing SMT and CMP, theirsemassumes
that the cores of the CMP system are simpler and have lower bandwidth thamge-threaded
and SMT processors, while this work follows the pattern of the IBM POWERYVERS series
and assumes that all three organizations offer the same issue bandwidtbrg@e Donald and
Martonosi also consider a novel mechanism to cope with hotspots, bygatiditite space” into
these structures in a checkerboard fashion to increase their size jpeifilhospread out the heat,
but found that even a very fine-grained partitioning did not achievedbeeatl heat spreading. This
work adopts a similar idea for the register file, the key hotspot, but ratheiinbeease its size, this
work throttles its occupancy. Simulations using an improved version of Hbi8481] suggest

that sufficiently small structures will spread heat effectively.

5.3 Modeling Methodology

According to [14], the POWERS5 offers 24 sensors on chip. Accolgjmge can assume itis reason-
able to provide at least one temperature sensor for each microarchateldok in the floorplan, and
that these sensors can be placed reasonably close to each blogi&t hmtshat data fusion among
multiple sensors can achieve the same effect. We can also assume thginavaral data fusion
allow dynamic noise to be ignored , and that offset errors can be rentyvedlibration [3]. The
temperature is sampled every 100k cycles and set DTM experiments’ thenneagjency thresh-
old at 83C. This threshold is carefully chosen so for single thread single corgtecture it will
normally lead to less than 5% performance loss due to DTM control. At the miegirof the
simulation, the steady state temperature is set for each unit as the initial temparathe whole
simulation’s thermal output will be meaningful. For DTM experiments, the initial &xaore is
set as the smaller value of the steady state temperature without DTM and timaltieenergency

threshold which is 8% in all DTM experiments.
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gzip | mcf | eon| bzip2 | crafty | vpr | ccl | parser
IPC L L H H H H H L
temperature | L H L H H L H L
L2 missratio| L H L L L L L L

Table 5.1:Categorization of integer benchmarks [54]

5.3.1 Benchmark Pairs

15 SPEC2000 benchmarks are used as single thread benchmarksaréhrmympiled by thelc
compiler with the -O3 option. First the Simpoint toolset [67] is used to get septative simu-
lation points for 500-million-instruction simulation windows for each benchmémén the trace
generation tool generates the final static traces by skipping the numbetrofitions indicated by
Simpoint and then simulating and capturing the following 500 million instructions.

Pairs of single-thread benchmarks are used to form dual-thread SMTIls® benchmarks.
There are many possibilities for forming the pairs from these 15 benchmarks following
methodology are utilized to form pairs. First, each single thread benchroaerkices with itself
to form a pair. Also several SMT and CMP benchmarks are formed by icamgjodifferent single
thread benchmarks. Here the single thread benchmarks are categatdzeidht major categories:
high IPC ¢ 0.9) or low IPC ( 0.9), high temperature (peak temperattw@&2°C) or low temper-
ature (peak temperature 82°C), floating benchmark or integer benchmark as shown in Table 5.1
and 5.2.

Then eighteen pairs of dual-thread benchmarks are formed by seleatiogs combinations
of benchmarks with these characteristics. Note that the choice of memongi@nchmarks was
limited. This is a serious drawback to using SPEC for studies like this. Thaeattlre community
needs more benchmarks with a wider range of behaviors.

The rest of this chapter discusses workloads in terms of those with highdt#aeniss ratio vs.
those with low L2 cache miss ratio. When one benchmark in a pair has a higch2 eniss ratio,

that pair is categorized as a high L2 cache miss pair.
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art | facerec| mgrid | swim | applu | mesa| ammp
IPC L H H L L H L
temperature | H H H H H L H
L2 miss ratio| H L L L H L L

Table 5.2:Categorization of floating point benchmarks [54]

5.3.2 Chip Die Area and L2 Cache Size Selection

Before performing detailed equal-area comparisons between CMP afidaB&Mitectures, it is
important to carefully select appropriate L2 cache sizes for the baselinkimes. Because the
core area stays fixed in the experiments, the number of cores and L& siaeldetermines the total
chip die area. In particular, because the CMP machine requires additlipadrea for the second
core, the L2 cache size must be smaller to achieve equivalent die artbés $tudy, the additional
CMP core roughly equals 1MB of L2 cache.

In the 2004-2005 timeframe, mainstream desktop and server microppos@sslude aggres-
sive, out-of-order processor cores coupled with 512KB to 2MB etloip L2 cache. The experi-
ments indicate that for very large L2 cache sizes and typical desktop arkdtation applications
(SPEC2000), most benchmarks will fit in the cache for both the SMT anB @idchines. But for a
fixed number of cores, Figure 5.1 shows that as die size is reducede@itually performs better
than CMP for memory-bound benchmarks. This is because a core cs@lquat 1 MB’s worth of
space, so SMT's L2 sizes are 1 MB larger than CMP’s. Given congdramchip area, it is likely
that there will always be certain memory-bound workloads that will perfoetter with SMT than
with CMP. Recognizing this tradeoff, the L2 cache is set at 1MB for CMiPar2MB for SMT for

the baseline study and discuss where appropriate how these choicesdomaEasions.

5.4 Baseline Results

This section discusses the performance, energy, and temperature impicdt®MT and CMP de-
signswithoutdynamic thermal management. The next section considers thermally limited designs

When | compare the three architectures (ST, SMT, and CMP), | hold fpeaoka as a constant
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Figure 5.1: Performance of SMT and CMP for memory-bound benchmarks (the céegorization is
done with 2MB L2 cache size for ST) with different L2 cache size[54]

at 210 mm including the on-chip level two cache. This means CMP will have the smallest L2
cache, since its core area is the largest among the three. In this worlk? tteche sizes for ST,
SMT, and CMP are 2MB, 2MB, and 1MB respectively. Because the SM€ core is only 12%
larger than the ST core, both use 2MB L2 cache.

Because the conclusions are quite different for workloads with high L& rate vs. those with

lower miss rates, this chapter normally reports results for these categepmstely.

5.4.1 SMT and CMP Performance and Energy

Figure 5.2 breaks down the performance benefits and energy efficdéi8MT and CMP for the
POWERA4-like microarchitecture. The results in this figure are divided intoctasses of bench-
marks —those with relatively low L2 miss rates (left) and those with high L2 caxé®rates (right).
This figure shows that CMP dramatically outperforms SMT for workloads ieithto modest L2
miss rates, with CMP boosting throughput by 87% compared to only 26% fdr. 8Mt the CMP
chip has only half the L2 cache as SMT, and for workloads with high L2 naits ICMP only
affords a throughput benefit of 22% while SMT achieves a 42% impromeéme

The power and energy overheads demonstrated in Figure 5.2 are kdgesring. The power
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Figure 5.2:Performance and Energy efficiency of SMT and CMP compared to STior low L2 cache
miss workloads (left) and high L2 cache miss workloads (rigt) [54].
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Figure 5.3:Performance and Energy efficiency of SMT and CMP compared to ST®L2 size changes.
On the left are results for a benchmark (mcf+mcf) which is memaoy bound for all L2 configurations
shown. On the right are results for a benchmark (mcf+vpr) which ceases to be memory-bound once
L2 size changes from 1MB to 2MB for CMP [54].
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overhead of SMT is 45-57%. The main reasons for the SMT power gravétihe increased
resources that SMT requires (e.g. replicated architected registerdictieased resources that are
needed to reduce new bottlenecks (e.g. additional physical registedshhe increased utilization
due to additional simultaneous instruction throughput [52]. The powesaserdue to CMP is even
more substantial: 95% for low-L2-miss-rate workloads and 101% for theimigs-rate workloads.
In this case the additional power is due to the addition of an entire secondssar. The only
reason the power does not double is that L2 conflicts between the twe leawk to stalls where
clock gating is engaged, and this explains the lower power overhead b2theund workloads.

Combining these two effects with the energy-delay-squared metrié)(fED], we see that
CMP is by far the most energy-efficient organization for benchmarksreébonable L2 miss rates,
while SMT is by far the most energy-efficient for those with high miss ratededd, for L2-bound
workloads, from the standpoint of EDa single-threaded chip would be preferable to CMP, even
though the single-threaded chip cannot run threads in parallel. Ofegdbirs is at least in part due
to the reduced L2 on the CMP chip.

When we increase L2 cache size, some benchmarks that had previeeslyriemory bound
now fit better in the L2 cache, and thus need to be categorized as low L2 atéssenchmarks.
Figure 5.3 illustrates the consequences. The graph on the right shewstfovpr ceases to be
memory bound when we increase the L2 cache sizes by 1 MB (SMT from t2\8B1B and CMP
from 1MB to 2MB). With smaller L2 cache size and high cache miss ratio, thgranois memory-
bound and SMT is better in terms of performance and energy efficiently.|&kfer L2 size and low
cache miss ratio, the program is no longer memory bound and CMP is bettayu3g, for any L2
size, some applications’ working set will not fit, and these benchmarksemilain memory bound.
The left-hand graph in Figure 5.3 illustrates that SMT is superior for merbomd benchmarks.

To summarize, once benchmarks have been categorized for an L2 demestundy, the qualita-

tive trends for the compute-bound and memaory-bound categories se@ato h
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Figure 5.4:Temperature of SMT and CMP vs. ST [54]

5.4.2 SMT and CMP Temperature

Figure 5.4 compares the maximum measured temperature for severalndifféceoprocessor con-
figurations. We see that the single-threaded core has a maximum tempefateaely 82C. When
we consider the SMT processor, the temperature increases arougceésiand for the CMP pro-
cessor the increase is around 8.5 degrees.

With such a small difference in temperature, it is difficult to conclude thate8MeT or CMP is
superior from a temperature standpoint. In fact, if we rotate one of the @ivi#s by 180 degrees,
so the relatively cool IFU of core 1 is adjacent to the hot FXU of core 8,taximum CMP
processor temperature will drop by around 2 degrees, which makeshitlgligoler than the SMT
processor.

Despite the fact that the SMT and CMP processors have relatively simgahdb temperature
ratings, the reasons for the SMT and CMP hotspots are quite differemtdén to better understand
underlying reasons behind the temperature increases in these mactiditsnal experiments have
been performed to isolate the important effects.

If we take the SMT core and only scaled the power dissipation with incradgization (omit-
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ting the increased power dissipation due to increased resources aing lsvarea constant). From
Figure 5.4 we can see that the SMT temperature will rise to nearly the samadewbien all three
factors are included. This makes sense when we consider thahtoastrained power densiof
most of the scaled structures in the SMT processor (e.g. register fileguaugs) will likely be
relatively constant because the power and area will both increase wigMheprocessor, and in
this case the utilization increase becomes the key for SMT hotspots. Fromehiawconclude
that for the SMT processor, the temperature hotspots are largely duehighties utilization factor
of certain structures like the integer register file.

The reasoning behind the increase in temperature for the CMP machine isliffeitent. For
the CMP machine, the utilization of each individual core is nearly the samerabdasingle-
thread architecture. However, on the same die area we have now integrateores and the
total power of the chip nearly doubles (as we saw in Figure 5.2) and hbed®tal amount of
heat being generated nearly doubles. Because of the large chipelesey consumption, the
CMP processor heats up the TIM, heat spreader, and heat sinkrdisirgy the temperature of
the overall chip. Thus the increased temperature of the CMP proceshae i® a global heating
effect, quite the opposite of the SMT processor’s localized utilization isere@his fundamental
difference in thermal heating will lead to substantial differences in therraatitr as we consider

future technologies and advanced dynamic thermal management techniques

5.4.3 Impact of Technology Trends

As we move towards the 65nm and 45nm technology nodes, there issaliagreement that leak-
age power dissipation will become a substantial fraction of the overall aviep Because of the
basic difference in the reasons for increased thermal heating betwe&Mh and CMP proces-
sors, we can expect that these processors will scale differently kegle@ower becomes a more
substantial portion of total chip power.

Figure 5.5 shows the impact of technology scaling on the temperature of 8MTMP pro-
cessors. This figure shows the difference in absolute temperaturedvetineeCMP and SMT core

for three generations of leakage (roughly corresponding to 130nmm 98nd 70nm technologies).
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Figure 5.5:Temperature Difference between CMP and SMT for different technologies [54]

As we project towards future technologies, there are several impdreants to note. The most
important trend is that the temperature difference between the CMP machtterland SMT ma-
chine (cooler) increases from 1.5 degrees with the baseline leakagé tmoéarly 5 degrees with
the most leaky technology. The first reason for this trend is that the sedeadilization of the SMT
core becomes muted by higher leakage. The second reason is that them&Mihe'’s larger L2
cache tends to be much cooler than the second CMP core. This, coupletievikponential tem-
perature dependence of subthreshold leakage on temperatures tteu€MP processor’s power to
increase more than the SMT processor. This aggravates the CMP soosegobal heat up effect.
From Figure 5.5, we can see that if we remove the temperature deperdégeieage in the model,
the temperature difference between the CMP and SMT machine grows madjuiekly. Figure
5.5 also shows how the trend is amplified when we consider the case wlpessige leakage
control is applied to the L2 cache (perhaps through high-Vt transisténs)his case, the SMT

processor is favored because a larger piece of the chip is eligible fapttimnization.
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5.5 Aggressive DTM constrained designs

To reduce packaging cost, current processors are usually dedigisestain the thermal require-
ment of typical workloads, and engage some dynamic thermal managemangtexs when tem-
perature exceeds the design set point. Because SMT and CMP dissipateawer and run hotter,
a more accurate comparison of their relative benefits requires data oedb8irg costs, whether
those costs are monetary in terms of more expensive packaging, ompanice losses from DTM.
This section explores the impact of different DTM strategies upon themeahce and energy ef-
ficiency of SMT and CMP, and how these DTM results explain the diffettegrtmal behavior of
these two organizations.

It is important to note that peak temperature is not indicative of cooling césteenchmark
with short periods of very high temperature, separated by long periodsoter operation, may
incur low performance overhead from DTM, while a benchmark with morearaid but sustained
thermal stress may engage DTM often or continuously. To illustrate this pagird=5.6 plots
DTM performance loss against maximum temperature. The scattered nitlhegpoints and poor

correlation coefficients show that maximum temperature is a poor predid®ridfoverhead.

correlation = 0.49 correlation = 0.74

Performance loss
Performance loss

& o0
.
poe o
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Figure 5.6:Performance loss from DTM vs. peak temperature. Peak tempeture here is plotted as
the number of degrees by which the maximum temperature exces the trigger threshold [54]

To make an equal comparison of DTM performance among single-thre88&t and CMP

chips, the same thermal package is used for all three configurationS€sten 5.3).

5.5.1 DTM Techniques

Four DTM strategies are implemented in this work:
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e Dynamic voltage scaling (DVS): DVS cuts voltage and frequency in regpanthermal vi-
olations and restores the high voltage and frequency when the tempetaipsebelow the
trigger threshold. The low voltage is always the same, regardless ofubgtgef thermal
stress; this was shown in [69] to be just as effective as using multiple V/B pait a con-
troller. For these workloads, a voltage of 0.87 (79% of nominal) and &ecyof 1.03GHz
(77% of nominal) are always sufficient to eliminate thermal violations. Bectheye is not
yet a consensus on the overhead associated with switching voltagesguoéricy, this work

tests both 10 and 205 stall times for each change in the DVS setting.

e Fetch-throttling: Fetch-throttling limits how often the fetch stage is allowed to phaehich

reduces activity factors throughout the pipeline. The duty cycle is sefdgdback controller.

e Rename-throttling: Rename throttling limits the number of instructions renamed geeh c
Depending on which register file is hotter with the outcome of the previous sagmainod,
either floating-point register renaming or integer register renaming will tetkbd. This
reduces the rate at which a thread can allocate new registers in whickgiger file has
overheated, and is thus more localized in effect than fetch throttling. Bug ifhttottling is
severe enough, this has the side effect of slowing down the thread taatigg the hot spot.
This can degenerate to fetch throttling, but when it is the FP register file Hwiotgled, the
slowdown can be valuable for mixed FP-integer workloads by helping tdatgresource

use between the two threads.

e Reqgister-file occupancy-throttling: The register file is usually the hottestathe whole
chip, and its power is proportional to the occupancy. One way to redecpaer of the
register file is to limit the number of register entries to a fraction of the full sipediStribute
the power density, we can interleave the on and off registers, so thae#tedn be more
evenly spreaded across the whole register file. It is important to note eaidtieling of this
technique here is idealistic, assuming that the reduction in power densigsabmregister
file is proportional to the number of registers that have been turnedof.a6sumes an ideal

interleaving and ideal heat spreading and neglects power dissipation wirihg, which
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will not be affected with occupancy throttling. This technique is included roatestrate
the potential of value of directly reducing power density in the structureigtmterheating,

rather than reducing activity in the whole chip.

By limiting the resources available to the processor, all these policies wiledaesprocessor
to slow down, thus consuming less power and finally cooling down to below #rendi trigger
level. DVS has the added advantage that reducing voltage furtheraggsver density; since
P OV?2f, DVS provides roughly a cubic reduction in heat dissipation relative timpaance los$,
while the other techniques are linear. But the other techniqgues may be alitke tedme of their
performance loss with instruction-level parallelism. Of the three policied)fifiottling has more
of a global effect over the whole chip by throttling the front end. Regififienccupancy throttling
targets the specific hot units (the integer register file or the floating poiisteedjle) most directly
and thus is the most localized in effect. This may incur less performancedbsafsb may realize
less cooling. Rename throttling is typically more localized then fetch throttling asdskeshan
register-file throttling.

DVS'’s cubic advantage is appealing, but as operating voltages contirasal® down, it be-
comes more difficult to implement a low voltage that adequately cuts temperatilespndviding
correct behavior and reasonable frequency. Another concerbwighis the need to validate prod-
ucts for two voltages rather than one. Finally, the assumption that bothefiegand voltage can
change in 10-2@Qis may be optimistic. If voltage and frequency must change gradually to avoid
circuit noise, the latency to achieve adequate temperature reduction meghifgitpvely long.

Register-occupancy throttling is limited to register files based on a latch-ardlesign. Power
dissipation in SRAM-based designs is likely to be much more heavily dominatectldettoders,
sense amplifiers. Furthermore, this technique may be idealistic, becauseritessthat reducing
register file occupancy uniformly reduces power density, when in fasetihegisters that remain
active will retain the same power dissipation. But this does not mean that therizime of active

registers remains unchanged, because neighboring areas of lower gensity can help active

1This is only an approximate relationship; experiments of this work derigeattiual V-f relationship from ITRS
data [68].
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registers to spread their heat. Whether a register is small enough to spmagh heat laterally is
an open question and requires further analysis. However, result$]ingdg HotSpot 2.0 suggest
that, below about 0.2—-0.25 mm and for a 0.5mm die with a typical high-perfarenaackage, the
ratio of vertical to lateral thermal resistance is so high that heat spread®iy quickly, without
raising the localized temperature. This result differs from the finding4 df jvho used HotSpot
1.0 to find that much smaller sizes are needed to spread heat. But HotSpotit @he TIM's very
high thermal resistance and performs less detailed thermal modeling of dwean fthe package.
Clearly the granularity at which spreading dominates, and alternative tayma organizations
which can reduce hotspots, is an important area requiring furtherrobseBut almost all prior
DTM research has focused on global techniques like fetch gating, eeltaged techniques, or
completely idling the hot unit, all of which suffer from significant overrea@hat is needed are
techniques that can reduce power densitgitu, without introducing stalls that propagate all the
way up the pipeline. Register-occupancy throttling illustrates that such @oagh offers major

potential benefits, and that further research in this direction is required.

5.5.2 DTM Results: Performance
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Figure 5.7: Performance of SMT and CMP vs. ST with different DTM policies, dl with threshold
temperature of 83°C. Workloads with low L2 cache miss rate are shown on the leftWorkloads with
high L2 cache miss rate are shown on the right [54].

For many traditional computing design scenarios, performance is the nitosdlgrarameter,
and designers primarily care about power dissipation and thermal comtsiths because of ther-

mal limits. In these cases, designers would like to optimize performance undaattenstraints.
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These include systems such as traditional PC desktops and certain Higtmaace server envi-
ronments where energy utility costs are not critical.

To evaluate architectures viable for these situations, Figure 5.7 shofespance of SMT and
CMP architectures with different DTM schemes. As we observed in thequ&section, the results
are again dependent on whether the workloads have high L2 miss ratisoRdoads with low or
moderate miss ratios, CMP always gives the best performance, reggaofllehich DTM technique
is used. On the other hand, for workloads that are mostly memory bount a8ys gives better
performance than CMP or ST.

When comparing the DTM techniques, it is found that DVS10, the DVS sclas@eming an
optimistic 10ps voltage switch time, usually gives very good performance. This is bedauS
is very efficient at reducing chip-wide power consumption, thus bringhig-wide temperature
down very quickly and allowing the chip to quickly revert back to the higlfiesiuency. When
assuming a more pessimistic switching time ofif)the performance of DVS degrades a lot, but
is still among the best of the the DTM schemes. However, in a system whergyestonsumption
is not a primary concern, DVS may not be available due to the high implementasonidile the
relatively easier-to-implement throttling mechanisms are available. The réssa&ection mainly
focuses on the behavior of the non-DVS techniques.

Looking at the low L2 miss workloads (Figure 5.7, left) and the high L2 miskiwads (Fig-
ure 5.7, right), we find that SMT and CMP diverge with regards to the optimattling scheme.
For CMP, fetch-throttling and register-occupancy throttling work equalyl,vand both outper-
form local rename-throttling. For SMT, register throttling is the best pariiog throttling scheme,
followed by rename-throttling and global fetch-throttling. In fact, for SMihming high L2 miss
workloads, the local register occupancy throttling performs better thaf ek other DTM tech-
niques including DVS.

The relative effectiveness of the DTM techniques illustrates the différeating mechanisms
of CMP and SMT, with heating in the CMP chip a more global phenomenon, eatihly in the
SMT chip localized to key hotspot structures. For example, by directlyingsthe occupancy of

the register file, register-throttling is very effective at reducing the loedlizower density of the
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register file, and bringing down the temperature of the register file. In etbets, the match-up
between the mechanism of register-throttling and the inherent heat-up migohaakes register-
throttling the most effective DTM scheme for SMT. On the other hand, CMPlynsurffers from the

global heat up effects due to the increased power consumption of theotes. @ hus global DTM
schemes that quickly reduce total power of the whole chip perform be€INMP. This conclusion

remains unchanged when increasing the L2 cache size to 2MB for CMP.

5.5.3 DTM Results: Energy
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Figure 5.8:Energy-efficiency metrics of ST with DTM, compared to ST basehe without DTM, for
low-L2-miss-rate workloads (left) and high-L2-miss-rateworkloads (right) [54].
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Figure 5.9:Energy-efficiency metrics of SMT with DTM, compared to ST basehe without DTM, for
low-L2-miss-rate benchmarks (left) and high-L2-miss-rae benchmarks (right) [54].

In many emerging high-performance computing environments, designeteptumsize for raw
performance under thermal packaging constraints, but energyroptisn is also a critical design

criteria for battery life or for energy utility costs. Examples of these systembigh-performance
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Figure 5.10:Energy-efficiency metrics of CMP with DTM, compared to ST basehe without DTM,
for low-L2-miss-rate benchmarks (left) and high-L2-missrate benchmarks (right) [54].

mobile laptops and servers designed for throughput oriented datasékésthe Google cluster
architecture [4].

In this scenario, designers often care about joint power-perforenagstem metrics after
DTM techniques have been applied. Figure 5.8 through Figure 5.10 shewmwer and power-
performance metrics (energy, energy-delay, and energy4)daythe ST, SMT, and CMP archi-
tectures after applying the DTM techniques. All of the results in these Bgareecompared against
the baseline ST machine without DTM. From these figure, we see that the alantiand is that
global DTM techniques, in particular DVS, tend to have superior eneffigiency compared to
the local techniques for most configurations. This is true because thal glature of the DTM
mechanism means that a larger portion of the chip will be cooled, resultingligex kavings. This
is especially obvious for the DVS mechanism, because DVS’s cubic pawirgs is significantly
higher than the power savings that the throttling techniques provide. Thetabthermal man-
agement techniques, rename and register file throttling, do not contributargegoower savings
while enabled, as these techniques are designed to target specific temgpbspots and thus
have very little impact on global power dissipation. However, from angsrefficiency point of
view, local techniques can be competitive because in some cases thdyetiiée performance than
global schemes.

Figure 5.8 shows the results for the ST machine. Because DTM is rarehdgeddor the ST
architecture, there is a relatively small power overhead for these bemkh. These ST results

provide a baseline to decide whether SMT and CMP are still energy-effaiter DTM techniques
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are applied.

From Figure 5.9 we can see that the SMT architecture is superior to thec8iteature for
DVS and register renaming in terms of EDAs expected, the DVS techniques perform quite well,
although with high-L2 miss rate benchmarks register file throttling, due tommesiuce advantages,
does nearly as well as DVS for ED

Figure 5.10 allows us to compare CMP to the ST and SMT machines for eaffigjgncy after
applying DTM. When comparing CMP and SMT, we see that for the low-L2 naitesbenchmarks,
the CMP architecture is always superior to the SMT architecture for all @&Nfigurations. In
general, the local DTM techniques do not perform as well for CMP asditefor SMT. We see the
exact opposite behavior when considering high-L2 miss rate benchmiarksoking at the com-
parison between SMT and CMP architectures, we see that for the highid2rate benchmarks,
CMP is not energy-efficient relative &witherthe baseline ST machine or the SMT machine—even
with the DVS thermal management technique.

In conclusion, for many, but not all configurations, global DVS sctetaed to have the advan-
tage when energy-efficiency is an important metric. The results do sitbgéthere could be room
for more intelligent localized DTM schemes to eliminate individual hotspots in Ské€gssors,
because in some cases the performance benefits could be significagih émbeat out global DVS

schemes.

5.6 Future Work and Conclusions

This chapter provides an in-depth analysis of the performance, erardgythermal issues asso-
ciated with simultaneous multithreading and chip-multiprocessors. The broatlsmns can be

summarized as follows:

e CMP and SMT exhibit similar operatirtgmperaturesvithin current generation process tech-
nologies, but the heatingehaviorsare quite different. SMT heating is primarily caused by

localized heating within certain key microarchitectural structures such asdlster file, due



Chapter 5. Performance, Energy and Temperature Consideratiansiféand SMT architecturég

to increased utilization. CMP heating is primarily caused by the global impactodased

energy output.

e In future process technologies in which leakage power is a significacepige of the over-
all chip power CMP machines will generally be hotter than SMT machines. EOBKAT
architecture, this is primarily due to the fact that the increased SMT utilizatioveisad-
owed by additional leakage power. With the CMP machine, replacing thevediatiool L2
cache with a second core causes additional leakage power due to theatemgdependent

component of subthreshold leakage.

e For the organizations this work studies, CMP machines offer significantle niwough-
put than SMT machines for CPU-bound applications, and this leads to siginergy-
efficiency savings despite a substantial (80%+) increase in power alissip However, in
the equal-area comparisons between SMT and CMP, the loss of L2 carkdhe perfor-
mance of CMP for L2-bound applications, and SMT is able to exploit sigmnifitaead-level
parallelism. From an energy standpoint, the CMP machine’s additionalrpeifce is no
longer able to make up for the increased power output and energieedijcbecomes nega-

tive.

e CMP and SMT cores tend to perform better with different DTM techniguasgeneral,
in performance-oriented systems, localized DTM techniques work bett&Md cores and
global DTM techniques work better for CMP cores. For energy-oriksystems, global DVS
thermal management techniques offer significant energy savings. ldoviles performance
benefits of localized DTM make these techniques competitive for techniguesnérgy-

oriented SMT machines.

Future work includes exploring the impact of varying core complexity on g#réopmance of
SMT and CMP, and exploring a wider range of design options, like SMThfptticies. There is
also significant opportunity to explore tradeoffs between exploiting TLdPcame-level ILP from

energy and thermal standpoints. Finally, it is worthwhile to explore semiented workloads
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which are likely to contain characteristics that are most similar to the memoryddmnachmarks

from this study.



Chapter 6

CMP Design Space Exploration

6.1 Introduction

Recent product announcements show a trend toward aggressivaiittegf multiple cores on
a single chip to maximize throughput. However, this trend presents an expaesign space for
chip architects, encompassing the number of cores per die, core sizeraptkxity (pipeline depth
and superscalar width), memory hierarchy design, operating voltag&emdency, and so forth.
Identifying optimal designs is especially difficult because the variablestefdst are inter-related
and must be considered simultaneously. Furthermore, trade-offs ames®adhsign choices vary
depending both on workloads and physical (e.g., area and thermatjaiots

This chapter explores this multi-dimensional design space across a rigngssible chip sizes
and thermal constraints, for both CPU-bound and memory-bound walskléaw prior works have
considered so many cores, and to my knowledge, this is the first work to optaninss so many
design variables simultaneously. This chapter shows the inter-relatee mdittirese parameters
and how the optimum choice of design parameters can shift dramatically diegesn system

constraints. Specifically, this work demonstrates that:

e A simple, fast approach to simulate a large number of cores by observingdies only
interact through the L2 cache and shared interconnect. This methodadegysingle-core

traces and only requires fast cache simulation for multi-core results.

66
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e CPU- and memory-bound applications desire dramatically different caafigns. Adaptiv-

ity helps, but any compromise incurs throughput penalties.

e Thermal constraints dominate power-delivery constraints. Once thewnatraints have
been met, throughput is throttled back sufficiently to meet current ITR®pdelivery con-

straints. Severe thermal constraints can even dominate pin-bandwidthagaiss

e A design must be optimized with thermal constraints. Scaling from the thermal-dyitid
mum leads to a configuration that is inferior, sometimes radically so, to a therrpéltyined

configuration.

e Simpler, smaller cores are preferred under some constraints. In therroaliyrained de-
signs, the main determinant is not simply maximizing the number of cores, but maximizing
their power efficiency. Thermal constraints generally favor shallovigelipes and lower

clock frequencies.

e Additional cores increase throughput, despite the resulting voltage @qaeincy scaling re-
quired to meet thermal constraints, until performance gains from an additiore is negated

by the impact of voltage and frequency scaling across all cores.

e For aggressive cooling solutions, reducing power density is at le@sipastant as reducing

total power. For low-cost cooling solutions, however, reducing totaigoés more important.

This chapter is organized as follows. Section 6.2 is the related work. Séc8antroduces
the model infrastructure and validation methodology. Section 6.4 presaigmdpace exploration
results and explanations. This chapter ends with conclusions and ptegos future work in

section 6.5. This work is also published in [53].

6.2 Related Work

There has been a burst of work in recent years to understand tloerpance, energy, and thermal

efficiency of different CMP organizations. Few have looked at a latgebers of cores and none, at
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the time this work is published, have jointly optimized across the large numbesigidearameters
this work considers while addressing the associated methodology challdéngad Martnez [49]
present the most aggressive study of which the author is aware, explgrito 16-way CMPs for
SPLASH benchmarks and considering power constraints. Their reboltsthat parallel execution
on a CMP can improve energy efficiency compared to the same performetmeged via single-
threaded execution, and that even within the power budget of a singleecGMP allows substantial
speedups compared to single-threaded execution.

Kongetira et al. [38] describe the Sun Niagara processor, an eigh@WP supporting four
threads per core and targeting workloads with high degrees of threeldekrallelism. Chaudhry
et al. [13] describe the benefits of multiple cores and multiple threads, gheight cores with a
single L2 cache. They also describe the Sun Rock processor’stisgbmechanism that uses a
helper thread to prefetch instructions and data.

El-Moursy et al. [21] show the advantages of clustered architectur@®wealuate a CMP of
multi-threaded, multi-cluster cores with support for up to eight contexts.gtiah [32] categorized
the SPEC benchmarks into CPU-bound, cache-sensitive, or bandimitibd groups and explored
core complexity, area efficiency, and pin-bandwidth limitations, concludirggtd pin-bandwidth
limitations that a smaller number of high-performance cores maximizes througBgman and
Stenstrom [20] use SPLASH benchmarks to explore a similar design spaeadrgy-efficiency
with the same conclusions.

Kumar et al. [45] consider the performance, power, and area imp#ot afiterconnection net-
work in CMP architecture. They advocate low degrees of sharing deuransaction oriented work-
loads with high degrees of inter-thread sharing. Since this work is modelingghput-oriented
workloads consisting of independent threads, this work follows the ebeaaiNiagara [38] and
employ more aggressive L2 sharing. In the experiments of this work,lgachche bank is shared
by half the total number of cores. Interconnection design parameteneavariable in the design
space exploration of this work, and in fact constitute a sufficiently expakesign space of their
own.

The research presented in this chapter differs from prior work in tlge laumber of design
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parameters and metrics this work considers. This work evaluates CMmsddsigperformance,
power efficiency, and thermal efficiency while varying the number oés@er chip, pipeline depth
and width, chip thermal packaging effectiveness, chip area, and ¢l#ecsize. This evaluation
is performed with a fast decoupled simulation infrastructure that separatessimulation from
interconnection/cache simulation. By considering many more parameters instysm dpace, this
work demonstrates the effectiveness of this infrastructure and shointtheelatedness of these
parameters.

The methodologies for analyzing pipeline depth and width build on prior wgrkde and
Brooks [47] by developing first-order models for capturing changesone area as pipeline di-
mensions change, thereby enabling power density and temperatureianalyis work identifies
optimal pipeline dimensions in the context of CMP architectures, whereagpomaspipeline anal-
ysis considers single-core microprocessors [25,28,72], furthe;muost prior work in optimizing
pipelines focused exclusively on performance, although Zyuban &uwld 18FO4 delays to be
power-performance optimal for a single-threaded microprocessbr [77

Other researchers have proposed simplified processor models, witlbdhefgaccelerating
simulation. Within the microprocessor core, Karkhanis and Smith [36] deseritvace-driven,
first-order modeling approach to estimate IPC by adjusting an ideal IPC ¢oiatcfor branch mis-
prediction. In contrast, our methodology adjusts power, performamceteamperature estimates
from detailed single-core simulations to account for fabric events, ssidaehe misses and bus
contention. In order to model large scale multiprocessor systems runmimgeccial workloads,
Kunkel et al. [46] utilize an approach that combines functional simulatiargvare trace collec-
tion, and probabilistic queuing models. However, the decoupled and ieggiproach allows this
work to account for effects such as latency overlap due to out-adr@xkcution, effects not easily
captured by queuing models. Although decoupled simulation frameworleslieen proposed in
the context of single-core simulation (e.g., Kumar and Davidson [40]) wighraents similar to
this chapter’s, the methodology used in this work is applied in the context ofaimgmulti-core

processors.
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6.3 Experimental Methodology

To facilitate the exploration of large CMP design spaces, This work pespdscoupling core and
interconnect/cache simulation to reduce simulation time. Detailed, cycle-acsuratkations of
multi-core organizations are expensive, and the multi-dimensional sefifod design space, even
with just homogeneous cores, is prohibitive. Decoupling core and imteext/cache simulation
dramatically reduces simulation cost with minimal loss in accuracy. The Turaimdolator is used
to generate single-core L2 cache-access traces that are annotatehestamps and power values.
These traces are then fed to Zauber, a cache simulator that is develdpedvilork to model the
interaction of multiple threads on one or more shared interconnects and onere L2 caches.
Zauber uses hits and misses to shift the time and power values in the origoes. tt@enerating
the traces is therefore a one-time cost, while what would otherwise be a ocwslitiprocessor
simulation is reduced to a much faster cache simulation. Using Zauber, it isféestive to search

the entire multi-core design space.

6.3.1 Simulator Infrastructure

The framework in this work decouples core and interconnect/cache sinmiatieduce simulation
time. Detailed core simulation provides performance and power data fougariwe designs, while

interconnect/cache simulation projects the impact of core interaction on thésesme

6.3.1.1 Core Simulation

Turandot and PowerTimer are extended to model the performance wed @® pipeline depth and
width vary using techniques from prior work [47].

Depth Performance Scaling:Pipeline depth is quantified in terms of FO4 delays per pipeline
staget The performance model for architectures with varying pipeline depthdeaieed from the
reference 19FO4 design by treating the total number of logic levels ataobasid independent of

the number of pipeline stages. This is an abstraction for the purpose afdhesia; increasing the

1Fan-out-of-four (FO4) delay is defined as the delay of one inverteindrfour copies of an equally sized inverter.
When logic and overhead per pipeline stage is measured in terms of f@4dkeper pipelines have smaller FO4 delays.
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| Fetch [ Decode |
NFA Predictor 1 Multiple Decode | 2
L2 I-Cache 11 | Millicode Decode | 2
L3 I-Load 8 Expand String 2
I-TLB Miss 10 | Mispredict Cycles| 3
L2 I-TLB Miss 50 | Register Read 1

| Execution | Memory |
Fix Execute 1 L1 D-Load
Float Execute 4 L2 D-Load 9
Branch Execute | 1 L3 D-Load 7
Float Divide 12 | Float Load 2
Integer Multiply | 7 D-TLB Miss 7
Integer Divide 35 | L2D-TLB Miss 50
Retire Delay 2 StoreQ Forward 4

Table 6.1:Latencies for 19FO4 (cycles) [53]

pipeline depth could require logic design changes. The baseline latefalde 6.1) are scaled to
account for pipeline depth changes according to Eq. (6.1). Theksldatencies account for latch
delays FO44ch = 3) and all latencies have a minimum of one cycle. This is consistent with prior

work in pipeline depth simulation and analysis for a single-threaded cotle [77

F O4base_ F O4I atch
F O4target -F O4Iatch

Lakarget = \‘l—atbase>< + 0-5J (6.1)

Depth Power Scaling:Each factor in the standard equation for dynamic power dissipation, Eq.
(6.2), scales with pipeline depth. The clock frequefidpcreases linearly with depth as the delay
for each pipeline stage decreases. The clock gating f@&ét decreases by a workload dependent
factor as pipeline depth increases due to the increased number of cywelaslirthe shorter pipeline
stages are stalled. As the true switching faatois independent of the pipeline depth and the
glitching factorp decreases with pipeline depth due to shorter distances between latcihesngw
power dissipation decreases with pipeline depth. The latch count, andcqaagly hold power
dissipation, increases linearly with pipeline depth. A detailed treatment of sbaieg models can

be found in [77].
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| [8D[4D[2D [ 1D |
\ Functional Units |

FXU 4 2 1 1
MEM 4 2 1 1
FXU 4 2 1 1
BR 4 2 1 1
CR 2 1 1 1
\ Pipeline Stage Widths |
FETCH 16 | 8 4 2
DECODE 8 4 2 1
RENAME 8 4 2 1
DISPATCH | 8 4 2 1
RETIRE 8 4 2 1

Table 6.2:Resource Sizes with Width Scaling [53]

Payn= CV2f (0 + B) xCGF (6.2)

Width Performance Scaling: The pipeline width is quantified in terms of the maximum num-
ber of instructions decoded per cycle. Performance data for archi#ectith varying pipeline
widths are obtained from the reference 4-decode design (4D) by a Bnaking of the number of
functional units and the number of non-branch instructions fetcheddeelc renamed, dispatched,
and retired per cycle (Table 6.2). All pipelines have at least one instdr@eh functional unit. As
pipeline width decreases, the number of instances of each functionas gpiickly minimized to
one. Thus, the decode width becomes the constraining parameter foctiostthroughput for the
narrower pipelines this work considers (e.g., 2D).

Width Power Scaling: A hybrid approach is employed to model the power impact of scaling
the width of the pipeline. The baseline microarchitecture, based on the P@VititiRides a clus-
tered backend microarchitecture for structures like the functional ursise igueues, and register

files. This approach is effective at managing complexity, cycle time, anépdissipation in wide-
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Structure Energy

Growth

Factor
Register Rename 1.1
Instruction Issue 1.9
Memory Unit 1.5
Multi-ported Register Filg 1.8
Data Bypass 1.6
Functional Units 1.0

Table 6.3:Energy Scaling [53]

issue superscalar cores [12, 63, 79]. An analogous techniquedgasenstruct the dual-ported
data cache. When scaling the width of these structures, this work asswahaadbnstrained hold
and switching power increases linearly with the number of functional urit®ss ports, and any
other parameter that must change as width varies.

In certain non-clustered structures, however, linear power scalingbmayaccurate and, for
example, does not capture non-linear relationships between powereandrtber of SRAM access
ports since it does not account for the additional circuitry required inlé-parted SRAM cell. For
this reason, superlinear power scaling is applied with exponents (Tabldréwdn from Zyuban’s
work in estimating energy growth parameters [79]. Since these parametsrsewperimentally
derived through analysis of non-clustered architecture, this workappyies this power scaling to

the non-clustered components of the assumed architecture.

6.3.1.2 Interconnection/Cache Simulation

The core simulators are supplemented by Zauber, a much faster simulatoertfweins interpola-
tion on L2 cache traces provided by the core simulators. Zauber desalgilgled core simulation
and the simulation of core interaction. The cores in a CMP architecture ushalfg one or more
L2 caches through an interconnection fabric. Therefore, res@omention between cores occurs
primarily in these two resources. It is possible to simulate cache and falmtiertmn independent
of core simulations without losing too much accuracy. The impact of contentidime performance

and power of each core may then be evaluated quickly using interpolation.
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First, L2 access traces are collected based on L1 cache misses threugass of single-core
simulations with a specific L2 cache size (0.5MB in this experiment). This warkddhese L2
traces to be independent of the L2 cache size. In these traces thelHe£amdress and access time
(denoted by the cycle) information is recorded for every access.efalgp needs to sweep through
a range of L2 cache sizes for each benchmark and record therparfoe and microarchitectural
resource utilization every 10k instructions as this information will be used inntieepolation.
These L2 traces are fed into an cache simulator and interconnectiomtiontmodel that reads
the L2 accesses of each core from the traces, sorts them according tf fiowess, and uses them
to drive the interconnection and L2 cache simulation. This interconnectwm®@cmulator outputs
the L2 miss ratio and the delay due to contention for every 10k instruction segrhthe thread
running on each core.

With this L2 miss ratio and interconnection contention information we can calculateeiv
performance and power number for each 10k instruction segment oédlitbads. Since we know
the performance and microarchitectural resource utilization for sei2naliss ratio values, we are
able to obtain new performance and utilization data for any other L2 miss ratauped by the
cache simulator via interpolation. Power numbers can be derived fronrtiotuse utilization data
with post-processing.

When Zauber interleaves the L2 accesses from each thread, it is usimgdie information
attached with each access to sort them by time of access. However, esathrtiay suffer different
degrees of performance degradation due to interconnection and h2 caatention. Therefore,
sorting by time of access may not reflect the real ordering. The model iwtis iterates to
improve accuracy. In particular, given the performance impact frooheaontention for each
thread, Zauber can use this information to adjust the time of each L2 acceashri2 trace and
redo L2 cache emulation based on this new L2 access timing information. ltgt@ationvergence,
it is found three iterations are typically enough to reach good accuracy.

This work validates Zauber against the detailed cycle-accurate simulatandot. Figure 6.1
shows the average performance and power data from Turandot simuaitibZauber simulation

for 2-way and 4-way CMPs. From these figures, the average peaifure and power difference
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Figure 6.1:The validation of Zauber model [53]

between Turandot and Zauber is within 1%. For a 2-way CMP, Zaultee\ags a simulation time
speedup of 40-60x, with detailed Turandot simulations requiring 1-2shemul the decoupled sim-
ulator requiring 1-3 minutes.

Since this work is modeling throughput-oriented workloads consisting operigent threads, a
relatively high degree of cache sharing like Niagara [38] is assumath [Eacache bank is shared
by half the total number of cores. The interconnection power overhea@gstapolated from [45].

This work assumes the L2 cache latency does not change when the h& siae is varied.
It also omits the effects of clock propagation on chip throughput and peen core number

increases.

6.3.2 Analytical Infrastructure

This work uses formulas to vary and calculate parameters of interest inMifredgésign space ex-
ploration. The design parameters this work considers include core caueatpipeline dimensions,
thermal resistance of chip packaging, and L2 cache size. As thesegdara are varied, this work

considers the impact on both power and performance metrics.

6.3.2.1 Performance and Power Modeling

The analytical model uses performance and dynamic power data gehleyaZauber simulation.
Leakage power density for a given technology is calculated by Eq. (8t®reA andB are coeffi-
cients determined by a linear regression of ITRS datalaisdhe absolute temperaturk = 207.94

andB = 1446 for 65nm technology.
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Feakage density= A- T2.e 87 (6.3)

6.3.2.2 Temperature Modeling

This work uses steady-state temperature at the granularity of each astimtate the chip thermal
effects. This neglects localized hotspots within a core as well as lateratdheoupling among
cores. Addressing these is important future work, but employing a simplgteal temperature
formula instead of the more complex models in HotSpot reduces simulation time and alde

focus on how heat-removal limitations constrain core count and core type.

It is observed that the heat spreader is almost isothermal for the rédnige chip areas and
power values that are investigated, so we can separate the global tampgse across the thermal
package due to total chip power dissipation from localized temperaturenose ¢he package due
to per-core power dissipation. This is described by Equations 6.4, 615%.6n Suppose we want
to calculate the temperature of a specific core on the chip, wRgrandP..re are the global chip
and single core dynamic power, respectively. Simildrly, andLcqre are the global chip and single
core leakage power, respectively. The chip’s total dynamic power isuimeof the dynamic power
dissipated by all the cores on chip, the L2 cache and the interconnecthiphkeakage power is
summed in a similar manner. The sumRafeadandRnsink denotes the thermal resistance from the
heat spreader to the air and the sunRgficon and Rrim denotes the thermal resistance from the
core. Collectively, these parameters specify the chip’s thermal chéastictefrom the device level
to the heat spreader, ignoring the lateral thermal coupling above thefreatder level.

This work categorizes the CMP heatup into local and global effects. drineefr is determined
by the local power dissipation of any given core and the effect on its textyse. The latter is

determined by the global chip power.
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Hglo + HIoc = Tcore— Tamb (6-4)
Hglo = (Pglo + I-glo) : (Rspread+ Rhsink) (6-5)
HIoc = (Pcore+ I—core) : (Rsilicon + RTIM) (6-6)

This distinction between local and global heatup mechanisms is first qualigatitreduced by
us in [54]. We observed that adding cores to a chip of fixed area ipesezhip temperature. This
observation may not be evident strictly from the perspective of perqower density. Although
power density is often used as a proxy for steady-state temperature wftltea exhibiting the
same power density, core or unit power density is only an accurate fmedicthe temperature
increases in the silicon relative to the package. Per-unit or per-cavermensity is analogous to
one of the many thermal resistances comprising the entire network thaseaps¢he chip.

Adding cores does indeed increase temperature, because it indreasssl amount of power
that must be removed. The current primary heat removal path is convdotim a heat sink.
Although accurate expressions for convective heat transfer arple, a first-order approximation

is:

q = hA(Tsink— Tair) (6.7)

whereq is the rate of convective heat transférjs the convective heat transfer coefficient that
incorporates air speed and various airflow proper#ess, the surface area for convection, and to
first orderT,; can be assumed to be fixed. At steady-state, the total rate oPlygaterated in the

chip must equal the total rate of heat removed from the chip.aifidA are held constant, then as

cores are added arlexceedsy, Tsink Must rise to balance the rates so tRat g. This increases
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on-chip temperatures because the sink temperature is like an offset fothitrelayers from the
sink-spreader interface through the chip.

Alternative heat removal mechanisms also warrant consideration. korpde, fan speed may
be increased, but this approach is often limited by acoustical limits and vdraard-layout and
airflow factors that lead to diminishing returns (e.g. increased pressopeagross a larger heat
sink). We can lower the inlet air temperature, but this is not an option in magsatipg environ-
ments (e.g. a home office), or may be extremely costly (e.g. in a large data)c&vecould also
increase heat sink area, but this is where Eq. (6.7) breaks down eXjr@ssion assumes that the
heat source is similar in size to the conductive surface. In reality, inag#se heat sink surface
area does not improve convective heat transfer in a simple way. Biegein height and surface
area is limited by airflow constraints that dictate an optimal fin configuratione&sing the total
size of the heat sink (i.e. increasing the area of its base), leads to diminishimgs as the ratio of
sink to chip area increases due to limitations on how well the heat can bel spmehe limit, the
heat source looks like a point source and further increases in thersiak\l have no benefit, as
heat will not be able to spread at all to the outermost regions of the hé&at sin

With regard to the single thermal resistance in the HotSpot model, addingisaqaivalent
to adding current sources connected in parallel to a single resistoinitosair resistance. The
increased current leads to a larger IR drop across this resistor angarionally larger heat-sink
temperature.

Equations 6.4, 6.5, and 6.6, quantify the contributions from global antlheedup. Figure 6.2
presents results from validating this simple model against HotSpot, varyitg#iesink resistance
and fixing the power distribution to test different temperature ranges.téhperature difference

between these two models is normally within 3

6.3.2.3 Area Modeling

This work assumes a 65nm technology. Based on a Power5 die photcagbkink core area is
estimated to be 152mn?, equivalent to the area of 1MB of L2 cache. This work assumesmeégth

cores share one L2 cache through a crossbar routing over the l&stamdte the total crossbar area
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Figure 6.2:Simplified temperature model validation [53]

to be 57n- mn? [45], wheren is the number of cores. As pipeline dimensions vary, the core area is
scaled to account for additional structures and overhead.

Depth Area Scaling: Given the assumption of fixed logic area independent of pipeline depth,
latch area constitutes the primary change in core area as depth variegdsdie the total channel
width of all pipeline latch transistors, including local clock distribution circuitrgt Wioa be the
total channel width for all transistors in the baseline microprocessohlidirg all low-leakage
transistors in on-chip memories. Let the latch growth factor (LGF) capteréathh count growth
due to logic shape functions. This analysis sets the latch nafig{/Wiotal) at 0.3 and the LGF at
1.1, assuming superlinear latch growth as pipeline depth increases g&Jming changes in core
area are proportional to the total channel width of latch transistors in tledinep the portion of

core area attributed to latches is scaled superlinearly with pipeline depthEcitig.8).

Wiatch FO4target LGF
= 1 -1 6.8
Ararget Abase( + Wiotal ( < FO4pase ©8)

Width Area Scaling: Table 6.4 presents area scaling factors for varying pipeline width. This

work considers each unit and its underlying macros. To first-ordecdale area attributed to the
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Unit/Macro | 2D | 4D | 8D |

FXU 05[1.0][20
FPU 05[1.0]20
ISU 06[10][1.8
IFU 1.0[1.0] 10
LSU 05[1.0]20
IDU 1.0/10]1.0
| Total [07]10]17]

Table 6.4:Pipeline Width Area Scaling [53]

fixed point, floating point, and load store units scale linearly due to clusteltngalso assumed
that the area of multi-ported SRAM array structures is wire dominated atesdozearly with the
number of ports [74,78]. This assumption applies to SRAM memodes (egister files), but
may be extended to queueasd. issue queues), tables.§. rename mappers), and other structures
potentially implemented as an SRAM array.

Note the area of the instruction fetch and decode units (IFU, IDU) argéartkent of width.
Within the fetch unit, the instruction cache, instruction TLB, program couatet branch handling
hardware dominate the fetch unit’s total power dissipation and, to firsr;ditese structures are
independent of the fetch width. Within the decode unit, the instruction ded®@®1 used to
crack complex instructions dominates decode power and, to first-ordelR@M is independent of
decode width. Also note that only a subset of the macros for the instruggreacing unit (ISU)
scale as width increases, resulting in a sublinear area dependencetbriorithis unit. For the
sequencing unit, only area associated with issue queues and tablegidterreenaming scale with
pipeline width. The total scaling factors, a weighted average of the udihgdactors, suggest a

sublinear relationship between area and width.

6.3.2.4 DVFS Scaling and Reward Functions

Using a large number of cores may lead to thermal run-away due to high agr @nd the posi-
tive feedback of leakage power and temperature. A thermal controlanesth must be employed

to prevent this behavior and to account for the resulting performancectmphis work takes this
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control into consideration by emulating voltage and frequency scalingdadg-state temperature
control. The dynamic simulations here do not model the dynamic control asp&/FS. In-
stead, this work only simulates workloads in which all cores are occupied@erst typical-case”
workloads that are likely to dictate thermal design. Then, for a given lvadgs we can calcu-
late its steady-state temperature and infer the voltage and frequency seéoggsary to prevent
the steady-state temperature from pushing the chip above IDfese settings could represent
the maximum steady-state or nominal settings that are safe for “worst tygaisal-workloads, or
could represent steady-state V/f values with DVFS when these workdmadsnning. In reality, the
DVFS settings would fluctuate around these values with such workloauisitipeg higher settings

when fewer cores are occupied.

Tthr - Tamb = (Pglobaleelow+ PcoreRabove)Vschsc

+(LglobalRoelow+ LcoreRabove) Vsc (6.9)

For a given core numbar, L2 cache sizd, pipeline depthd, and pipeline widthw, the dy-
namic power consumption and performance are obtained from Zaubéherehkage power with
Equation 6.3. For a given temperature threshold, the voltage and frggsealing factors are cal-
culated from Equation 6.9, which is deduced from Equation 6.4, assumihththkeakage power
is mainly subthreshold leakage power and is linearly dependent on voltégieg 0.9V and 2.0
GHz as the nominal voltage and clock frequency and their scaling facdtg andFs, this work
uses a nonlinear voltage/frequency relationship obtained from HSRICHtsimulation. After
determining the voltage and frequency scaling required for thermal d¢ptiteoreward functions,

BIPS and BIP&W, are calculated with Equations 6.10 and 6.11.

BIPSn,l,d,w) = BIPSuase Fsc (6.10)

BIPS BIPS).s8 Fec\ 2
P dw) = i;e (—“) (6.11)
W Payn+ s ) Ve
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6.3.3 Workloads

This work characterizes all SPEC2000 benchmarks into eight major cegggloigh IPC¢ 0.9) or
low IPC(< 0.9), high temperature(peak temperati855K) or low temperature(peak temperature
< 35%K), floating-point or integer benchmark. Eight of the SPEC2000 bendtefart, mcf, applu,
crafty, gcc, eon, mgrid, swim) are employed as single thread benchmspaming these categories.
This work further categorizes benchmarks according to their L2 miss ragifesring to those with
high and low miss ratios as memory- and CPU- bound, respectively.

To generate static traces, this work compiles with xtecompiler and -O3 option. Sim-
point [23] is used to identify representative simulation points and geneeatestby capturing 100
million instructions beginning at the Simpoint.

For both CPU-bound and memory-bound benchmarks, pairs of singlaethrenchmarks are
used to form dual-thread benchmarks and replicate these pairs to formlenb#ipchmark groups
of each benchmark category for CMP simulation with more than two cores.widtlsonly simu-
lates workloads consisting of a large pool of waiting threads to keep @kamstive, representing

the “worst typical-case” operation likely to determine physical limits.

6.4 Results

This section presents the results from the exploration of a large CMP dgsége that encom-
passes core count, pipeline dimensions, and cache size. This reseasitiers optimizing for
performance (BIPS) and power-performance efficiency (B under various area and thermal
constraints. In addition to demonstrating the effectiveness of the expeahmesthodology for ex-
ploring large design spaces, the results also quantify significant CMghdesnds and demonstrate

the need to make balanced design choices.

6.4.1 Optimal Configurations

Table 6.5 and Table 6.6 present optimal configurations that maximize BIPSIR&/W for a

fixed pipeline depth while Table 6.7 and Table 6.8 present optima for a fixserstalar width.
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L2 Core Pipeline | Voltage | Frequency
(MB) | Number | Width Scaling | Scaling
nolimit+NT+CPU 32 20 8 1.00 1.00
nolimit+LR+CPU 8 20 4 0.75 0.63
nolimit+HR+CPU 2 18 2 0.59 0.39
400+NT+CPU 4 20 4 1.00 1.00
400+LR+CPU 4 20 4 0.75 0.64
400+HR+CPU 2 18 2 0.59 0.39
200+NT+CPU 2 10 4 1.00 1.00
200+LR+CPU 2 10 4 0.87 0.80
200+HR+CPU 2 12 2 0.67 0.51
100+NT+CPU 2 4 4 1.00 1.00
100+LR+CPU 2 4 4 0.97 0.96
100+HR+CPU 2 4 4 0.79 0.70
nolimit+NT+MEMORY | 32 20 8 1.00 1.00
nolimit+LR+MEMORY | 16 20 4 0.73 0.61
nolimit+HR+MEMORY | 8 10 2 0.62 0.45
400+NT+MEMORY 16 16 2 1.00 1.00
400+LR+MEMORY 16 12 4 0.81 0.73
400+HR+MEMORY 8 10 2 0.62 0.45
200+NT+MEMORY 8 8 2 1.00 1.00
200+LR+MEMORY 8 6 4 0.93 0.90
200+HR+MEMORY 8 8 2 0.66 0.51
100+NT+MEMORY 2 4 4 1.00 1.00
100+LR+MEMORY 2 4 4 1.00 1.00
100+HR+MEMORY 2 4 4 0.81 0.73

Table 6.5:0Optimal Configurations for BIPS with Varying Pipeline Width , Fixed Depth (18F04) [53]

Configurations are presented for various combinations of area amdaheonstraints. The area
constraint can take on one of four values: no constraint (“nolimit”) /i®8 200mnt, or 40amnt.
Similarly, packaging assumptions and hence thermal constraints can take ofitbree values: no
constraint (NT), low constraint (LR=0.1, low thermal resistance, i.erexggive , high-cost thermal
solution), and high constraint (HR=0.45, high thermal resistance, i.streamed thermal solution,
such as found in a laptop). The tables differentiate between CPU- and mémand benchmarks
and specify the required voltage and frequency ratios needed to gsh8sfiyal constraints.

Figures 6.3-6.5 present performance trade-offs between corg t@uwache size, and pipeline

dimensions for a 408n? chip subject to various thermal constraints.

6.4.1.1 No Constraints

In the absence of area and thermal constraints (nolimit+NT+CPU, nolimit+NEMMRY), the
throughput maximizing configuration for both CPU- and memory-boundhraacks employs the

largest L2 cache and number of cores. Although the optimal pipeline widthllfoenchmarks is
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Figure 6.3: Performance of various configurations with chip area constaint at 400mm~2 (without
thermal control) [53]
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Figure 6.4:Performance of various configurations with chip area constaint at 400mm~2 (R = 0.1 heat
sink) [53]
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L2 Core Pipeline | Voltage | Frequency
(MB) | Number | Width Scaling | Scaling
nolimit+NT+CPU 16 20 8 1.00 1.00
nolimit+LR+CPU 8 20 4 0.75 0.63
nolimit+HR+CPU 2 16 2 0.61 0.43
400+NT+CPU 4 20 4 1.00 1.00
400+LR+CPU 2 20 4 0.76 0.65
400+HR+CPU 2 16 2 0.61 0.43
200+NT+CPU 2 10 4 1.00 1.00
200+LR+CPU 2 12 2 0.90 0.85
200+HR+CPU 2 12 2 0.67 0.51
100+NT+CPU 2 4 4 1.00 1.00
100+LR+CPU 2 4 4 0.97 0.96
100+HR+CPU 2 4 4 0.79 0.70
nolimit+NT+MEMORY | 32 20 4 1.00 1.00
nolimit+LR+MEMORY | 16 20 4 0.73 0.61
nolimit+HR+MEMORY | 8 10 2 0.62 0.45
400+NT+MEMORY 16 16 2 1.00 1.00
400+LR+MEMORY 16 16 2 0.81 0.72
400+HR+MEMORY 8 10 2 0.62 0.45
200+NT+MEMORY 8 8 2 1.00 1.00
200+LR+MEMORY 8 8 2 0.92 0.88
200+HR+MEMORY 8 8 2 0.66 0.51
100+NT+MEMORY 4 4 2 1.00 1.00
100+LR+MEMORY 4 4 2 0.98 0.98
100+HR+MEMORY 4 4 2 0.81 0.73

El'ali)le 6.6:0ptimal Configurations for BIPS3/W with Varying Pipeline Width, Fixed Depth (18FO4)
53
eight (8W), CPU-bound benchmarks favor deeper pipelines (12k®Dtke advantage of fewer
memory stalls and higher instruction level parallelism. Conversely, memomyebbanchmarks
favor relatively shallow pipelines (18FO4).

For BIPS/W, the optimal depth shifts to shallower pipelines; 18FO4 and 30FO4 delays pe
stage are optimal for CPU and memory-bound benchmarks, respeciiryoptimal width shifts
to shallower, narrower pipelines for memory-bound benchmarks due teldté/ely high rate of

memory stalls and low instruction level parallelism.

6.4.1.2 Area Constraints

Considering area constraints100,200,409+NT+*), we can find core number and L2 cache size
tend to decrease as area constraints are imposed. Although both teshanigupplied in certain
cases (100+NT+CPU, 100+NT+MEMORY), decreasing the cachdssizgurally the most effec-

tive approach to meet area constraints for CPU-bound benchmariks debreasing the number of
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L2 Core Pipeline | Voltage | Frequency
(MB) | Number | Depth Scaling | Scaling
nolimit+NT+CPU 32 20 12 1.00 1.00
nolimit+LR+CPU 8 20 18 0.75 0.63
nolimit+HR+CPU 2 14 24 0.62 0.44
400+NT+CPU 4 18 12 1.00 1.00
400+LR+CPU 4 20 18 0.75 0.64
400+HR+CPU 2 14 24 0.62 0.44
200+NT+CPU 2 10 18 1.00 1.00
200+LR+CPU 2 10 18 0.87 0.80
200+HR+CPU 2 10 18 0.63 0.45
100+NT+CPU 2 4 18 1.00 1.00
100+LR+CPU 2 4 18 0.97 0.96
100+HR+CPU 2 4 18 0.79 0.70
nolimit+NT+MEMORY | 32 20 18 1.00 1.00
nolimit+LR+MEMORY | 16 20 30 0.85 0.78
nolimit+HR+MEMORY | 8 10 30 0.65 0.48
400+NT+MEMORY 16 12 18 1.00 1.00
400+LR+MEMORY 16 12 30 0.94 0.91
400+HR+MEMORY 8 10 30 0.65 0.48
200+NT+MEMORY 8 6 24 1.00 1.00
200+LR+MEMORY 8 6 24 1.00 1.00
200+HR+MEMORY 4 6 30 0.83 0.75
100+NT+MEMORY 2 4 24 1.00 1.00
100+LR+MEMORY 2 4 24 1.00 1.00
100+HR+MEMORY 2 4 30 0.96 0.95

Table 6.7:0Optimal Configurations for BIPS with Varying Pipeline Depth, Fixed Width (4D) [53]

L2 Core Pipeline | Voltage | Frequency
(MB) | Number | Depth Scaling | Scaling
nolimit+NT+CPU 16 20 18 1.00 1.00
nolimit+LR+CPU 8 20 18 0.75 0.63
nolimit+HR+CPU 2 14 24 0.62 0.44
400+NT+CPU 4 20 18 1.00 1.00
400+LR+CPU 2 20 24 0.85 0.78
400+HR+CPU 2 14 24 0.62 0.44
200+NT+CPU 2 10 18 1.00 1.00
200+LR+CPU 2 10 24 0.97 0.95
200+HR+CPU 2 10 24 0.69 0.55
100+NT+CPU 2 4 18 1.00 1.00
100+LR+CPU 2 4 18 0.97 0.96
100+HR+CPU 2 4 18 0.79 0.70
nolimit+NT+MEMORY | 32 20 30 1.00 1.00
nolimit+LR+MEMORY | 16 20 30 0.85 0.78
nolimit+HR+MEMORY | 8 10 30 0.65 0.48
400+NT+MEMORY 16 12 30 1.00 1.00
400+LR+MEMORY 8 12 30 1.00 1.00
400+HR+MEMORY 8 10 30 0.65 0.48
200+NT+MEMORY 8 6 30 1.00 1.00
200+LR+MEMORY 8 6 30 1.00 1.00
200+HR+MEMORY 4 6 30 0.83 0.75
100+NT+MEMORY 2 4 30 1.00 1.00
100+LR+MEMORY 2 4 30 1.00 1.00
100+HR+MEMORY 2 4 30 0.96 0.95

Table 6.8:0ptimal Configurations for BIPS 3/W with Varying Pipeline Depth, Fixed Width (4D) [53]
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cores is most effective for memory-bound benchmarks.

With regard to pipeline dimensions, the optimal width decreases to 2W for allcarestraints
on memory-bound benchmarks (*+NT+MEMORY) except 100+NT+MERMOAccording to the
areamodels in Section 6.3.2.3, changes in depth scale the latch area (ordft8@8area) whereas
changes in width scale the area associated with functional units, quedesther width-sensitive
structures. Thus, shifting to shallower widths provides greater area ir{ifade 6.5). Although
pipeline depths may shift from 12 to 18/24F0O4 delays per stage, they eeneeluced to 30FO4
delays per stage to meet area constraints (Table 6.7).

As in the case without constraints, the bar plots in Figure 6.3, which varliqepdepth, shows
CPU-bound benchmarks favor deeper pipelines (4MB/12FO4/4 is optimdlyreemory-bound
benchmarks favor shallower pipelines (16MB/18F04/4 or 16MB/24FO&bptimal). The line
plots in Figures 6.3—-6.4 also present performance for varying widtheddest thermal constraints.

In this case, the optimal pipeline width is 4W for a fixed depth of 18F04 delaystpge.

6.4.1.3 Thermal Constraints

We find thermal constraints (nolimi{NT,LR,HR}+*), also shift optimal configurations to fewer
and simpler cores. The optimal core number and L2 size tends to decrigaseat sink effective-
ness. For example, the optimum for nolimit+HR+MEMORY is 8MB L2 cache ancbi6s. Again,
CPU-bound benchmarks favor decreasing cache size to meet themsalaiats while memory-
bound benchmarks favor decreasing the number of cores.

Figure 6.5 also illustrates the impact of global heating on optimal pipeline coafigns. As
the number of cores increase for CPU-bound benchmarks, the optitagl mer stage increases
by 6FO4 (i.e., from 18 to 24F04) when twelve cores reside on a single ¢hip.increasing core
count increases chip temperature, leading to shallower pipelines thatdower dissipation, lower
global temperature, and meet thermal constraints.

Simpler cores, characterized by smaller pipeline dimensions, tend to consssmoleer and,
therefore, mitigate the core’s thermal impact. In particular, the optimal pipeépthdshifts to 24

and 30FO4 delays per stage for CPU and memory-bound benchmasctigely, when compar-
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ing nolimit+NT+* to nolimit+HR+* in Table 6.7. Similarly, the optimal width shifts to 2w for all
benchmarks when comparing the same entries in Table 6.5.

Figures 6.4—6.5 show imposing thermal constraints shifts the optimal depthltmsradesign
points. The performance for CPU and memory-bound benchmarks aiieniped for 18-24 and
24-30F04 delays per stage, respectively. Pipeline power dissipaticages superlinearly with
depth while pipeline area increases sublinearly according to Section 6.BH2S8,. growth in power
dissipation exceeds area growth and the overall power density insreébedepth. Thus, optimal
designs must shift to shallower pipelines to meet thermal constraints. Similantg, aggressive
thermal constraints, shown in Figure 6.5 shifts the optimal width to the nar@wWeespecially as
the number of cores increases. These results also suggest therstahicos will have a greater

impact on pipeline configurations than area constraints.

6.4.1.4 Area and Thermal Comparison

Comparing the impact of thermal constraints (nolimit+NT+* versus nolimit+HR+th®impact
of area constraints (nolimit+NT+* versus 100+NT+*) demonstrates lasbdts towards smaller
pipeline dimensions. In general, thermal constraints exert a greatemiodwa the optimal design
configurations.

Applying a more stringent area constraint reduces the trend towards siogoes. With a
smaller chip area, resulting in fewer cores and smaller caches, total dmsgrated and the need
for thermal control is diminished. As this occurs, pressure towards sinoples with smaller

pipeline dimensions also fades.

6.4.1.5 Depth and Width Comparison

Consider a baseline configuration 2MB/18FO4/4W. As thermal constraiatiengosed, the con-
figuration may either shift to a shallower core (2MB/24FO4/4W) or shift toasrawer core

(2MB/18F04/2W). Since changes in width scale area for both functiomiéd and many queue
structures, whereas changes in depth only scale area for latche®betiages, width reductions

have a greater area impact relative to depth reductions. Thus, the 2MB424\W core is a larger
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core relative to the 2MB/18F04/2W and exhibits lower dynamic power densitywever, the
smaller 2MB/18F04/2W core benefits from less leakage power per cdrecansequently, less
global power (since dynamic power dissipation is comparable for botlsore

From the temperature models in Section 6.3.2.2, total power olRgsHa, has greater thermal
impact for a chip with a poor heat sink (i.e., high thermal resistaRggasing. Similarly, the
thermal impact is dominated by the local power den$ity;e, for a chip with a good heat sink. In
this case, the transfer of heat from the silicon substrate to the spreaméarades thermal effects.
Thus, to minimize chip heatup, it is advantageous to reduce width and globat jothe context
of a poor heat sink and advantageous to reduce depth and local dengty in the context of a

more expensive heat sink.
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Figure 6.6:The difference from the optimal when no thermal consideraton is made at early design
[53]

6.4.2 Hazards of Neglecting Thermal Constraints

Thermal constraints should be considered early in the design protasship is designed without
thermal constraints in mind, designers must later cut voltage and clockefieguo meet ther-
mal constraints. The resulting voltage and frequency, and henceparioe, will likely be cut
more severely than if a thermally-aware configuration were selected frerhapinning. Figure
6.6 demonstrates the slowdown incurred by choosing a non-thermally optasigndwith volt-

age and frequency scaling over the thermally-optimal design. The y-Etistphe thermal-aware

optimal performance minus the performance of the configuration withountieronsiderations,
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normalized to the optimal performance. This figure summarizes the slowdowai éfmmbinations
of die sizes, heat-sink configurations, application classes, and forpjmtline depth and width
optimizations. The average difference for varying depth is around7#2-dnd 7-16% for varying
width.

However, for large, 400Nt chips, omitting thermal consideration may result in huge per-
formance degradations. For example, the 400+HR+CPU and 400+HRHMRY configurations
result in a 40% — 90% difference in performance for BIPS and BNRSAs area constraints are
relaxed, the optimal point tends to include more cores and larger L2 cadioggever, if the chip
has severe thermal problems, DVFS scaling must scale aggressively taim#iermal limits, into
a region with significant non-linear voltage and frequency scaling,ymiod large performance
losses. For smaller chips with fewer cores and smaller L2 caches, theedd&emay be negligible
because there are very few configurations to choose from. As futdie €erver-class micropro-
cessors target 407 chips with more than eight cores, it will be essential to perform thermal
analysis in the early-stages of the design process when decisiongiadouinmber and complexity

of cores are being performed.

6.4.3 DVFS Versus Core Sizing

In meeting thermal constraints for large CMP machines where global heatelfptal chip power is

a concern, designers may be forced to choose among implementing feegrsmaller L2 caches,
or employing aggressive DVFS scaling. This work finds DVFS superigetnooving cores for

CPU-bound applications as long as reductions in frequency are metdasaan equal reduction in
dynamic and leakage power. Additional cores for CPU-bound applicagimvide linear increases
in performance with near-linear increases in power dissipation. Hoyegeause of the strongly
non-linear relationship between voltage scaling and clock frequency ablbages, voltage scaling
at some point stops providing super-linear power savings to make upeqettiormance (clock-

frequency) loss. At this point, designers must consider removing @réd.2 cache from the
design to meet thermal constraints.

For example, a chip with 30% leakage power no longer achieves supar-lpmver-
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performance benefit from DVFS scaling after roughly 0.55x Vdd scaliregjuency of the chip
drops to 0.18x and power dissipation also to 0.18x (dominated by leakags,yelich only scales
linearly with Vdd). Further reductions in Vdd lead to greater performansetlsan power savings.
(In future process technologies, more than 0.55x Vdd scaling may alsoagbpreliability limits
of conventional CMOS circuits.)

Figure 6.5 shows an example of this behavior with the 2MB/18F04/4W desigmen\this
design exceeds 14 cores, further increases in core count leadféonpence degradation. Vdd
scaling has exceeded 0.55x, and the additional DVFS scaling necessaggt thermal constraints
costs more performance than is gained by adding these additional canethe ©@ther hand, the
2MB/18FO4/2W design only requires Vdd scaling of 0.57x out to 20 combsch is why this
design is attractive even with the additional cores.

Similar analyses hold for memory-bound applications. In this case, the ffaslewore com-
plex, because the performance benefit from adding cores may biéean-In this case, designers
must carefully tradeoff power-performance benefits of DVFS, L2 complexity, and core sizing

to maximize the overall performance benefit with the power costs.

6.4.4 Accommodating Heterogeneous Workloads

Figures 6.3—6.5 also highlight the difficulty of accommodating a range of laadktypes under
area constraints.This is less of a concern when looking at a small numberesf like most prior
studies. Prior studies have also neglected the role of pipeline dimensioick, widn find to play a
major role. And for large numbers of cores, radically different confians are possible.

CPU-bound and memory-bound workloads have different, incompatiltilmap The perfor-
mance loss from using the CPU-bound optimum with the memory-bound workluddice-versa
is severe, 37-41% and 26-53% respectively, depending on thernsttaiots. Even if we try to
identify compromise configurations, it is surprising how poorly they perféor one or the other
workload. Of course, the best compromise depends on how heavilyvea&load is weighted.
This work tried to minimize the performance loss on both workloads.

With no thermal limits, the best configuration is 16 4-wide, 18FO4-deep auitbsS8MB of
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cache, incurring an 18% penalty for the CPU-bound workload. If we affr8 cores, it incurs 10%
penalty for the memory-bound workload. Moving to 16MB improves memomyaldgerformance,
but hurts CPU-bound performance because it sacrifices 8 coresmaitea constraint of 400 nfm

With thermal limits, the optimal configurations begin to converge, as the maximusibjms
number of cores and the L2 cache size is constrained, as the BIPS bée&fra cores is reduced
for CPU-bound benchmarks, and as the benefit of additional cacteifimeduced for memory-
bound benchmarks. For low thermal resistance, the best compromise-witi® 4ores and 8 MB.
This incurs only a 4% performance loss for CPU-bound benchmark a@#doss for the memory-
bound case. With high thermal resistance, the best compromise is 14 430E©4-deep cores
with 8 MB of cache. Turning off 4 cores we reach the optimal configuratiormemory-bound
case, but this configuration incurs 12% penalty for the CPU-bound case

Although the discrepancy between the needs of CPU- and memory-bouklbads narrows
with increasing thermal constraints, some penalty seems inevitable, becBUsbddnd bench-
marks prefer more cores while memory-bound benchmarks prefer la2gerches. It is interesting

to note that we do not see a simple heuristic for identifying good compromidigamations.

6.5 Future Work and Conclusions

The major conclusions include:

¢ Joint optimization across multiple design variables is necessary. Even pigelitie, typ-
ically fixed in architecture studies, may impact core area and power ertoutdfange the
optimal core count. Optimizing without thermal constraints and then scaling tormahe
envelope leads to dramatically inferior designs compared to those obtagredrcluding

thermal constraints in the initial optimization.

e Thermal constraints appear to dominate other physical constraints like delixery. Once
thermal constraints are met, at least within the design space this work stpdiedr has

been throttled sufficiently to fall safely within ITRS power-delivery projeas.
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e Thermal constraints tend to favor shallower pipelines and narrowes,came tend to reduce
the optimal number of cores and L2 cache size. Nevertheless, even sewe thermal
constraints, additional cores benefit throughput despite aggrassiuetions in operating
voltage and frequency. This is true until performance gains from aitiewlal core is negated
by the impact of the additional voltage and frequency scaling requirell thieacores. This
inflection occurs at approximately 55% of the nominal Vdd, well into the rarig@n-linear

frequency scaling (18% of nominal!).

e For aggressive cooling solutions, reducing power density is at le@sipastant as reducing
total power. For low-cost cooling solutions, however, reducing totalgegds more impor-
tant because raising power dissipation (even if power density is the saime$ i chip’s

temperature.

These results raise a range of questions for future work, such asélddar adaptive chip archi-
tectures that can dynamically accommaodate the full range of workloaas,Heavily CPU-bound
to heavily memory-bound. Examining how all findings here might change witér atlorkloads
(e.g., scientific parallel applications or communication-heavy commercia¢rsemrkloads) and
other architectures (e.g., in-order processors) is future work. éurésearch on L2/L3/Memory
interconnect/hierarchy for CMP and on the impact of clock propagatioBMP throughput and
power is also necessary.

While CMPs may optimize for throughput-oriented application workloads at tperse of
single-thread performance, single-thread performance will still be anrtantoconsideration for
many application domains. Addressing single-thread performance will lilegjyire additional
design tradeoffs. This does not necessarily require aggresgpezssalar cores running at full
voltage and frequency. Future research in this direction must congideulative multithreading,

heterogeneous cores, dynamic core adaptation, run-ahead exsmatigimg, and so forth.



Chapter 7

The Investigation of Core Type Choices for CMP

7.1 Introduction

Recent years have seen a trend in the design of microprocessordsaligr multi-processors that
couple shared on-chip caches with multiple CPU cores. These desidgnws@®vide increased
energy-efficiency and excellent throughput performance. Sun@iginput computing initiative
is an example of this direction. In this system architecture, a chip multipraceesfiguration
with eight, simple in-order, heavily multi-threaded cores is employed. Thestersg provide an
unparalleled number of computational threads within a very reasonabler gowelope.

However, itis not clear that this approach provides the correct balafrtbroughput and latency
for certain market segments. It is not just legacy applications that asitigerto single-thread
latency. Many Internet services will increasingly differentiate themsealvethie basis of response
time, possibly even guaranteeing minimum response times through servitagmements. Some
applications do not parallelize beyond a few cores, and even thosedhaty still be latency
sensitive. This might occur when evaluating many scenarios, or wheppdication continuously
refines an answer, to achieve the best result within a given latencyraiomgas in some games,
decision support, etc.).

Heterogeneous cores are one possible solution to provide both low laedtygh throughput.
Some number of aggressive cores provide low single-thread latenitg,amarray of small, multi-

threaded in-order cores provide throughput. This configuration.etery limits the number of

94
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concurrent performance-sensitive threads to the number of aggresses, limiting the number of
applications that are a good fit.

In the presence of single-thread latency constraints, this work showi ihactually aggres-
sive, out-of-order cores that provide not only the necessarppednce, but also the best, or at
least competitive, aggregate throughput. This is true even when the latemstyaint is quite gen-
erous, e.g. a 10X slowdown. It is only when latency constraints are titdglignd throughput is
paramount that in-order cores are superior.

There are three major reasons that contribute to the superiority of OOhdesig
e Higher IPC

e BIPS/power/area efficiency

e Lower relative interconnect-fabric overhead

This work demonstrates the superiority of a symmetric, OO multi-core solution for
performance-sensitive markets and performs a sensitivity study to uargfyconclusion. This
holds true for both CPU-bound and memory-bound applications unlessaden core is at least
more than 25% smaller than an OO core. This work also shows that the pemadiglécting a
compromise configuration for best overall performance (acrosseliffavorkloads and different
latency/throughput requirements) is acceptable and dynamically turningdoofithe SMT mech-
anism for a CMP based on out-of-order SMT cores may provide theblademtce between single
thread performance and chip throughput.

To reach these conclusions, IBM’'s Turandot/PowerTimer model andetkity of Virginia's
multi-core simulation extensions are used in this work. Turandot/PowerTingebéen scaled
to model in-order cores and matched against various published dataltsRa® obtained from
an exhaustive search of the large multi-core design space consistingndien of cores, pipeline
depth, superscalar issue width, in-order vs. out-of-order issueSMT vs. SMT, size of L1 and
L2 caches. This work optimizes for throughput subject to single-threaddyg, peak steady-state

temperature, power delivery, pin-bandwidth, and area constraints.
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The rest of this chapter is organized as follows. Section 7.2 introducesl#ted work. Section
7.3 outlines experiments methodology including a detailed discussion of pexfice, area, and
power scaling. Section 7.4 discusses results and includes a detailed/ggmsiilysis. Finally this

work is concluded in Section 7.5.

7.2 Related Work

There has been a burst of work in recent years to understand tloerpance, energy, and thermal
efficiency of different CMP organizations. Few have looked at a latgebers of cores.

Davis et al. [15] explore the design space for core type, number e§coache size, and degree
of multithreading, but focus on maximizing throughput without regard foglsithread latency.
They show that simple, shallow, in-order cores with large numbers ofdbnger core are optimal.
The reason is that multiple threads allow servicing of multiple cache misses tebdapped with
modest hardware: only an extra register set per thread, instead offtbeséve out-of-order hard-
ware required to exploit substantial memory-level parallelism within a singéathr This work
focused on transaction processing (OLTP) workloads, which tendwe jpaor instruction-level
parallelism and poor cache locality, and found 4-8 threads per core aptimeal depending on
workload. Several existing products embody this philosophy. Kongetigh §38] describe the
Sun T2000 “Niagara” processor, an eight-way multi-core chip supmgpftiar threads per core and
targeted toward workloads with high degrees of thread-level parallelisraudhry et al. [13] go
on to describe the benefits of both multiple cores and multiple threads andgsbitini cores with
a single L2 cache. They also describe the Sun Rock processoristitsgbmechanism that uses a
helper thread to prefetch instructions and data [13]. Graphics piarsg€3PUs) also embody this
philosophy, with large numbers of fairly general-purpose “shades., cores) and the ability to
keep many threads in flight. For example, the ATI R580 exhibits 56 shaddrsam support 512
concurrent threads (where each thread is servicing a pixel), whilewitgaNG71 series exhibits 32
shaders (but a larger number of texture units). Like the T2000, GPéissdtiroughput over single-

thread (single-pixel) latency, and use the high degree of multithreading tio mmeamory (chiefly
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texture) latency.

We [53] also explore the design space for core count, pipeline deptof-auder issue width,
and L2 size, and show the importance of thermal constraints, but onlydeorsingle-threaded
cores. Our work focuses on single-threaded, multi-programmed SPEKloads. Monchiero
et al. [57] explore a similar design space and also demonstrate the impodiatiermal con-
straints, but this time in the context of an assortment of parallel shared-mepplications. Li
and Martnez [49] instead focus on power constraints, but study the SPLASHIgdyenchmarks.
Their results show that parallel execution on a CMP can improve endigiga€y compared to the
same performance achieved via single-threaded execution, and thatiévia the power budget of
a single core, a CMP allows substantial speedups compared to singlédtireeecution. In [50],
they go on to develop heuristics for dynamic adaptation to allow a CMP to findptiaal volt-
age/frequency settings and optimal number of cores to put to sleep to mieetm@nce constraints
while maximizing power savings. In a related work, Donald and Martono8] dévelop heuristics
for scheduling threads on a CMP to minimize thermal throttling, while Powell e63].ifstead
propose a core-hopping approach on CMPs in response to imminent thlerotiing.

Huh et al. [32] categorized the SPEC benchmarks into CPU-bounde<smttsitive, or
bandwidth-limited groups and explored core complexity, area efficiemzy pan-bandwidth lim-
itations, concluding, as this work does, that out-of-order cores arerghy preferable because of
their greater area efficiency. Ekman and Stenstrom [20] use SPLAStEhbwrks to explore a
similar design space in the context of energy-efficiency, arriving asémee conclusions. These
papers did not, however, account for the area overhead of omwmpory controllers, since that is
a fairly recent phenomenon.

The methodologies for analyzing pipeline depth and width build on prior wgrkde and
Brooks [47] by developing first-order models for capturing changesone area as pipeline di-
mensions change, thereby enabling power density and temperaturei@na@llyis work identifies
optimal pipeline dimensions in the context of CMP architectures whereas nmgpipeline analy-
ses consider single-core microprocessors [25,28, 72]. Furtheymmast prior work in optimizing

pipelines focused exclusively on performance although Zyuban ebahdf 18FO4 delays to be
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power-performance optimal for a single-threaded microprocessqr [77

7.3 Methodology

In order to allow tractable simulation of such a large number of cores amddesigns, this work
employs a simulation methodology that allows decoupling the simulation of individuweak with
the chip fabric and L2 simulation [53]. This methodology uses IBM’s TuaaitbwerTimer sim-
ulator, a detailed, cycle-accurate, execution-driven simulator to colledP{® and power statistics
in chunks of 10k instructions. The simulator also generates single-comadl®e access traces.
Zauber, the shared L2 and fabric simulator, uses this data to collectiparioe and power results
for various CMP configurations based on these single-core L2 caclkeesatraces and statistics. By
separately simulating the L2 and the fabric, Zauber can be used to ate€ldi® simulation. In
this work a simplified temperature model [53] validated against Hotspot 2.@dstosestimate the
temperature at the core granularity. Turandot and PowerTimer wasalhgitesigned to model a
POWER4 like out-of-order architecture, and for this research, theabmgnodified to simulate

in-order architectures.

7.3.1 Different Architectures

This study models architectures listed in Table 7.1. As this table shows, thisoeosiders the
following core design choices: SMT or non-SMT, in-order or out-tfes, issue widths (2 way
or 4 way), and different Dcache sizes (8KB or 32KB). Pipeline deptidse varied from 18FO4
to 42F04 in a step of 6FO4 for each design. This study only consideray2SMT. If the issue
width is 4, each thread will occupy two pipelines on average and if the isglib s 2, each thread
will occupy a single pipeline. In this way, the thread number per pipeline eazthbnged and this
study will show the impact of this factor on each architecture. Resoures aird power are scaled
from non-SMT to SMT following the same methodology we proposed in [5B¢ drea and power
scaling methodology in this work is the same as our methodology in [53] whenpgbkng depth

and width of each design are changed.
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004 002 0S4 | OS2 | OO4SMT | 104 102 1S4 1S2 I04SMT
Architecture | OO (0]0) (e]e} 00 (0]0) 10 10 10 10 10
Dcache 32KB | 32KB | 8KB | 8KB | 32KB 32KB | 32KB | 8KB | 8KB | 32KB
Issue Width | 4 2 4 2 4 4 2 4 2 4

Table 7.1:Terminology

7.3.2 In-order Architecture Modeling
7.3.2.1 Performance Model for an In-order Architecture

The main difference between an 10 architecture and an OO architecturat ihéhlO architec-

ture blocks issue if a previous instruction is stalled because of instructipgndency. The issue
logic of the Turandot model is changed to enforce in-order executibichameans if there is an
instruction waiting for operands, all other instructions after this instructiciménprogram order
will be blocked; while in the case of out-of-order execution, these instmg do not need to wait
for the issue of that previous instruction. The in-order model in this whltkaiows out-of-order

retirement. Instructions in modern processors tend to have quite diffexentition latencies and
out-of-order retirement can improve the performance of an in-orddttacture with very little

hardware overhead. Besides these changes to the fundamental pipginesizes of some re-
sources are also scaled down compared with OO architectures becdikeean OO core, an 10
core does not require as many queue resources. For the same idtuethis work scales down
the physical register file size, load/store queue size, data miss queuadiatieement queue size
by half from OO to 10. The issue queue size is set to the issue width beadasger issue queue

can barely help IO architectures due to the intrinsic property of in-ordaeis

7.3.2.2 Power and Area Model for an In-order Architecture

We need to scale down the unconstrained power (e.g. power befokegelting effects are consid-
ered) for all resources whose sizes are changed from the bas@imec@el. In this work CACTI

is used to calculate the scaling factor for the L1 data cache (Dcache)stttdtion cache (Icache),
first-level data TLB (DTLB), and first-level instruction TLB (ITLB). Feesources like functional

units, this work assumes linear scaling according to the size or the numbenaifises. However,
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004 | 002 | 104 | 102 | OO4SMT | OO2SMT | 104SMT | I02SMT
32KB | 11.22| 8.38 | 9.85| 7.46 12.89 9.33 10.61 8.26
8KB 8.68 | 6.45| 7.31| 5.52 10.35 7.39 8.07 6.32

100

Table 7.2:Core area of different architectures at 19FO4 (n¥)

linear power scaling is inaccurate for certain non-clustered structeoegxample, it does not cap-
ture non-linear relationships between power and the number of SRAM®poes since it does not
account for the additional circuitry required in a multi-ported SRAM cell. th@ reason, this work

applies superlinear power scaling with exponents drawn from Zyulaork in estimating energy

growth parameters [79]. Since these parameters were experimentallgdiiiough analysis of
a non-clustered architecture, this power scaling is only applied to thelostexed components of
the architecture. This methodology does not consider the power berfefigz@asing hardware
complexity for certain structures from OO to 10. For example, issue quewss IO architecture

can be much simpler due to simpler wakeup and issue logic. However, ldbausizes of those
resources in the |0 model are very small (2-4 in the case of issue Quéurdiser scaling of their

power changes the total power consumption estimation very little.

This work follows a similar methodology to scale down the core area from theno@el to
the 10 model. Sensitivity analysis for area and power models of 1O archiescts presented in
Section 7.4. Finally, all experiments are performed in the 65nm technoladg. A@able 7.2 shows
the area for cores with different architectures in this technology.

The core area may only occupy less than 50% of the chip area in CMP dedigis very
important to model the area of other on-chip structures. This researcblsrtbe area for on-chip
L2 cache, DDR and DRAM controllers, and on-chip interconnects. Thehip L2 cache area is
estimated based on the POWER4 die photo and scaled to 65nm. Because khassuones every
4 cores share an L2 cache, 4-way crossbars are used to acconmpltibipdnterconnection. It is
assumed that these 4-way crossbars will be implemented in a higher metalvaydhe L2 cache
as in Kumar et al. [45]. The area estimation for DDR/DRAM controllers is thasethe die photo
of the Sun Niagara and its total chip memory bandwidth. A linear area scalibipB/DRAM

controllers is assumed relative to the chip’s maximum pin-bandwidth.
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101

1MB L2 cache| DDR/DRAM controller for 1GB/s Pin Bandwidth 4-way Crossbal

11.52 0.96

22.80

Table 7.3:Area of non-core structures on a CMP chip (mn?)

The level one instruction and data cache structures can be respoosiblere than half the core

area and therefore properly selecting sizes for these structures ialddttbe chip area efficiency.

An experiment is carried out to sweep several cache sizes to see hpartbenance and BIPSN

change with L1 cache size. The sizes of all on-core cache structtgeshanged by the same

factor in this experiment. As shown in Figure 7.1, the best BIPS/Area aR&RW.Area) are

achieved with 8KB or 32KB L1 data caches for almost all architectureses@BIPS/Area and

BIPS®/(W.Area) values are normalized against the case of 004 with 32KB dalt@ caberefore

all following experiments in this work assume these two L1 cache sizes.

Normalized performance/area
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Figure 7.1:Normalized BIPS/Area and BIPSY/(W.Area) with different cache size

7.3.3 Physical Constraints

This research considers several physical constraints: chip temgereltip power, chip area, and
off-chip pin-bandwidth. The total chip power limit is set at 250w and the geigk temperature
is set at 100C. If these peak values are reached voltage scaling wiidoketa throttle the chip
speed so these limitation can be maintained. This work tries two different aképcanstraints :
400mnt and 200nn¥, corresponding to two different chip markets for CMP chips. Threeuifit
pin-bandwidth limitations are tried in this study: 24GB/s, 48GB/s, and 96GB/sferBiit pin-
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bandwidth corresponds to different chip area used by on-chip DDRNDBontrollers as indicated
by Table 7.3. If the pin-bandwidth limitation is reached the core frequency withbottled back
to ensure that the average pin bandwidth requirement does not exaeshi#imum chip pin-

bandwidth. This work does not consider the burdens of bursty traffichip pin-bandwidth.

7.3.4 Benchmark Methodology

Table 7.4 lists four benchmarks this study uses to represent four tygitRalapplication scenarios.
They are SpecJBB and mcf, art, and gcc from Spec2K. To generaetitaees, these benchmarks
are compiled with thellc compiler and -O3 option. Simpoint [23] is used to identify representative
simulation points and traces are generated by capturing 100 million instrucegiring at the
Simpoint for all Spec2k benchmarks. The SpecJBB benchmark used nesleiarch does not have
phase change behavior for the whole trace and therefore this study ging$/a segment with
100 million instructions by skipping a large number of instructions from the Ingggof the trace.
Each benchmark is replicated to form CMP benchmark tuples.

As mentioned earlier, single-thread latency may matter for more than just Isigatg-threaded
applications. This work selected single-threaded applications that extskiewael parallelism
but still require low single-thread latency. After characterizing the desface for these four
applications, this work found SpecJBB and mcf to best represent tige @behavior that was

observed.

e SpecJBB represents an e-commerce workload. As mentioned earliernsamkets and cus-
tomers will require fast response times. Measurements suggest th@#26f3esponse time
for Internet services can be CPU time. We chose SpecJBB as a faraussledt is insensitive
to L1 cache size and exhibits a significant rate of off-chip traffic rdgasdof L2 cache size,

while still benefiting from the ILP benefit of OO cores.

e mcf computes a minimum-cost-network for traffic routing and hence is rese of de-
cision support applications that may require interactive responsentinaously refine their

answer indefinitely, until the best available answer is required. We ahotas a focus be-
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Benchmark name Description

SpecJBB E-commerce server

mcf Decision support

art Data analysis and data mining: image processing
gcc Interactive server

Table 7.4:Description of benchmarks

cause it has a 2MB working set, and hence is extremely memory bound uatdstheead

can have 2 MB of L2 cache.

e gcc is representative of applications that do not parallelize easily. Simgdad latency mat-
ters for large files that determine response time. (sim-outorder.c is one lexaapy readers

are likely to be familiar with)

e art performs image recognition and is representative of applications tlygianallelize well,
but can run equally well as single-threaded applications when a largeanahindependent

tasks are present. Single-thread latency then matters for interactiemsesp

7.4 Results

This section presents detailed results for the design space study undeodeéed constraints. It
starts by considering the single-thread latency and maximum throughpeadbrof the base ar-
chitectures and then considers the sensitivity to all key design assumptisbosstraints; specifi-
cally, this study considers the impact of thermal constraints, pin-bandveitth,assumptions, and
the impact of disabling SMT.

The amount of data required to exhaustively explore all of these cartstpaohibits us from
presenting all results. This work has studied the data carefully to idenpfgsentative trends.
The data for two of key benchmarks are presented: SpecJBB and eutfois7.4.5 considers the

selection of an optimal architecture that includes all four benchmarks.
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Figure 7.2:Single thread latency (y-axis) vs. Total throughput (x-ax$). Best performance towards the
origin.

7.4.1 Understanding the design space

Figure 7.2 plots the single-thread latency and total throughput for SpefnlBil base architec-
tures. Each point in this figure displays the throughput-optimized configarafter applying ther-
mal design constraints. The legend in the figure displays the exact catfaguin terms of the
number of cores, the pipeline depth of each core, the L2 cache sizéheachount of DVS throt-
tling required to meet thermal constraints.

From this figure, we see that the out-of-order configurations tend t® bath the best single-
thread latency and the highest throughput. This is partly because théorgden cores are designed
with relatively shallow pipelines and modest L2 caches. But the main reasernisthe inherent
better performance and BIRSV per area of the OO architecture for the benchmarks that are inves-
tigated. For almost all benchmarks, OO is an area efficient way to impr&e IP

Introducing SMT helps improve throughput for both OO and 10. Keepirgntlultithreading
degree at 2 and increasing the issue width from 2 to 4 will generally help ireghvoughput for

OO. However, we see that increasing the thread number per pipelinendbescessarily help 10
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cores (IS2SMT and IS4SMT) because 10 cores do not favor wiigedipes to exploit instruction

level parallelism in general.

7.4.2 Sensitivity to latency constraints

This section considers the sensitivity of the results to designs where ¢imgbed latency restric-
tions are placed on the optimization procedure. Specifically, this study plaeesstriction that
a design must have single-thread performance witlitof a previous generation design; in this
case, this study chooses the POWERA4-like baseline as this design an svireen 10% to 90%.

For each of these designs, this work optimizes for total throughput aftetingebe latency
constraint. Note that for some valuesmfsome of the architectures may not be able to meet the
latency constraint and their results are not shown. After applying thist@nt, two metrics of

performance are considered; the resulting single-thread latency atatahéhnroughput.
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Figure 7.3:SpecJBB with 400sgmm die and LR heatsink

Here | first present results for SpecJBB with both the low-resistanBg (Eigure 7.3) and
high-resistance (HR) (Figure 7.4) heatsinks. Figure 7.3a shows thie-¢imgad latency for each
architectural configuration. We see that witHarger than 50% no in-order configurations are
viable. We also see the well-known trend that SMT architectures canihgleéghread latency: the
best in-order SMT configurations can only meet the 40% latency constraireven the 004 SMT

configuration is only able to meet the 60% latency constraint.
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Figure 7.4:SpecJBB with 400sgmm die and HR heatsink

Figure 7.3b shows the optimized throughput for each of these identicdjomations. We see
that the OO4 SMT configuration achieves the best throughput up to thecdfstraint; after that,
the simple O0O4 configuration achieves better throughput. The best in-codéguration, 102
SMT, is competitive with each of the other out-of-order architecturedalggtO0O4-SMT by about
10% in total throughput. We also see that in-order configurations withildt &e substantially
inferior. If the design requires that the single-thread latency be cloties frevious generation (e.g.
within 50%), then the O0O4 configuration achieves the best throughput. eHsem for this is that
004 provides the best single thread performance if there is no througdtpurement, therefore, if
strict single thread requirement is enforced, other architectures nagitcgathroughput for single
thread performance (for example, by moving to a deeper pipeline or ugdizicaches) while the
OO architecture can still maintain its near peak throughput.

Figure 7.4a shows the same scenario except that we have imposed liagsimal constraints
by replacing the low-resistance heatsink with a high-resistance heatsinipaed to the LR case,
many more configurations are eliminated because many suffer severe Ittiemotiing causing
DVFS to be engaged — even though we compare to a baseline machine thnetsadsoHR heatsink,
the number of cores in the throughput-optimized designs causes enolgt lghatup within the
heat spreader to cause additional throttling.

Overall, we see that the more thermally-constrained design somewhat levéisldbetween

the in-order and out-of-order designs for single-thread latencycinttae 102 design achieves the
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best single-thread performance at the 40% point and the 102 SMT dissigny close to the best
at the 30% point. At the 50% point, all the in-order designs are eliminatedhbu®O2 design
is better due to its superior power characteristics. Thus, under seeeneaihconstraints, simpler
cores can beat out the O0O4 design for single-thread performance.

Figure 7.4b shows the total throughput with the HR configuration. We carttimtcthe 102
SMT and the O0O4 SMT configuration are comparable with the 10% latencyraorisWith latency
constraints less than 30%, many configurations are quite close and OQy cdaamly better when

the latency constraint is 40% or higher.
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Figure 7.6:MCF with 400sgmm die and HR heatsink

Figures 7.5 and 7.6 present similar results for the mcf workload. Overally wiathe same

trends that we observe for SpecJBB hold; there is a wide spread in -timghed performance
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between in-order configurations and out-of-order. When consugléstal throughput, the OO SMT
configurations are clearly the best choices even with the 10% latencyraiohs With the HR

heatsink configuration, we can find that because of the overall deciegerformance and IO’s
power efficiency, 10 architectures are more competitive relative to OOinbno case do they
surpass the OO architectures for throughput. Mcf is a memory boundivemk and tends to
choose a big L2 cache as the optimal configuration. This further mitigatesgh@dvantage of 10
architectures because in this case L2 cache occupies a big portion bilerea and that leads to

big throughput difference between 10 architectures and OO archigsctur

7.4.3 Sensitivity to bandwidth constraints
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Figure 7.7:Pin-Bandwidth Constraints with 400sgqmm die and LR heatsink Each point represents
one of 24, 48, or 96GBY/s total chip bandwidth. The 48GB/s potnis always the middle point in groups
of three.

Pin-bandwidth limitations are likely to be an increasing challenge for desigrfiemsilti-core
CPUs. This section considers the sensitivity of results to pin-bandwidthraonts. Increased pin-
bandwidth is modeled by increasing the total number of DDR channels on thibeke additional
channels cost additional area that may restrict the number of coreseadh2 on the chip. Thus,
more pin-bandwidth can actually be detrimental to total throughput in some.case

Figure 7.7 shows the results of this analysis for SpecJBB and mcf. We aeéntome
cases, more pin-bandwidth is absolutely essential; for example, 004 withr&dpliires 96GB/s to

achieve maximum potential for SpecJBB. In other cases, the additiorzabeeehead of the DDR
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channels is not worthwhile; for example, 102 SMT and OO2 achieve bettenghput with 48
GBI/s than either 24GB/s or 96GB/s. In general, we see that pin-bandwikissi®f an issue for
mcf, and many designs achieve better throughput with less bandwidth/DtRolbers. The opti-
mal configurations for mcf usually provides enough L2 cache size to icoitdavorking set. We
can find that although it is an L2 cache bound benchmark, as long as thimgeet is held in the

L2 cache, off-chip pin-bandwidth requirements are quite low.

7.4.4 Sensitivity to in-order core size

In-order cores tend to be 30% to 50% smaller than OO cores, dependihg bh cache size that is
used. Because of this, reducing the area of other non-core ontolgbuses will help improve the
relative area advantage of in-order architectures. Figures 7.8 ariadvéqigate the performance
sensitivity to the area of 10 cores and other on-chip non-core strigctiiest, the interconnection
area and power are reduced to 10% of the default assumption. Thelkdagéepower is also reduced
to 10% of the default assumption. Then this study sweeps three diff@artre sizes: 50%, 70%,
and 90% of the original IO core sizes. Each case is represented Ippori@n the same line for all
IO architectures. But the area of the OO cores is not changed. Pawixdth is set to be 48GB/s
and total chip area is set at 2007 for this experiment.

As we can see from these figures, reducing the area of non-coceusésigives 10 architectures
more area advantage. Figure 7.8a shows that even for the case thatelSize is only scaled to
90% of the original size, the optimal throughput of IO2SMT is still more tha¥h 2@tter than the
best OO configurations. This trend also holds in the HR case as showigire F.8b. Reducing
the area of 10 cores improves the performance of IO architecturesmgen Figure 7.8 shows
that the performance of IO2SMT and 102 can improve by 30% to 90% wieesoale the IO area
from 90% to 50%. The throughput of IO2SMT with the most optimistic 10 ardenesion can
beat the best OO’s throughput by 100% as shown in Figure 7.8b. Howeawalmost all cases, the
optimal 10 configurations for throughput always have worse singleatthiperformance than OO
architectures.

But if we look into Figure 7.9, we will find that even if we assume IO coresaanly 50% of
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their original size, the throughput of the best IO configuration is still slighitlyse than the best OO
configuration. As mentioned above, mcf is a memory bound benchmark asglttenhoose a big
L2 cache as the optimal configuration. Therefore the area benefitalofgsdown 10 core size for
mcf is not as big as for JBB. The most interesting example to show this efi@QAEMT in Figure
7.9a. Here the throughput of IS2SMT does not change at all everrésoea is scaled from 90% to
50%. Adding more cores while keeping L2 cache size unchanged leadstohiginer cache miss
ratio, negative total throughput return and higher pin-bandwidth rements while adding more
L2 cache to hold working sets from additional cores will exceed the clgp eonstraint. More
severe thermal constraint can favor 1O architectures as shown ingFigRip. But even in this case,

only IS2 with the most optimistic area estimation can win OO by less than 10%.

7.4.5 Optimal tradeoff configurations

This section finds the optimal tradeoff configurations for all benchmarkble 7.5 lists the best
configurations for each architectures with different thermal packadeghis experiment, pin-
bandwidth limits are set at 48GB/s and chip area is set am4@0 If a configuration achieves
the best average throughput for all four benchmarks it the bestewmafion across all benchmarks.
From this table, we see that the optimal configurations require a core roomtl6 to 20 with a
moderate L2 cache size at 8BMB. However, there are two outliers, 102RS2+HR, both of
which require many cores and a very small L2 cache size. We also seectiedip thermal package
(HR) usually requires a shallower pipeline (24F04-36F04) while anresipe thermal package
needs a deeper pipeline (18F04-24F04) because shallow pipelirepdwaer and therefore ther-
mal advantages. This study also compares the performance achievedsbkyoiptimal tradeoff
configurations and those optimal configurations for each specific bear&h This result is shown
in Figure 7.10. This figure shows that the difference is negligible for the&tR (with around 0.5%
loss) and moderate for LR cases (around 1-4% loss). LR always teadsre loss for the same
architecture because fewer thermal constraints give more possiblgumatifons and that leads to
more performance diversity in the whole design space.

While previous results indicate that OO/IO with SMT support is a very effici@y to achieve
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Core count| L2 cache| FO4
OO4+LR | 16 8 24
OO4+HR| 16 8 36
OS4+LR | 16 8 24
OS4+HR | 20 8 36
O02+LR | 16 8 18
O02+HR | 20 8 36
OS2+LR | 20 8 18
OS2+HR | 20 8 36
I02+LR | 16 8 18
I02+HR | 24 2 24
IS2+LR | 24 8 24
IS2+HR | 28 2 24

Table 7.5:Configurations to achieve the best average performance acss benchmark

good throughput, we know that in certain circumstances we want to maintathsjogle thread
performance. Therefore, users would like to be able to turn off SMaayecally. The performance
impact of turning off SMT for an SMT based CMP chip is shown in Figure 7la this figure, each
line contains two points and the point with better single thread performanceasd throughput is
always when SMT is turned off and vice versa. As we can see from ghiesfj for all architectures,
turning off SMT will lead to improved single thread performance, usually @620 50%, but that
will also trigger a throughput loss of 10% or so. This clearly shows thaadycally turning off

SMT is a useful technique to maintain both good throughput and single thegarmance.
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Figure 7.11:Turning off one thread in SMT (points lower on the y-axis are with SMT disabled)
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7.5 Future Work and Conclusions

This work provides a comprehensive analysis of CMP design wheridaritgy performance in
terms of both single-thread latency and aggregate chip throughput. BEhs@ris performed under
a variety of technological constraints, including area, thermal, enenglypen-bandwidth limita-
tions. Considering such a large space of parameters requires sigriifitastructure development
and careful attention to experimental methodology.

Overall, this study finds that in many cases, conventional out-of-ordhitectures are superior
for both throughput and latency when considering all constraints. Tady ginds that the OO
cores tend to be relatively area and power efficient compared to I@ aadkethat SMT can provide
significant benefits to both core styles. Thermal constraints can havaificsigt impact on the
design space study, and in some cases, can allow in-order cores teqgivalent throughput to
the best OO core. These results suggest that while in-order coresareypbopriate for purely
throughput-oriented applications, market segments that require a mixtuiregtd-thread latency

and throughput may be best served by traditional out-of-order asigos.
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Conclusions and Future Direction

8.1 Dissertation Summary
In summary, this dissertation reaches the following conclusions:

e Joint optimization across multiple design variables is necessary. Even pigelitle, typ-
ically fixed in architecture studies, may impact core area and power ertougfange the
optimal core count. Optimizing without thermal constraints and then scaling tormdhe
envelope leads to dramatically inferior designs compared to those obtaomdricluding

thermal constraints in the initial optimization.

e Thermal constraints tend to favor shallower pipelines and narrowes,camd tend to reduce
the optimal number of cores and L2 cache size. Nevertheless, even sewe thermal
constraints, additional cores benefit throughput despite aggressivetions in operating
voltage and frequency. This is true until performance gains from aitiaa core is negated
by the impact of the additional voltage and frequency scaling requirell thieacores. This
inflection occurs at approximately 55% of the nominal Vdd, well into the rarigen-linear

frequency scaling (18% of hominal!).

e For aggressive cooling solutions, reducing power density is at le@sipastant as reducing

total power. For low-cost cooling solutions, however, reducing totalgpas more impor-

115
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tant because raising power dissipation (even if power density is the saime} & chip’s

temperature.

¢ In many cases conventional out-of-order architectures are supretenms of both through-
put and latency when considering all constraints. OO cores tend to lizellarea and

power efficient compared to 10 cores for a wide range of benchmarks.

e Thermal constraints can have a significant impact on the design spage ataldin some

cases, can allow in-order cores to give equivalent throughput toetbtedO core.

e SMT can provide significant benefits to both core styles. For the OO actinitge SMT can
provide a performance speedup of nearly 20% for a wide range ti€appns with a power
overhead of roughly 24%. Thus, SMT can provide a substantial hémeéinergy-efficiency
metrics such aED?. The performance-energy optimal resource scaling factor was fimund
be at 1.5 for SMT. Dynamically turning on and off the SMT mechanism for EiT-8ore
based CMP is a promising technique to achieve both high throughput addsgaye thread

performance.

e CPU- and memory-bound applications have quite different optimal coafigns. Adaptiv-
ity helps, but any compromise incurs throughput penalties. However, vatimgd limits, the

optimal configurations begin to converge.

e The mechanisms by which SMT and CMP chips heat up are quite differente Bfeecifi-
cally, SMT heating is primarily caused by localized heating in certain key stestwhile
CMP heating is mainly caused by the global impact of increased energytoBpcause of
this difference in heat up mechanisms, this dissertation finds that the beaatheanage-
ment technique is likewise different for SMT and CMP. Indeed, non-B¢3lized thermal-

management can outperform DVS for SMT.
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8.2 Future Work

8.2.1 Methods to accelerate CMP design space searching

This dissertation proposes a CMP simulation acceleration technique call®é@rZathe current
Zauber can only simulate CMP with independent threads. However, CM8oisa infrastructure
to run parallel applications. There have been several works tryingéstigate the performance and
power efficiency of CMP for parallel applications. Due to infrastructurgtation, most research
has only looked into CMP with less than 8 cores and few research hagllogkecases more than
16 cores. Enhancing Zauber to accommodate parallel applications is angiadiéuture task.

The simulation models described in this dissertation are all event-drivem. feva simplified
simulator that only models events in the cache hierarchy, simulating realistizibela large
caches requires long traces. To search very large design spacéisefahric simulator is therefore
costly, possibly prohibitively so. There has been some research wonk tto search the CMP
design space using traditional optimization techniques like hill-climbing [43]. theropossible
way is to develop an analytical model that estimates performance, enedgyyexmal metrics with
a simple equation rather than costly event-driven modeling. Deriving thigtex@model may still
require a bounded number of fabric simulations for each workload ofesitebut this is far less
costly than simulating each design point with the fabric simulation.

Several possible approaches exist for developing an analytical motieif them entail sam-
pling the design space with fabric simulations in order to obtain accurate estioh#fiesnetrics for
representative configurations. Selecting points which span the desiga ispa representative way,
and determining how many points are needed, will be guided by sampling theotlyer statistical
techniques. One simple approach for deriving an analytical model is ®laean equation that
describes how changes in design configuration will change metrics oésttefhis is essentially
a sophisticated form of classic performance equations like those taugbiriputer architecture
courses. For example, reducing cache size will reduce power dissigghtib not power density)
due to the smaller structure, but it will also increase capacity misses, aedggccontention events

throughout the hierarchy. These will introduce stalls, which in turn ireeaergy consumption.
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The impact of the stalls and increased energy must be scaled accordiiftgtend workloads’
latency tolerance and different core styles and their clock gating. Usingnétrics’ values at rep-
resentative design points allows derivation of the coefficients for eagh @eveloping this form
of analytical model therefore identifies for designers the differeribfachat contribute to each
metric and their relationship. A challenge with this approach is that the coeffi@dues may vary
across the design space. This could require the coefficients themsdhekitations of the design
parameters, or require some kind of interpolation.

An alternative approach is to omit an analytic performance equation aslbabove, and
simply interpolate between the metrics’ values at representative design gdirgsvoids the prob-
lem that the coefficients in a performance equation may vary in ways thdifficallt to express
analytically. Instead, this approach depends on finding represenfbrie-simulation points, be-
tween which the coefficients variation can easily be captured by an intégoolanction. A draw-
back to this approach is that it does not give designers an equationeg@tles how the metrics
depend on the design parameters. A third approach combines the prewimugnstead of di-
rectly predicting the metrics using a performance equation, we can presidhle metrics change.
But unlike interpolation, an expression is derived to predict this chaagedon how the design
changes. This provides an equation that describes how the metricsldeptre design parameters,
but makes better use of the ability to find representative design points.

The final step in using an analytical model is to identify the most interestingrdesigpns and
zoom back in to evaluate them with increasing fidelity, until finally simulating in fetbd a small

number of leading candidates.

8.2.2 More design dimensions

Most important CMP design dimensions are investigated in this dissertatiothdvatare several
dimensions left out. First, heterogeneous CMP is a possible solution to acaaterdifferent

benchmarks. Adding heterogeneous CMP as a possible CMP design @imgreatly expands
this design space. Questions related to how many different types of amaseded and how

to combine and organize different cores will need to be answered. lbwilinpractical to solve
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these problems until we have a better infrastructure for exploration,asuittte one proposed in the
previous section.

Second, run-ahead is a promising technique to improve per-threadmarfoe using CMP
infrastructures. what kind of run-ahead techniques are the bestfon€MP. When should we
launch a run-ahead thread in terms of performance-energy efficiéstoguld we limit the run-
ahead technique within one core or can we distribute run-ahead threadsei@l cores. Future

work to answer these questions will be valuable in CMP research.

8.2.3 More physical constraints

Three important physical constraints are investigated in this dissertatiotecAsology evolves,
there will be more constraints calling for attention. There are at least two tengaronstraints to
which that future CMP work should pay attention. The first one is the relialmititystraint. There
are two kinds of reliability problems, both of which are growing more seriouse flrst one is
called the lifetime reliability problem, dictated by the hard error rate due to wetdrased failures.
The second one is called the soft error problem, due to transient faisitsgairom energetic par-
ticles in cosmic rays and alpha particles from packaging material. Many lifetiladitity failure
mechanisms, like electro-migration, are exponentially dependent on tenrperasitotal heat flux
and on-chip temperature become major problems in the future, so will lifetimeiligyiabhe soft
error rate is proportional to the number of transistors on chip. Expotligritiareasing transistor
counts will drive per-chip soft error rates up, causing it to pose areasingly serious problem
in the future. These reliability constraints are related to other constraintsHigeacea and chip
temperature. How to incorporate them into the current infrastructure andhey will affect the
results of CMP design space exploration is an open question. FurtherwbheCMP and SMT
can be used as architectural infrastructures to provide redundaddgn@rove chip reliability, and
it would be interesting to evaluate these techniques in my infrastructure, windiders almost all
fundamental design dimensions of CMP.

Another important physical constraint which this dissertation does nsidens the parameter

variation. Variability during manufacturing and during runtime are projectétctease. Within die
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variation may dominate in the future. The obvious result of this trend is thatee@MP chip might
be designed to be homogeneous, it could actually be heterogeneouiityn &2, due to variance
in the performance and power of the cores. Adding this constraint to thent CMP design space
exploration infrastructure and considering how to mitigate this problem in Cidfitactures are

challenging research problems.



Appendix A

Glossary

Definitions are collected here for easy reference. In general, tlep@etdefinitions for terms are

used, although some terms are used in a more restricted sense than tHeirteguatation.

FO4 Fanout of 4. In an inverter chain when each succeeding inverterdets aapacitance 4 times
larger than that of the previous inverter, the delay of that chain is nearitiimum for typical
self-loading cases. Using units of FO4 is a way of referring to delay inegss-independent

way.

Pipeline Depth The logic depth for one pipeline stage between two adjacent pipeline latdhes.

ally denoted as multiple of FO4. A bigger FO4 means a shallow pipeline.
Pipeline Width The number of execution pipelines in a superscalar chip.

Out-of-order Execution Out-of-order execution is an architecture technique that is used in many
microprocessors in order to make use of cycles that would otherwise §tedvaOut-of-
order execution can issue an instruction when its dependence is sati&ied a previous

instruction in program order is still waiting for execution.

In-order Execution In-order execution blocks issue if a previous instruction in prograrerosd

stalled and waiting for execution.

Turandot Turandot is a validated architecture level cycle accurate simulator f@MPIOWER4-

like architecture.

121
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Zauber Zauber is a CMP simulator that performs interpolation on traces providedebgdie
simulators. Zauber decouples detailed core simulation and the simulation afterestion.

It is much faster than detailed CMP simulators.
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