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RAW Beginnings

3http://groups.csail.mit.edu/cag/raw/gallery/Raw_Chip_Photos/
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RAW Philosophy

Some networks are mem 
mapped (registers), others 
use explicit messages

Routers are 
programmable

4http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf

Wednesday, March 16, 2011



16 Tile RAW

3 cycles between tiles

5http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf
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“Software” ASICs

Place and route software circuits (video)
5x faster than 700mhz PIII

6http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf
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Compiling for RAW: 
Equivalence Class Unification

Based on pointer analysis

7http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf
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Compiling for RAW: 
Modulo Unrolling

Basic Parallelization
8http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf
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Comparing RAW to PIII

9http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf
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Win Some / Lose Some

10http://groups.csail.mit.edu/cag/raw/documents/ieee-micro-2002.pdf
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RAW to Tilera
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Tilera TILE-Gx Series
Low-power multi-core RISC architecture

16, 36, 64, and 100 core models
Up to 1.5 GHz clock frequency
On-chip tiled mesh network
Each tile could operate as an individual processor

Multiple tiles can be used to run SMP Linux
TILE-Gx Tiles include:

64-bit VLIW cores, 3-wide pipeline
64-entry register file
DSP and SIMD extensions
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TILE-Gx100 Tile

13http://www.tilera.com/sites/default/files/productbriefs/PB025_TILE-Gx_Processor_A_v3.pdf
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TILE-Gx100 Chip 
Overview

14http://www.tilera.com/sites/default/files/productbriefs/PB025_TILE-Gx_Processor_A_v3.pdf
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TILE-Gx100 Memory 
Hierarchy

Scalable caching system: 32MB total on-chip cache
Each tile has L1 and L2 cache

32 KB L1 Instruction Cache
32 KB L1 Data Cache
256 KB L2 Cache

Access through on-chip network
“patent pending DDCTM (Dynamic Distributed Cache) 
technology provides a fully coherent shared cache system 
across an arbitrarily-sized array of tiles”

No large centralized cache
TileDirect: coherent I/O directly into the tile caches

15
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Tilera Extra Features
On-chip Connections

4 DDR3 Memory controllers
PCIe, USB, and Network interfaces
MiCA (Multistream iMesh Crypto Accelerator) for 
encryption, hashing, public key ops, at 40Gbps / 50,000 
RSA ops/sec

On-chip network eliminates on-chip bus interconnect
Information must flow between processor cores or 
between cores and the memory / I/O controllers
iMesh network provides each tile with more than 1Tbps 
of interconnect bandwith
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Power Consumption

Processor Number of 
Cores

Frequency Avg Power 
Consumption

TILEPro36 36 500MHz 9-13W

TILE64/Pro64 64 700MHz/866MHz 15-23W (all cores)

TILE-Gx36 36 1.25GHz/1.5GHz 10-55W

TILE-Gx64 64 1.25GHz/1.5GHz 10-55W

TILE-Gx100 100 1.25GHz/1.5GHz 10-55W

Intel Core 
i7-920

4 2.66GHz 130W (max TDP)

17http://www.tilera.com/   http://ark.intel.com/Product.aspx?id=37147   
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Package Size

Processor Number of 
Cores

Package Size

TILEPro36 36 40mm x 40mm

TILE64/Pro64 64 40mm x 40mm

TILE-Gx36 36 35mm x 35mm

TILE-Gx64 64 45mm x 45mm

TILE-Gx100 100 45mm x 45mm

Intel Core i7-920 4 42.5mm x 45mm

18http://www.tilera.com/   http://ark.intel.com/Product.aspx?id=37147   
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Dark Silicon?
With so many cores, something has to be off?

TILEPro64 draws up to 23W with ALL CORES running

Individual idle cores can be turned off
Q: How best to configure 100 cores?

19
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Intended Market
General purpose processor market

TILE-Gx can run multiple OSes and applications 
simultaneously

Four main categories
Networking Machines (monitoring, firewall, vpn)
Wireless
Multimedia Production (streaming, conferencing)
Cloud computing (servers)

Server Market
Around 10,000 cores in an 8kW rack
Quanta S2Q Server: 8 TILEPro64 chips (512 cores) at 
400W
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Further Questions
Interesting research areas into how to best control 
100 cores on chip

How best to organize cache data in the distributed 
cache model

TILE-Gx100 vs Intel Core/Xeon/Atom benchmarks

How might the cores have changed since RAW?

What would it take to displace Intel? Which markets?
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Further Reading
Tilera Homepage: www.tilera.com

RAW Publications: groups.csail.mit.edu/cag/raw/
documents

M. Taylor et al. “The Raw Microprocessor: A 
Computational Fabric for Software Circuits and 
General-Purpose Programs,” IEEE Micro, March 2002.

J. Kim, M. B. Taylor, J. Miller, and D. Wentzlaff, 
“Energy Characterization of a Tiled Architecture 
Processor with On-Chip Networks,” in 2003 ISLPED,
2003, pp. 424–427.
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Questions?
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