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A coding technique is described in which certain macro-instructions are given lists as arguments and are thereby used recursively. The discussion covers primarily an example in which the technique is used to solve the pentomino problem—the problem of fitting 12 pentominos without overlapping into a plane area formed of 60 elemental squares.

Introduction

The purpose of this report is to describe a technique for coding with macros which may have some general application. The technique can be made clear most readily by describing its use in a particular instance, namely, in a program to solve the pentomino problem. This program is written in the FAP language for the IBM 7094.

The Pentomino Problem

Just as a domino is a plane figure formed of two contiguous equal squares, a pentomino is a plane figure formed of five contiguous equal squares. A fixed size for the elemental squares being assumed, there are 12 different pentominos, different meaning noncongruent. These are each identified by a number from 1 to 12 (see Figure 1). The pentomino problem is the problem of fitting the 12 pentominos without overlapping into a plane area (the box) formed of 60 elemental squares. The box may be rectangular (3 × 20, 4 × 15, 5 × 12 or 6 × 10) but is not necessarily so.

In the program, the box is viewed as a portion of a large arena, 16 × 32 squares; these squares are numbered from 1 to 512, 1 to 16 proceeding from left to right across the first row, 17 to 32 across the second, etc. Each square corresponds to one of 512 consecutive storage locations, square one corresponding to the uppermost, which is just below a location called ARENA. An input routine stores 0 in the 60 locations corresponding to the box; the number 13 is stored in the remaining locations. To avoid difficulty at the boundaries of the arena, the box may never include any square numbered 1–15 or 497–511 or with a number divisible by 16.

When placed in the box, the pentominos numbered 1, 3, 4, 5 and 11 may assume eight different orientations, numbers 6, 7, 8, 9, and 12 may assume four, number 2 two, and number 10 one. Thus there are 63 different patterns which may be placed in the box. A pattern may be uniquely identified by a set of four numbers as follows: The pattern is placed anywhere in the arena and the numbers of the five squares covered are noted. The smallest number, which corresponds to a square called the lead, is then subtracted from each of the other four. The result is the required four numbers. In practice it is convenient to add a fifth identifying number, namely, the number of the pentomino to which the pattern corresponds. Thus for example, the illustrated orientation of pentomino number 7 is the pattern 16, 17, 18, 2, 7. The 63 patterns are assigned a canonical order in a manner described below.

To the computer, placing a pattern in the box consists of storing an identifying number in each of the five storage locations corresponding to the squares thus occupied and in a storage location corresponding to the particular pentomino to which the pattern corresponds. (These latter locations, 12 in number, are initially set to zero by the input routine and are consecutive and immediately below a location called MINO.) The pattern may not be placed if any of these locations already contains a nonzero value, for this would mean that the pattern is falling outside the box, that it is overlapping a pattern previously placed.

![Figure 1. The twelve pentominos](image-url)
and/or that it corresponds to a pentomino already used in another orientation. Removing a pattern from the box consists in zeroing the corresponding six locations. The identifying numbers are assigned from 1 to 12 in the order that the patterns are placed.

The search for solutions consists of an orderly exhaustion of possible placings of patterns. The locations corresponding to the arena are searched downward until an empty one is found. The patterns are then searched in order until one is found that may be placed so as to have this location at its lead. Then the downward search for an empty location continues until another is found, and another pattern is placed with the new location as lead, and so forth. If the list of patterns have been placed, a solution has been found. An output routine then uses the information in the ARENA and MINO portions of storage to make an external record of the solution, after which the last pattern is removed and the search continues for a new solution. The program terminates when all arrangements have been attempted.

It is inefficient to test the six locations corresponding to each pattern every time a new pattern is considered. The lead location of course is tested only once. The lead location minus 1 is then tested. If it is not empty a large number (20) of patterns are eliminated, and the lead location minus 16 is tested. If this location is not empty, no pattern can be placed. On the other hand if lead minus 1 is empty, then lead minus 2, 16 and 17 are tried, and so forth. The MINO location corresponding to a pattern is tested only after the other five locations have been found empty. Thus the search of patterns has a tree-like structure.

How is this structure to be stored in the machine? It was decided to make a separate piece of coding for each location (relative to the lead) to be searched, these pieces to be nested and re-nested inside each other in accordance with the tree-like structure. This was simply achieved by the technique with macros which is the subject of this report. A study of the complete listing (see Appendix) will reveal how it works. (The arrays LEAD and PATT are essentially pushdown lists to keep track of the leads and patterns used.)

The basic piece of coding is the macro-instruction TEST. The programmer uses this instruction only once in his deck but with a long second argument which describes as compactly as possible the necessary tree-like structure (and thereby assigns the canonical order to the patterns). Within TEST, this argument, which is of the form of a list, is handed to an IRP which breaks it into its separate items and hands them in turn as argument pairs to TEST again and the process repeats. A counter (K) keeps track of the depth of nesting, and at the appropriate place causes the macro-instruction LTEST to be used in place of TEST an then terminates the nesting. It may be remarked that in problems for which the nesting terminates at various depths (so that a counter cannot be used), the termination may be signaled by a unique symbol appropriately placed throughout the long second argument of the original TEST instruction, this symbol to be recognized by an IFF.

It should be noted that the behavior of the macro TEST is very similar to the operation of a list-processing language such as LISP. In fact, the second argument of TEST has a very LISP-like format. Moreover, the unique terminating symbol referred to above has the same function as the LISP null. However, unlike LISP, information cannot be handed "up"; it can only be handed "down."

Results

It may be of some interest, although not relevant to the main point, to know the results of the pentomino program. The program used in practice had a refinement by which solutions differing only by rotation or reflection from a solution already obtained were eliminated. (For example, it was demanded that pentomino 10 occur in the upper left quadrant of the 6 x 10 rectangular box.) Also, it sorted the solutions obtained into a canonical order and then output them by drawing on a CRT (see Figure 2). It was found that there were 2 solutions for the 3 x 20 box, 368 for the 4 x 15 box, 1010 for the 5 x 12 box, 2339 for the 6 x 10 box, 2 for a pair of 5 x 6 boxes, and 65 for an 8 x 8 box with a 2 x 2 hole in the center. (Solutions differing by rotation or reflection are not multiply counted.) Total

Fig. 2. Some of the solutions obtained by the program

1 A sample page of this output is shown in Figure 2. The output routine made use of DDOO subroutines written by Alex Cecil.
APPENDIX. Listing of the Program
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