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Abstract—Historically, batch scheduling has dominated the management of High Performance Computing (HPC) resources. One of the most significant limitations using this approach is an inability to predict both the start time and end time of jobs. Although existing research such as resource reservation and queue-time-prediction partially address this issue, a more predictable HPC system is needed, particularly for an emerging class of adaptive real-time HPC applications. This paper presents a design and implementation of a predictable HPC system using feedback control and admission control. By creating a virtualized application layer and opportunistically multiplexing concurrent applications through the application of formal control theory, we regulate a job's progress such that the job meets its deadline without requiring exclusive access to resources even in the presence of a wide class of unexpected events. Admission control regulates access to resources when oversubscribed. Our experimental results using five widely used applications show the feedback and admission controller achieves highly predictable HPC system. The designed feedback controller regulates the HPC job’s progress accurately, close to the prediction by theory, thereby showing the successful application of classic control theory to HPC workloads. In week-long experiments, over 90% of jobs met deadlines and the jobs missing deadlines still finished close to the requested deadlines (12.4% error).
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1 INTRODUCTION

In recent years, adaptive, real-time data-driven applications have emerged, often using scientific modeling and high performance computing (HPC) to directly support mission-critical decision making. For example, people explore if weather forecasting infrastructure can be transformed to an adaptive one that can predict mesoscale weather events such as tornadoes in real-time [1]. Similarly, coastal hazard prediction attempts to predict the impact of storm surge in real-time to dynamically facilitate life-saving decisions such as evacuation orders [2].

In medical applications, clinicians would use simulation results on patient-specific data to diagnose and treat patient’s medical problems [3]. Their common properties include that 1) there is a chain of application components where, 2) the in-field sensors generate real-time data at unpredictable cycles, 3) the high-bandwidth networks transport sensor data to computational sites, 4) the long-running simulation codes are invoked with the data, and 5) optionally the simulation’s results guide the next course of actions to the sensors. It is an adaptive application since the entire loop including sensors and simulations should react to unpredictable changes in the field. They require deadline-guaranteed execution of long-running simulation codes, which is a challenging task to traditional HPC centers.

The conventional queuing system operation of supercomputers and clusters are problematic for such real-time adaptive applications. In the absence of a special “high-priority” queue for use exactly by such applications, jobs can often sit in queues for an unpredictable amount of time, sometimes only beginning to execute long past their useful execution time. The high-priority queue, which effectively preempts currently-executing jobs, while perhaps effective for the high-priority jobs themselves, can result in significant dissatisfaction for those users of affected jobs. Dedicating the entire resource to real-time data-driven applications is usually cost-prohibitive, because of the sporadic nature of such jobs (the resource would be idle too much of the time). Advance reservation in queuing systems has been an active area of research to eliminate a job’s wait time and thus solve unpredictability. However, in practice, reservation requires complex planning that involves time-consuming interactions between users and resource providers (e.g., a week in Terra-Grid). For many types of these real-time data-driven applications (e.g., real-time tornado prediction), a job must begin processing the data within minutes or hours of the appearance of the data. In short, existing approaches for managing HPC resources cannot broadly support this new class of applications, which can require commencing executing almost immediately, can be required to deliver results in a timely fashion, should not significantly disrupt existing execution of applications, and should not require resources dedicated to such applications.

This paper presents a new approach for managing HPC infrastructure. Unlike attempting to achieve predictability by controlling the wait time of queued jobs, we control the job’s waiting time and running time (and behavior in general) by creating virtualized resources with fine-grained performance configuration at run time. Via novel use of virtual machine abstractions, we run jobs inside a performance container and “throttle up” or “throttle down” that performance container by carefully controlling the virtualized application’s access to real system resources to regulate the job’s progress. Our throttling methodology uses formal control theory to design
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and implement a feedback controller that enables deadline-sensitive regulation. The controller ensures that jobs sustain progress to meet the deadlines, even when significant “disturbances” might otherwise affect their progress.

In addition to run-time regulation of a job’s progress, an admission controller running in HPC infrastructure makes accept/reject decision regarding a job’s deadline instantly at submission time. Our design of the admission controller is based on a resource utilization test and adaptive modeling and control that react to run-time characteristics of applications. While a feedback controller locally adjust the job’s access to shared system resources, the admission controller globally regulates the overall capacity of the physical resources.

The experimental results conducted on our prototype implementation with challenging HPC workloads [4][5][6][7][8] are promising:

- The designed feedback controller regulates the HPC job’s progress accurately, close to the prediction by theory, thereby showing the successful application of classic control theory to HPC workloads.
- In week-long experiments, over 90% of jobs met deadlines and the jobs missing deadlines still finished close to the requested deadlines (12.4% error).

The rest of this paper is organized as follows: Section 2 presents related work. In Section 3 we introduce the performance modeling of HPC applications. Section 4 presents the admission control, followed by memory scheduling to handle large workloads in Section 5. Section 6 presents feedback-control CPU scheduling and Section 7 discuss adaptive techniques to enhance admission and feedback control in spite of severe disturbances. The evaluation is presented in Section 8, followed by the discussion and conclusion in Section 9.

2 RELATED WORK

Advance reservation has been the most widely discussed mechanism to build more predictable HPC system [9][10]. Although modern queuing systems such as PBS and LSF implement reservation, reservation has not been widely accepted due in part to its potential for significant underutilization [11] and managerial complexity. While enforcing penalties to “no-show” cases [12] or requiring a human to authorize reservation manually [13] might partially solve the problem, it is not clear to what extent reservation could deliver predictability to emerging, adaptive applications. For example, the TeraGrid requires users to submit a reservation request a week in advance, which would be prohibitively long for scheduling mesoscale weather forecasting codes.

Another widely discussed mechanism for building predictable infrastructure is to periodically monitor a resource’s state and predict the future state using statistical methods. For example, Network Weather Service measures end-to-end bandwidth and the host CPU’s availability and predicts the future state with statistical guarantee on its accuracy [14]. Similarly, the statistical approach has been applied to predict queue wait times of large supercomputing centers [15][16]. The fundamental limitation of the monitoring-prediction approach is that it alone does not allow users to change resource’s behavior according to the needs, for example, when users have a deadline requirement that is more urgent than possible with the available resources. Our mechanism allows users to set an application’s deadline directly.

As system virtualization (VM) [17][18] continue to gain attention across industry and academia, leasing has been actively discussed as a promising abstraction for sharing resources securely and predictably [19][20]. The VM’s checkpoint enables preemption for enforcing priority orders among jobs. Although our approach uses checkpointing, our design principle is controlled time-sharing, in contrast to leasing’s space-sharing that allocates jobs exclusively to resources while some jobs wait in a queue. We argue and experimentally justify that controlled time-sharing achieves better predictability in response to disturbances such as disk I/O.

There is a large body of real-time systems research that addresses performance-guaranteed execution of computational tasks, ranging from static scheduling algorithms such as Rate Monotonic [21], to algorithms and implementations targeted to more dynamic environments such as EDF [22], admission-control-based algorithms [23], and more recently control-theoretic algorithms [24]. Our work differs from them as we design a system to address HPC workloads. Unlike classic real-time schedulers where the periodicity, worst-case execution time, and deadline defines the task model of embedded computer systems [21][22], we target compute and I/O intensive applications, such as weather simulation and gene-sequence analysis, that typically run for long duration (hours or even days) without interruption. The critical research goal is to design a framework that allows one to model and control the behaviors of such HPC workloads as thoroughly as the classic real-time systems. We believe we are one of the first to address the question.

Control theory, one of the most widely used mathematical frameworks to control behavior of linear, dynamic systems [25][26], is at the core of our application modeling and scheduling. The theory has been used in a variety of software services including real-time scheduling [24][27], QoS for web servers [28], storage systems [29], and QoS control in virtualized environments [30][31][32]. Our earlier works showed the basic control-theoretic methodology to solve unpredictability of HPC infrastructures [33][34]. Our work departs from the existing works by addressing diverse, concurrent applications within a single framework. The existing works are shown to work for one application, typically a web-based, enterprise application [28][30][31][32]. However, our requirement, driven from the broad HPC community, is to support the existing and future HPC applications from the domains that exhibit diverse performance properties. The key research question is how to create a model-based scheduler that delivers predictable computations to an unpredictable mix of concurrent HPC jobs. To the best of our knowledge, no existing works address this question directly.

3 MODELING HPC APPLICATIONS

In this work, we assume a job has a single-thread of ex-
execution that is run on a single CPU, typically scheduled by a queuing system of a cluster. A set of such sequential jobs can be grouped together to form a loosely-coupled, distributed applications such as parameter sweep experiments or workflows with precedence constraints. It is known that such sequential workloads constitute a large fraction of the experiments running on production Grids (e.g., 75% of batch jobs in Grid’5000) [35]. There are certain types of shared-memory multi-threaded jobs that the work can be easily applicable, though we do not present the evaluation results for this type. The support for distributed memory multi-threaded jobs (e.g., MPI) is the subject of future research. We discuss on the possible extensions to support parallel jobs in Section 9.

A performance model represents a job’s resource requirements during execution. In making admission decision, the admission controller (AC hereafter) relies on a prediction about a job’s resource requirements derived from the model. Also, the job’s feedback-control CPU scheduler (FC hereafter) is customized using the model. We use a linear difference equation in the time domain to represent a job’s progress with respect to its resource consumption. We model an HPC job using the two quantitative metrics milestone and progress. “Milestone” represents a job’s overall computation requirements and/or desired performance, and “progress” measures how fast a job performs computation during a fixed interval. There are many possible sources for determining a job’s milestone, including application’s semantics, source code, and linear estimation from the job’s quantifiable problem size. From the milestone, the progress can be derived by defining a sampling period. Note that we do not define a specific unit and scale for milestone and progress; rather we leave them on users’ deliberate choice, considering the specific properties of a particular application. For example, for an application we evaluated (Montage), we used a number of input files as a unit of milestone (all files to process) and progress (number of files to process in a minute). For other applications, we used an application specific counter. For certain HPC systems with the support of system-level instrumentation, FLOPS would be a good unit for the reason described below.

The following simple equation expresses the relationship between a job’s milestone, progress, and deadline:

\[ \text{Milestone} - \text{Deadline} = \text{Progress} \] (1)

If a milestone and deadline (more precisely, remaining time to deadline) are known for a job, we expect the job will meet the deadline if its run-time performance is equal to or above the expected progress. As the term milestone implies, the relationship can be extended to model a job that has multiple phases. For example if a job first processes input files and then performs computation, the model can be extended as:

\[ \left\{ \text{Progress}_{\text{input}}, \text{Progress}_{\text{compute}} \right\} = \left\{ \frac{\text{Milestone}_{\text{input}}}{\text{Deadline}_{\text{input}}}, \frac{\text{Milestone}_{\text{compute}}}{\text{Deadline}_{\text{compute}}} \right\} \] (2)

The above relationship assumes that a job’s progress is observable during execution. The current approach to obtain the progress measurement is source code instrumentation. We built a sensor library, as a collection of application specific counters that allows users to strategically place code in the critical path of application source code (e.g., “hot spots”). While the job runs, sensor values are incremented and reported to AC and FC periodically. Although the code instrumentation requires an extra effort from HPC developers, we found this effort is often minimal because many applications already implement similar routines to measure job’s progress, for example, for debugging purposes. An alternative approach to measure progress with no developer support is profiling hardware counter using the system-level instrumentation tools such as PAPI [36] and Xenoprof [37]. We plan to pursue this direction in the future.

A job’s progress is modeled using a linear difference equation expressed in the following generalized form:

\[ P(k) = \sum_{i=1}^{n} a_i P(k - i) + \sum_{j=1}^{m} b_j C(k - j) \] (3)

In (3), \( P(k) \) and \( C(k) \) represent the job’s progress and the allocated CPU fraction in \( k \)-th sampling time. The linear model in the time-domain shows that a job’s progress measured in time \( k \) is determined by progress in previous \( n \) cycles \( (k - 1, k - 2, \ldots, k - n) \) and CPU allocation in previous \( m \) cycles \( (k - 1, k - 2, \ldots, k - m) \). Note the progress in previous cycles can affect the current progress because there can be a delay between the time CPU allocation has changed and the time progress is affected by the change. I/O latency is one example that causes the delay. From the general model expressed in (3), we determine the model structure by choosing values for \( n, m \). In general, a better model is obtained as we choose higher value for \( n, m \), since more history is reflected on the current measurement. However, a higher order model requires a complex controller design and is vulnerable to overfitting, representing that a model cannot be used in variations of contexts (e.g., hardware upgrades). Throughout experiments with various HPC applications, we found the following first-order model is often sufficient:

\[ P(k) = aP(k - 1) + bC(k - 1) \] (4)

We use virtualization technology as the resource provisioning abstraction. In both Hyper-V and Xen, there are two different interfaces to schedule CPUs to concurrent VMs. The first is to assign a particular number of virtual cores to a VM. The second is to allocate a particular fraction of the assigned cores to a VM via the credit-based scheduling algorithms. While the first method is a static binding made before a VM goes live, the second is a dynamic allocation while a VM is live. Since we consider only single-thread jobs in this paper, we assume a single core is bound to a VM statically and use only the credit interface for the control purpose. The VM’s credit-based scheduler allows one to control CPU usage per VM accurately and at fine granularity, as if the VM is run at configurable clock speed. We implement the resource provisioning abstraction using Hyper-V, and use its credit cap interface, via a library call, to control a job’s progress. The credit cap sets the upper limits of VM’s CPU usage.

We use system identification [25], the black-box modeling approach to establish a linear model in control theory, to derive the linear equation that models the relationship between provisioned resources and job’s progress. The jobs instrumented with sensor library are run with varying credit values, and the changes in CPU
allocation \( C(k) \) and job’s measured progress \( P(k) \) are used to create linear model via least-square regression. We denote the measured and predicted value of \( P \) at time \( k \) by \( \hat{P}(k) \), \( \hat{P}(k) \), respectively. The predicted value \( \hat{P}(k) \) can be expressed as:

\[
\hat{P}(k) = aP(k-1) + bC(k-1)
\]  

(5)

The k-th residual, also known as prediction error, is \( e(k) = \hat{P}(k) - \hat{P}(k) \). Least square estimator chooses the right value of \( a, b \) so as to minimize the sum of squared errors (more detail on this can be found in any introductory statistics book such as [38]). Figure 1 is a graphical representation of system identification for BLAST [7]. We stimulate the system (job’s progress) with varying actuation values (VM scheduling cap), following a discrete sine wave as illustrated in Figure 1(a), and the real measurement follows the similar trends as shown in Figure 1(b).

As a concrete illustration, the first-order parameters that we obtained from BLAST and WRF [6] are as follows:

- **BLAST:**
  - \( a = 0.32 \)
  - \( b = 6.38 \)

- **WRF:**
  - \( a = 0.13 \)
  - \( b = 1.28 \)

Note that BLAST exhibits a larger value of \( a \) than WRF. This is since BLAST is more I/O intensive than WRF and thus takes longer time for the actuation, determined by \( b \), to take effect on the measurement. It also shows a larger value of \( b \) since the sensor is more frequently called than WRF. After system identification, the application-specific performance models are stored in model repository which is built on a file system in the current prototype.

4 Admission Control

We model a HPC server’s computational capacity using a virtual machine’s fine-grained CPU scheduler capacity and interfaces. Since the granularity of credit expression is implementation dependent (e.g., [1-100] per core in Hyper-V), we denote \([1-N]\) as a range of CPU credit for a single core. If a server has \( M \) cores, the server’s typical configuration will express \((M \cdot N)\) as the server’s total computational capacity. For instance, a Hyper-V server running on 2-way quad core processors has a capacity of 800 credits. The server’s another parameter, utilization bounds \( U \leq 1.0 \), expresses the server’s capacity reserved for implementing AC. If a Hyper-V server on an 8-core system has \( U = 1.0 \), the server reserves all 800 credits for AC. If the server is configured with \( U = (1.0 - r) \), the server reserves a fraction \( r \) of its capacity as extra resources to compensate for a job’s performance losses due to disturbances. In our experimental setting on 8-core AMD server, we have found it sufficient in practice to reserve 1 core (i.e., \( r = 1/8 \)), to handle any such disturbances.

A job submitted to a server has an associated performance model expressed in (3). Additionally, the job’s model of a milestone is obtained from application-specific sources, including a software component that estimates a milestone from the job’s quantifiable problem size (e.g., WRF [6], BLAST [7]) or a component that directly reads the job’s internal variable (e.g., ADCIRC [4], OpenLB [5]), or direct request by users (e.g., Montage [8]). From the deadline and milestone of a job, we derive a reference progress, \( P_{ref} \), the job’s computational requirements in unit time using (1). From the target progress and the job’s performance model, we derive a job’s loading factor that determines server’s estimated utilization committed to keep the job’s progress at the target. To derive an estimated utilization, we first convert a job’s performance model (3) to a steady state form. Note the linear difference model expressed in (3) represents input-output relationships in temporal order. The conversion to a steady-state form approximates the output from a constant input (e.g., estimated progress at 100% CPU consumption).

\[
P_{ss} = \sum_{i=1}^{n} a_i P_{ss} + \sum_{j=1}^{m} k_j C_{ss}, \text{ where } P_{ss} \text{ and } C_{ss} \text{ represent } P \text{ and } C \text{ in steady state}
\]

(6)

Note in (6), \( a \) and \( b \) are obtained from a job’s performance model retrieved from the repository. For instance a first-order model \((m=n=1)\) can be substituted to a steady-state form:

\[
P_{ss} = a \cdot P_{ss} + b \cdot C_{ss}
\]

(7)

From the steady state form, we derive the estimated scheduling credit for keeping the job’s progress at the target:

\[
P_{ref} = \sum_{i=1}^{n} a_i P_{ref} + \sum_{j=1}^{m} k_j C_{est}
\]

(8)

\[
C_{est} = \frac{1 - a_1 - a_2}{a_1 + a_2 + b} \cdot P_{ref}
\]

(9)

In a first-order model, the scheduling credit can be approximated as:

\[
C_{est} = \frac{1 - a}{b} \cdot P_{ref}
\]

(10)

The AC makes an Accept/Reject decision using the estimated scheduling credit, \( C_{est} \), subject to the following constraint:

\[
C(1) = \frac{C_{est}}{M \cdot N} + \sum U_i \leq U
\]

where \( U_i \) is estimated utilization of a job in the server, and \( U \) is the server’s utilization bounds, and \( M \) is a number of reserved cores.

The constraint, \( C(1) \), specifies that aggregate utilization of all accepted jobs plus the estimated utilization of a new job should be less than the server’s utilization bounds. Since we measure the progress of running jobs via our sensor library, we can continuously update the remaining milestones of all jobs \((i)\) in the server and derive their estimated utilization at every instant, \( k \):

\[
\text{Milestone}_i(k) = \text{Milestone}_i - \sum \text{Progress}_i(k)
\]

(11)

\[
\text{Deadline}_i(k) = \text{Deadline}_i - \text{RunTime}_i(k)
\]

(12)

\[
P_{ref}(k) = \frac{\text{Milestone}_i(k)}{\text{Deadline}_i(k)}
\]

(13)

\[
U_i(k) = \frac{C_{est}(k)}{M \cdot N}, \text{where } C_{est}(k) \text{ is an estimated scheduler credit derived from } (9) \text{ and } (13)
\]

(14)

5 Memory Scheduling via VM Checkpoint

After a job passes admission control and is accepted to a server, it is assigned to one of worker VMs that are either in the off or checkpointed state. Since there is a potentially large number of jobs admitted to a server with limited physical memory, we regulate a job’s memory allocation...
according to its urgency. The worker scheduler schedules limited memory using VM’s checkpoint capability.

In the current implementation, we have found it effective to use a simple, equal-sharing policy by which memory partition is equally distributed among concurrent worker VMs. The scheduler has a maximum number of concurrent worker VMs as a configurable parameter. The upper bound on a concurrent worker is determined by the systems’ available memory and job’s working set. While there is no strict lower bound, the typical setting will allow workers more than the number of server’s cores to run concurrently.

In our approach, a worker begins executing a job sufficiently earlier than the deadline in order to give the job’s feedback controller enough time to cope with disturbances. As an illustration, assume that a job should process 1,000 files and the job’s performance model predicts 10 files/sec rate of processing at 100% utilization. If the job begins execution exactly 100 seconds before the deadline, the job can finish within the deadline only if there is no disturbance affecting the job’s performance. However disturbances are inevitable elements of shared system. Therefore, we start the job earlier than projected execution time and let the feedback controllers cope with disturbances at runtime.

Every job admitted to a server is maintained in three job queues that sort jobs in priority order. The ready-queue holds accepted jobs that have not been executed. The suspend-queue contains jobs that were checkpointed as a result of priority enforcement. Finally, run-queue maintains jobs that are currently running in worker VMs. A job’s priority is used for enforcing the order of worker VM’s memory allocation (i.e., execution). As an illustration, if 8-core server supports 16 VMs running concurrently, some jobs may wait in ready or suspend queue if the number of accepted jobs is more than 16.

The basic algorithm to determine a job’s priority uses the job’s estimated utilization. At every schedulable instant, a job’s utilization can be estimated using (14) and the jobs with higher utilization demands are assigned higher priority. That is, for two jobs $i$ and $j$, the worker scheduler enforces the constraint:

$$ C(2): \text{Priority}_i \geq \text{Priority}_j \text{if and only if } U_i(k) \geq U_j(k) $$

The worker scheduler maintains the invariants:

$$ C(3): \text{State}_i = \text{RUNNING} \& \& \text{State}_j = \{\text{READY}|\text{SUSPENDED}\} \text{if and only if } \text{Priority}_i \geq \text{Priority}_j $$

If an update to a job’s estimated utilization, followed by a sensor’s progress report, breaks the above constraints, the worker scheduler performs preemption by which a worker VM running the lower priority job is checkpointed, and the higher priority jobs are resumed or started.

6 Feedback Controlled CPU Scheduling

After a worker VM begins executing the assigned job or resumed from a checkpointed state, the job’s CPU consumption is strictly controlled by feedback controller daemon running inside the worker. From the viewpoint of a job, the feedback controller is equivalent to a virtual CPU that dynamically throttles its clock speed to keep the job’s progress at a target goal. As expressed in (13), the job’s target progress is derived from the remaining milestone divided by job’s relative deadline.

We use formal control theory to design feedback controllers to ensure the controller has desirable properties in terms of predictability when tracking the target progress. The control theory allows one to design a feedback controller with mathematically provable accuracy and speed. Our framework uses Proportional- Integral (PI) controllers. Figure 2 illustrates the closed loop with PI controller and the target system expressed in a first-order model. The input to the controller is the error, $E(k)$, (reference – measurement), and the output of the controller is $C(k)$, the scheduling cap of Hyper-V. The PI controller law has the mathematical form:

$$ C(k) = C(k-1) + (K_p + K_i)E(k) - K_pE(k-1) \tag{15} $$

![Figure 2: Closed Loop with PI-Controller](image)

The jobs’ model (3) and the PI control law are in the time-domain expression of the system. The classic control theory provides different, more convenient way to encode time-series and to describe systems, called Z-transformations. Z-transform uses the variable $z$ to indicate time delays and encode time-domain representation of a signal as a sum of the coefficients of z-term. If a z-transform is used to describe a system’s component such as PI-controller, job’s performance model, we call it transfer function that describes how an input signal is transformed into an output. For example, a transfer function of job’s performance model relates how Hyper-V’s scheduling cap (input signal $C(k)$) affects the job’s progress (output signal $P(k)$). By using a transfer function, the system’s discrete components can be combined via simple algebraic manipulations. Due to space limitations, we do not provide a more rigorous definition of z-transform and proofs of properties that we present hereafter. Interested readers are referred to control textbooks [25][26].

The target system, expressed in the first-order equation (4) and the PI controller (15) can be modeled as transfer functions in Z-domain as follows:

- $G(z) = \frac{P(z)}{E(z)} = \frac{1}{1 - z^{-1}}$ where $P(z), C(z)$ are z-transforms of $P(k), C(k)$ and $a, b$ are the model parameters of target system that we obtained from system identification.

- $D(z) = \frac{C(z)}{E(z)} = K_p + \frac{K_i}{1 - z^{-1}}$, where $D(z)$ is the z-transform of equation (15) and $E(z)$ is the z-transform of error, $E(k)$

In the control loop, we place a filter in between the measurement and controller input in order to eliminate measurement noises. If we denote $P(k), P'(k)$ as input and output of the filter, the filter has the form:

$$ P'(k+1) = \alpha \cdot P'(k) + (1 - \alpha)P(k) \tag{16} $$

In equation (16), $\alpha$ determines the desired level of smoothing and we found $\alpha=[0.8-0.9]$ shows stable outputs for the tested applications in Section 8. We denote, $H(z)$,
as the z-transform of filter (16). The closed-loop transfer function, representing the overall system in Figure 2, with reference as input variable and the measurement as output is constructed by integrating the controller, target system, and filter into a unified function:

\[ FR(z) = \frac{P(z)}{REF(z)} = \frac{D(z)G(z)}{1+D(z)G(z)H(z)} \]  

(17)

The goal of controller design is to ensure that the behavior of target system is within the constraints that satisfy the following requirements:

- **Accuracy**: the controller must guarantee that the measurement converges to the reference, even when disturbances affect the target system
- **Settling time**: the controller must quickly settle to steady-state value (i.e., reference) in the event of reference changes and disturbances

The PI law (15) guarantees the accuracy of the control loop since the equation uses the previous error history and regulates the target system’s actuation until the accumulated errors are eliminated. The final aspect of the control design is thus to choose the right values for controller parameters, \( K_P \) and \( K_I \), in equation (15) that satisfy the settling time requirements. The settling time of the closed-loop system are determined by the poles and zeros of the transfer function (17), which are in turn determined by values of \( K_P \) and \( K_I \). In general, there is a trade-off between the stability and settling time of system. When a system is unstable, the output of the system, job’s progress, can oscillate between two extreme values. The faster response to disturbances or reference changes often causes unstable condition because of significant actuation changes in short period. Thus, one must carefully choose the right parameters that show fast settling time without causing unstable condition. Root Locus is the most common, graphical technique that plots the traces of poles and zeros of the closed-loop system, as control parameters, \( K_P \) and \( K_I \), vary. As an illustration, for BLAST and WRF, desired values of \( K_P \) and \( K_I \) that we manually found using Root Locus method (using Matlab) are:

- **BLAST**: \( K_P = 0.005 \), \( K_I = 0.007 \)
- **WRF**: \( K_P = 0.028 \), \( K_I = 0.07 \)

Furthermore, we developed the automated tuning algorithm, presented in the Appendix, which computes the near-optimal controller parameters in terms of the settling time and stability. The automated design is particularly important to the following adaptive heuristics.

### 7 Adaptive Modeling and Control

#### 7.1. Real-Time Modeling and Scheduler Design

A drawback of model-based utilization test and scheduling comes from the difference between the model and reality. We found the real performance can drift from model when jobs run concurrently with many other jobs, causing disturbances to each other. There are many possible forms of disturbances in a shared HPC system, including shared disk I/O, network load, and hardware upgrade/replacement, to name a few. Among those, we found the two disturbances are particularly problematic:

- **Variable Workloads**: A HPC server may run different, unpredictable mix of jobs. We found a job’s performance depends significantly on the type of jobs concurrently running on a server. For instance, while BLAST-I/O-intensive job-performs well when others are mostly compute-intensive, its performance degrades rapidly when other I/O-intensive jobs share a disk.
- **CPU Loading Factor**: besides I/O intensity, aggregate CPU utilization affects job’s performance. In other words, on 8-core VMM server, average running time of 8 single-threaded jobs is longer than 4 jobs, due to increased overhead in VMM kernel’s address translation, paging, and system call virtualization [18].

As HPC system becomes powerful with an increased number of cores, the disturbances would become more severe. The classic approach to address model inaccuracy in real-time systems is to use a worst-case model; however in open systems it is difficult to guarantee a model is indeed a worst case, and the system’s utilization can be extremely low as the job’s average performance is frequently better than the worst-case.

A benefit of feedback controller is its ability to cope with disturbances. The controller can throttle up CPU allocation if the measured progress is below target due to disturbances. While this feedback mechanism can address run-time disturbances locally to a job, it may fail when the server’s limited capacity is saturated by a large number of feedback controllers. When the server is fully overloaded, feedback controllers see increasing errors in meeting progress requirements and keep requesting more cycles. This can lead to a state in which every job tries to get more CPU without ever releasing its allocation. The server then degenerates to an uncontrolled time-sharing system.

Another, perhaps more catastrophic, consequence of disturbances is an incorrect admission decision made by AC. The utilization tests based on optimistic performance model can result in ‘Accept’ decision in the system that has no more remaining capacity to serve the new job. The job would wait in the ready queue too long or be allocated less CPU than necessary to complete before deadline. After the system transits into an unpredictably loaded state, it is difficult to revert it back to a normal state since AC keeps accepting new jobs based on inaccurate performance models that computes the aggregate utilization of a server to be less than reality.

Our design and implementation addresses the problem using adaptive modeling and controller design as illustrated in Figure 3. While the PI controller changes its VM scheduling credit \( C(k) \) to achieve the desired state \( REF(k) = P(k) \), the allocated scheduling credit, \( C(k) \), and sensed progress, \( P(k) \), are exported to the Model Estimator. In the current implementation, the Model Estimator and Control Tuner are running as a separate service daemons, outside the worker VMs, and communicate with the controller daemons. A single adaptation server provides services to all controller daemons in a physical server.

---

1 In control theory, there is a theorem that guarantees a system’s stability using the poles of the closed-loop. However, we do not offer a stability guarantee because the result is limited to single closed-loop systems and not directly applicable to distributed systems including our work. In this paper, the term ‘stability’ is used in a generic sense and does not mean the rigorous result from the formal analysis.
The message from a controller daemon contains the pair \([C(k), P(k)]\). If enough messages are received (i.e., enough history has been obtained), the model estimator runs least square regression and produces a performance model as expressed in (3). For each job, the model estimator continues to perform regression and produce a new model using the most recent history. A newly constructed model must pass a validation test that consists of the three constraints:

(C4): The model is verified using the standard R² tests as defined by

\[
R^2 = 1 - \frac{\text{var}(y) - \text{var}(\hat{y})}{\text{var}(y)}
\]

where \(\text{var}(y)\) is the variance of \(y\) and \(\hat{y}\) is predicted output by the model. The \(R^2\) of the new model applied to the most recent history must exceed the predefined thresholds (e.g., 0.7).

(C5): In the model expressed in (3), \(a_i\) for all \(i\) must be less than 1.0. If \(a_i \geq 1.0\), the PI controller causes instability of the closed loop (see the Appendix).

(C6): Similarly in (3), \(b_i\) for all \(i\) must be positive because throttling-up CPU allocation cannot result in decreased progress.

Throughout extensive tests with real HPC workloads, we found the three validation steps correctly filter out an inaccurate performance model that might cause unstable feedback controllers or wrong utilization tests. The model that passes the tests is updated to the repository and therefore the AC’s utilization test uses the most recent model. If the constructed model does not pass the test and thus is discarded for a long period of time, the system may not capture the accurate performance in real-time. However, we found, throughout the extensive tests, this filtering approach works well in practice.

The successful model is also given to the control tuner to construct new control parameters. Our controller design heuristics search for the PI parameters \((K_v, K_i)\) using the controller’s mathematical properties regarding transient performances. The Appendix presents the control tuning heuristics in more detail.

One implementation issue concerns variability in the input, \(C(k)\), and outputs, \(P(k)\), of the closed-loop system. If the closed-loop is in steady-state, there is not enough variability in inputs and outputs to capture a relationship between them. For example, if the controller has been wound up because a job’s measured progress never reaches the target, the most recent scheduler credit \((C(k), C(k-1), \ldots)\), requested by controller contains only the maximum in the ranges of VM scheduler credit. Least square regression cannot be performed on data without variability. We address the issue by occasionally randomizing \(C(k)\) requested by controllers. More specifically, in some fixed cycles, we randomly choose a positive or negative threshold that is added to a controller’s output, \(C(k)\). Thus, we introduce variability forcefully to support accurate adaptive modeling at run-time. The parameters for randomization should be chosen carefully to not to interfere feedback controllers too significantly.

### 7.2. Overload Protection via Loop-Switching

Loop switching protects the server from overloading. As feedback controllers keep changing VM scheduling credit autonomously, the aggregate requests can exceed the server’s preconfigured reservation (e.g., 800 on 8-core server). When this overload condition occurs, each feedback controller sees more degradation in a job’s progress and requests even more scheduling credit. In PI controller, this creates an integral wind-up, a situation in which accumulated errors in the controller drive the system into an unmanageable state. While feedback helps the scheduler to cope with disturbances, the feedback can also become a source of unpredictability when overloaded. It is therefore necessary to “remove” feedback in some jobs to help the server avoid overloading and thus feedback controllers of other jobs can perform normally. Figure 4 illustrates the open-loop CPU scheduler compared to closed-loop controller in Figure 2.

The open-loop scheduler uses a performance model (i.e., the most recent model updated to the repository) to find the right scheduling credit by solving (9). If there are no disturbances affecting a job’s progress, the open loop scheduler’s output is equivalent to the feedback controller’s (see Figure 6). In a real deployment with non-trivial disturbances, the open-loop controller cannot achieve 100% accuracy, because a job’s real performance degrades from the model’s prediction. Therefore, switching to open-loop does not guarantee that the jobs in open-loop will sustain the target progress and meet the job’s deadline. However, when many controllers are run independently, it helps the system to avoid overloading in the following sense:

- When a server is overloaded, the sum of VM’s scheduler credit exceeds the utilization bounds.
- A feedback controller with accumulated positive errors \((REF(k)-P(k)>0)\) issues increasing CPU credits.
- By turning a feedback-loop to an open-loop, the increased CPU credits due to accumulated errors are removed from the system.

When our framework detects overloading, it picks one of running jobs and switches its control logic to open-loop until the server transits back to a normal state. A simple heuristic is to pick the lowest priority job – later, when the server is less loaded, the job can be switched back to closed-loop and the PI controller can address accumulated errors. However, we found the most useful heuristic is to pick the lowest priority, I/O jobs first.
In a workload of mixed CPU and I/O-intensive jobs, the I/O-intensive jobs perform significantly worse than prediction due to competition on shared medium. When the feedback controllers for I/O-intensive jobs consume too much credit to compensate for degraded performance, the CPU-intensive jobs suffer as well due to large aggregate credits requested for a limited capacity. It is more prudent to protect the CPU-intensive jobs from unpredictable behavior of I/O-intensive jobs by removing “aggressive feedback” in I/O-intensive jobs first.

Note that a loop's switching may cause instability of controllers, because sudden, significant changes in one control loop may cause cascading changes in other controllers. Therefore, the heuristics should be performed infrequently and should ensure it does not reduce/increase server’s load too much at a time. In our experiments on an 8-core server, the switching is performed once every few minutes and the server’s load is changed by 1/8 at most. Between the switching, feedback controllers readjust to the graceful changes in server’s load.

7.3. Discussion on the adaptive heuristics

The heuristics presented in this section are by no means verifiable through the theory. Rather they are developed incrementally after observing the drawback of the direct application of control theory to HPC workloads. There are works in which the adaptive control theory is applied to cope with application’s changing performance [29][31]. However, our heuristics approach is necessary as we support multiple, concurrent HPC jobs that exhibit extremely variable performance characteristics. Unlike the existing works that explicitly models the interactions between the known workload types (e.g., QoS classes), it is hard to model such interactions between the unpredictable mix of HPC jobs. Furthermore, the framework should accommodate the unknown, future applications without significant changes.

In summary, the control-theoretic modeling and scheduler offers the verifiable properties such as control speed for individual jobs. The admission controller and the adaptive heuristics create an environment where the scheduler works as the off-line prediction by the theory.

8 PERFORMANCE EVALUATION

8.1. Implementation on Hyper-V

We implemented HPC admission and feedback control framework on top of Hyper-V as a virtualization platform. The major components of the prototype include a sensor library, modeling/controller design tools, feedback controller daemon, admission controller, worker scheduler, and VM management layer that interacts with Hyper-V via management APIs. Table 1 illustrates the implementation language and lines of code (LoC) for each component.

8.2. Workloads and HPC Server

The workloads used for evaluation consist of five widely used applications from diverse domains, as illustrated in Table 2. The milestones of each application are derived from three application-specific sources. In ADCIRC and OpenLB, the milestone is directly read from the source code as the variables containing the bounds of outer-most loop corresponded to job’s overall computation. In Montage’s mProject, the milestone simply corresponds to number of raw image files to process. The BLAST and WRF required a linear estimation from job’s quantifiable problem size (number of protein queries in BLAST and forecast hours in WRF). The last row of Table 2 presents the number of sensor call placements in each application. Only a small number of placements were sufficient for each application. The hardware and software configuration of the server used for evaluation are described in Table 3. We use different hardware configuration in the following subsections. For the evaluation in subsection 8.3, where performance of feedback controllers is measured in small-scale, we use a desktop configuration. In subsection 8.4 and 8.5, we use more powerful 8-core HPC server as we measure performance of many concurrent jobs.

8.3. Feedback Control Performance

This subsection evaluates the applicability of control theory to predict and regulate the behavior of HPC applications. Figure 5 illustrates how the choice of controller parameter determines the behavior of BLAST (we omit the results from other applications due to lack of space; similar results appear in our earlier study [34]). We run the feedback-controlled BLAST as reference is changed at 70 and 140th seconds. The straight, dotted line represents the reference progress, which is the target that the controller aim to track, and the curved, dotted line represents the simulated progress that we can obtain when controller is designed using the procedures introduced in Section
6 (Matlab is used to produce the simulated results). The solid line represents the result that we obtain from real execution. As discussed previously, we assume a user has an application-specific knowledge about the scale of milestone and progress. Thus, the scale of progress in y-axis is specific to BLAST. The three graphs (Fig 5 (a)-(c)) present results when different controller parameters are chosen. The parameters in Fig 5(a), (b), and (c) represent aggressive, slow, and good controller, respectively.

In all figures, we can see that the results from real execution exhibit similar trends to the simulation. This indicates that the controller design that we present in Section 6 is effective in predicting the real behavior of a job, and therefore we can choose correct control parameters with high confidence.

As we see in Fig 5(a), the aggressive controller (high-gain controller) responds to reference changes faster than the others. However, it fails to track accurately as it becomes unstable at [70-140] seconds. The slow controller (low-gain controller) shows the opposite. While the controller is slow in responding to reference changes, the real progress eventually converges to the target and stays at the reference stably. In terms of control actuation, the aggressive controller changes Hyper-V’s scheduling cap as soon as it sees errors (reference-measurement) while the slow controller does not change the value immediately and waits until enough errors are accumulated. The controller needs to react to reference changes rapidly especially when computation is relatively short (e.g., BLAST). Also, a fast response means that the controller rejects disturbances rapidly. Thus, the controller parameter must be chosen after considering the trade-offs between controller speed and stability. The good controller, as illustrated in Fig 5(c) has parameter values that are intermediates of the aggressive and slow one. The results from the good controller and the corresponding Hyper-V scheduling cap changes are presented in Figure 5(c-d).

Figure 6 illustrates how effectively the feedback controller accounts for disturbances. We run two VM instances on Hyper-V: one is the performance container that we aim to control and another instance acts as a disturbance generator. For simplicity, the application that we illustrate in Figure 6 is BLAST and the disturbance generator runs BLAST as well since it generates a huge amount of read requests to the disk that it shares with the controlled VM. The figure contains two results: baseline (dotted) and feedback control (solid). We run the experiment first on baseline case where the VM’s scheduling cap is fixed at the value that is derived from the equation (9) with BLAST’s model parameter. This corresponds to the open loop controller that we discussed in 7.2.

Figure 6 (a) illustrate the results when experiments run without disturbances. As we see in the figure, both the open-loop and feedback control tracks the reference equally well. However Fig 6 (b) shows that the open-loop fails to track accurately since the disk disturbance results in less progress than what open-loop control expects with the fixed Hyper-V scheduling cap. In contrast to open-loop, the feedback controller successfully rejects disturbances since the controller raises cap when it sees errors while tracking. With open-loop control, failure in tracking the reference increases errors in meeting deadlines.

8.4. Deadline-guarantee via Admission Control

In the previous subsection, we established that a feedback controller tracks a job’s reference progress accurately and stably. This subsection evaluates the behavior of our system when a large number of jobs are admitted to AC and the feedback controllers operate on jobs autonomously, potentially causing conflicting resource consumption. We use an 8-core AMD server for this experiment. Throughout the test, the server reserved 7 cores to support AC-enabled job execution. Thus, the scheduling credit representing a server’s capacity was 700. Also, the server is configured with 14 worker VMs as a maximum number of concurrent VMs. For the test, we set up a client program that reads synthetic workloads from a workload file. The workload file contains job’s descriptions along with deadlines. The client attempts to submit a job
The graphs clearly indicate that the adaptive modeling outperforms static modeling in terms of meeting a deadline. For all three different workloads, a large fraction of jobs fails to meet the deadline with static modeling. In contrast, the adaptive AC achieves good predictability in the workload of compute-intensive jobs and mixed jobs. In compute-intensive workloads, only 4 out of 30 jobs fail to meet the deadline (86% success). In mixed workloads where 50% of jobs were I/O-intensive, 7 out of 30 jobs fail to meet the deadline (76% success). However, both approaches result in a large failure ratio for the I/O-only workload. This is due to the workload-dependent disturbances that we discussed earlier. The I/O-intensive jobs compete for the limited bandwidth of shared disks and cause significant performance degradation. Even adaptive AC cannot predict the model correctly if the job’s real performance drifts from the model too significantly. To solve this problem, the more conservative approach would be necessary. For instance, if the I/O-only workloads are frequent to the system, the administrator would manually adjust job’s performance model such that the adjustment predicts performance only the half of the original model (because all jobs could finish in less than the twice of the requested deadline).

The graphs in Figure 7(d-f) illustrate the causes behind the different performances. The y-axis in the graphs represents the sum of VM scheduler credit requested by until the job is accepted by the server and terminates after all jobs specified in the workload file are submitted. We constructed three different types of workloads:

- **Compute-intensive jobs**: jobs constructed from ADCIRC, OpenLB, and WRF.
- **I/O-intensive jobs**: jobs from BLAST and Montage
- **Mixed jobs**: jobs from all applications with ratio of compute and I/O-intensive jobs, 50:50.

A job’s deadline is chosen randomly from a range described in the workload file. The result is collected from extensive tests throughout a week. It took about 10 hours to complete one synthetic workload (30-42 jobs), and we run 10 such tests throughout the experiment. A job’s running time on idle server was in the range of 0.5-2 hours.

**Static vs. adaptive admission control**

The first evaluation compares the static modeling to the adaptive one as we discussed in Section 7. Unlike static modeling with predefined models, the AC based on adaptive modeling uses a variable performance model that was being evolved throughout the experiments. We run all three types of workloads, each consisting of 30 jobs. Figure 7(a-c) illustrates the results comparing the two approaches. In the figure, x-axis represents jobs sorted in the order of admission time and y-axis represent the ratio of real execution time to job’s requested deadline. The ratio below 1.0 indicates the job’s meeting deadlines.

The graphs in Figure 7(d-f) illustrate the causes behind the different performances. The y-axis in the graphs represents the sum of VM scheduler credit requested by...
feedback controllers. As we reserved 7 cores, the utilization bounds were 700 (the dotted line in the figures). We can see the aggregate credits in the static AC exceed the utilization bound. Too many jobs are admitted to the server due to the optimistic performance model and feedback controllers with relatively high reference progress saturated their possible credit range. However, we can see throughout the workloads that adaptive AC can predict variable workloads very well and the feedback controllers do not overload the server.

Achieving Long-Term Predictability

So far, a synthetic deadline specified in the workloads is relatively close to the real execution time of the job. For the previous evaluations, it was randomly chosen from the range [1.0 – 4.0] multiplied to real execution time of the job (we obtained the real execution time prior to the test). The deadline close to real execution time results in higher loading factor accumulated in AC and therefore only a small number of jobs were accepted to the server. In this section, we evaluate the AC’s long-term predictability by choosing deadlines from more broad ranges. More specifically the workload client chose random deadline from the range [2.0 – 10.0] multiplied to real execution time of the job. Figure 8 presents the results from running two types of workload, compute-intensive jobs and mixed jobs. Each workload consists of 42 jobs respectively. Figure 8(a) illustrates the measured predictability in terms of ratio between real execution time and requested deadline. The x-axis represents the requested deadline of each job (Note a job’s running time was 0.5-2 hours). Figure 8(b) presents the accumulated number of jobs accepted to the server. Finally, Figure 8(c) presents the total utilization of jobs that are accepted to the server. As shown in Figure 8(b), 25 jobs were accepted to the server within an hour. The jobs were no longer accepted by the server since there were no more worker VM images to assign the job (we had 25 worker VM images). The remaining 17 jobs are accepted to the server within next 4 hours. The experiment took about 12 hours to complete. As shown in Figure 8(c), the server’s estimated utilization (\( \sum U_{\text{for job i}} \)) and the real system utilization (sum of scheduling credit) was kept high throughout the experiment. In the steady-state, the system’s utilization remains above 75%. The result is obtained when adaptive modeling and loop switching was activated.

Figure 8(a) clearly indicates AC achieves high accuracy in meeting deadlines for all accepted jobs. Regardless of the relative deadline, as shown on the x-axis, the server was kept highly predictable throughout 12-hour run. If the server were unpredictably overloaded for any period of time, the jobs terminating after that period would have experienced significant deviation from the requested deadline. The result does not indicate any such unpredictable load. Overall, 90.4% of jobs in compute-intensive workloads are completed before the deadlines. The average deadline error, as defined by \( \frac{\text{Execute time} - \text{Deadline}}{\text{Deadline}} \), of late jobs were only 12.4%. For mixed workloads, 80.9% jobs were completed before deadlines, and the average deadline error of late jobs were 14.7%.

8.5. Comparison to VM-Leasing

Our design principle for building predictable HPC systems is a controlled-time sharing in which jobs are under strict control by feedback schedulers that govern a job’s access to CPUs. So far in the experiment we run 14 worker VMs concurrently on reserved 7 cores. Thanks to the checkpoint capability that enables a job’s preemption, people have recently began pursuing VM-leasing abstraction to schedule HPC resources to multiple users [19][20]. A possible extension to enhance predictability is to schedule jobs exclusively on available cores in a priority order. As more urgent jobs arrive in a server, the jobs running on a core can be checkpointed and resumed later. There are many differences between our design principle and VM leasing if extended to support predictability:

- **Modeling performances**: while our approach uses formal expression to model job’s performances, it is not clear how leasing would express a job’s performance. A simplistic assumption would be to rely on user’s estimation (e.g., wall-clock-time option in qsub).
- **Agile priority enforcement**: we enforce priority of jobs by throttling job’s CPU consumption. Compared to checkpoint, throttling allows rapid priority enforcement which is essential to cope with disturbances.
- **Priority enforcement on parallel machines**: one limitation of checkpoint as a priority enforcement mechanism is the difficulty of supporting parallel jobs. Checkpointing a low-priority task, which is a part of a job running across machines, implies not only technical challenges to support synchronized checkpoint, but also complicates deadline scheduling algorithms as they should scale to parallel jobs. Compared to checkpoint, throttling can be an effective tool to enforce priority across machines.
- **Memory pressure**: a limitation of time-sharing approach is increased memory pressure due to larger number of jobs running concurrently.

Additionally, we present a quantitative evaluation comparing the two approaches. We created a simple leasing abstraction by disabling feedback controller daemons and setting concurrent VMs equals to reserved cores. We implemented an EDF scheduler, as a worker scheduler, that schedules a job’s worker VM according to the EDF priority rule. The admission controller rejects jobs if the total utilization \( \sum \frac{\text{Execute time}}{\text{Deadline}} \) of all accepted jobs plus the new job exceeds utilization bounds of 1.0. The client submits a workload of 42 mixed-jobs whose deadline range is [1-3] of job’s estimated execution time. In fact, as we used the real execution time of jobs we obtained before experiments, we were assuming the best cases in EDF where job’s performance model is 100% accurate. Table 4 presents the results comparing the two approaches.

<table>
<thead>
<tr>
<th></th>
<th>Percent of jobs meeting deadline</th>
<th>Average deadline error</th>
<th>Overall execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Comp. Jobs</td>
<td>I/O Jobs</td>
<td>Comp. Jobs</td>
</tr>
<tr>
<td>Controlled time-sharing</td>
<td>80.9 %</td>
<td>47.6 %</td>
<td>13.7 %</td>
</tr>
<tr>
<td>VM-leasing (EDF)</td>
<td>66.6 %</td>
<td>42.8 %</td>
<td>12.9 %</td>
</tr>
</tbody>
</table>
Our approach (controlled time-sharing) achieves better predictability for both types of jobs. Over 80% of compute-intensive jobs meet the deadlines compared to 66% obtained from VM-leasing with EDF. Although our approach did not meet the deadlines of many I/O-intensive jobs (47% success), still the average deadline error of late I/O jobs are small (21%) compared to VM-leasing (39%). The reasoning behind the difference is that controlled time-sharing is more effective in handling large disturbances. In VM-leasing with EDF, if I/O-intensive jobs suffer from significant performance degradation and miss their deadline, the jobs in ready or suspended queue wait too long to be allocated to a worker VM. This causes a cascaded failure of meeting deadlines. However, our approach uses loop switching to protect compute-intensive jobs from overloading by I/O-intensive jobs, and resulted in more compute-intensive jobs meeting deadlines.

A surprising result appears in average deadline error of late I/O jobs. Although we use loop switching to limit I/O job’s CPU consumption, the average error of late I/O jobs is significantly less than with VM-leasing. In other words, limiting I/O job’s CPU consumption could actually result in better performance of I/O jobs! In VM-leasing, many I/O jobs may be allocated exclusively on fast cores, and each job generates huge I/O request that saturates disk’s bandwidth. Faster CPU in fact caused too much disturbance and eventually caused worse performance.

Another unexpected result appearing in overall execution time can be explained along the same reasoning. Our approach completed execution of all 42 jobs almost 1 hour earlier. In general, throttling VM credit causes overhead to VMM’s CPU scheduler and we observed the overhead could be potentially significant to support many feedback controllers simultaneously. However, as we address large I/O disturbances effectively via throttling down I/O job’s CPU access, the server’s overall performance in fact improved! We believe this experimental result illustrates a compelling case for building predictable HPC system on controlled time-sharing principle.

9 DISCUSSION

So far, we showed that the control-theoretic scheduler achieves good predictability for the challenging HPC workloads. There are remaining issues that potentially limit the wide deployment of this approach: usability, support for parallel jobs, VM performance overhead, and control stability.

In open HPC systems (e.g., Grid), the clusters do not in general require a sophisticated description about job’s properties. However, building a model-based scheduler assumes that a system has profiled jobs previously or there is an extra profiling step at job’s start-up time. Based on our experiences, though, the usability can be improved:

- The modeling and controller design can be automated without requiring extra tuning by users. The evaluation results are based on the algorithm in the Appendix.
- As shown in Table 2, adding sensing function to the existing source code can be trivial for many applications. One promising, transparent approach is to use hardware counters for profiling.

- While this paper addressed the use case that all jobs are deadline sensitive, there are jobs that do not require such firm guarantee. The best-effort scheduling that uses only the remaining cycles from deadline-scheduler can be used to support such batch jobs. Only the deadline-sensitive application would require an extra effort.

Nevertheless, the usability issue calls for future research.

The second issue concerns the support for parallel jobs which represent a large share of HPC workloads. For shared-memory, multi-threaded jobs, we believe the current framework does not require major changes because VM’s vcpu binding works together with throttling; we can throttle 8 vcpus assigned to a VM. In this case, the admission policy can be slightly changed as follows:

$$C(1) : \frac{P_{\text{Core}}}{M \cdot N} + \sum U_i \leq U$$

where $P$ = job’s number of threads

The more problematic issue that we leave as a future work is the increased complexity to model jobs that have variable number of threads. The significant future research is necessary to support distributed memory multi-threaded jobs (e.g., MPI). We need not only a synchronization construct to checkpoint and throttle parallel tasks simultaneously, but also more sophisticated admission control policy and deadline scheduling algorithms. We leave them as future works.

The next issue concerns the performance loss due to the use of VM as an actuation mechanism. Although the recent studies argue that performance loss of HPC applications on modern VMs is tolerable [39][40], still many in HPC communities remain skeptical about embracing virtualization. To address the concern, we measured the actual performance loss in our experimental setting. We ran the five applications on both guest O/S atop Hyper-V and stock O/S atop hardware (8-core server). Table 5 presents the performance overhead for each application. In the test, all five single-threaded applications were run concurrently. As a result, the compute-intensive jobs and data-intensive jobs showed about 15% and 22% of overhead, respectively, due to Hyper-V VMM. We believe that this slowdown, while significant, is a reasonable trade-off for this predictability and resource-sharing capability. This overhead could be reduced with further optimizations within our control software, as the subject of future research.

Table 5. Performance Overhead due to Virtualization

<table>
<thead>
<tr>
<th></th>
<th>WRF</th>
<th>ADCIRC</th>
<th>OpenLB</th>
<th>Blast</th>
<th>Montage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overhead</td>
<td>14%</td>
<td>15%</td>
<td>17%</td>
<td>22%</td>
<td>22%</td>
</tr>
</tbody>
</table>

The final issue concerns the stability of distributed controllers. In our current approach, the stability analysis for a single feedback controller does not guarantee the stability of overall systems where many such controllers may interact with each other. This would become the more serious issue when we extend the work to support parallel jobs. This design is a result of practical considerations for HPC systems where there is an unknown mix of concurrent applications. It would be very difficult, if not impossible, to model the interactions among the wide variety of existing and future HPC applications. However, we believe still the stability analysis for a single controller serve as a valuable guideline in achieving stability of
overall systems because it can significantly reduce chances that a controller chooses wrong actuation. For example, as a baseline, if we are to design a feedback controller without consulting to stability analysis, it would be hard to determine to what extent to react to 20% performance degradation at a previous cycle. Too much actuation would lead to instability yet too small actuation causes inaccurate and slow responses. While we offer no guarantee regarding stability, we present a useful framework to reason about it. The admission controller and adaptive heuristics are presented as a practical approach to relieve instability. Based on our empirical evaluation, we present the conditions that stability of a controller is largely applicable to stability of distributed controllers:
- The fraction of data-intensive jobs in a concurrent workload should be kept small. While we could meet 90.4% of deadlines for compute-intensive jobs, the success rate is reduced to 80.9% when half jobs were disk intensive.
- A controller’s actuation should be kept small compared to overall capacity of the system. This can help other controllers to adjust to the system changes smoothly. Also, it is necessary to avoid big system-wide changes in a short period of time. For example, loop switching should be carefully scheduled to avoid “double tumble”.

In conclusion, we present the design and implementation of feedback and admission controller as a promising approach to building predictable HPC infrastructures. We use formal control theory to design a feedback controller that regulates a job’s access to system resources in non-exclusive manner. The admission controller based on utilization test and adaptive modeling and control is designed to handle large workloads and support long-term predictability. Our evaluation results indicate that a feedback controller achieves high predictability in tracking progress of a job even in the presence of a wide variety of disturbances. In addition, the adaptive modeling/control allows a large number of feedback-controlled jobs run harmonious way, thereby achieving a highly predictable HPC server in scalable manner.

Appendix - online controller-design algorithm
In the on-line controller design, we draw requirements from the following properties of closed loop:
- **Accuracy:** PI-control law achieves zero steady state error since the integral term \( K_I \) accounts for the errors in previous history. Thus, accuracy does not add a constraint.
- **Settling Time:** The setting time and maximum overshoot define the transient behavior of a closed-loop system. The transient behavior refers to system’s reaction when there is a change in reference or disturbances. The input signal, reference, to our closed-loop is a type of step, and the control theory offers a theorem that approximate the settling time, \( K_{sp} \), for a step input signal, as follows:
  \[
  K_{sp} = \text{log}_{10} \frac{a}{\text{closed loop (FR(x))}}
  \]
- **Maximum Overshoot:** The maximum overshoot is defined as the maximum amount by which the transient value exceeds the steady-state value divided by the steady-state output. Smaller overshoot is desirable not only because the overshoot is a transient error, but also can leads to output oscillation in the following cycles. Since the closed-loop equation (17) is in higher-order having multiple poles, the poles of the loop can be either real or complex. If all poles are real, the maximum overshoot can be computed as:

\[
M_p = -a, \text{if largest pole of closed loop is negative.}\nM_p = 0, \text{otherwise}
\] (19)

For complex poles, we assume the largest complex poles, \( p_i = c + di \) and \( p_j = c - di \) (note roots of quadratic polynomials have a real part, \( c \), and two imaginary parts with imaginary number \( d \)). Then, the maximum overshoot can be approximated as:

\[
M_p = r \theta, \text{where } r = \sqrt{c^2 + d^2} \text{ and } \theta = \tan^{-1}(\frac{c}{d})
\] (20)

We transform PI controller equation (15) to an equivalent form:

\[
D(z) = \left( K_p + K_I \right) \left( \frac{z^2 - K_p}{z^2 - K_p K_I - 1} \right)
\]

\[
\left( K_p + K_d \right) \text{ and } \left( K_p K_I - 1 \right) \text{ represent overall gain and zero of the PI controller, respectively. The goal of controller design is to select values for the gain and zero, whereby subsequently } K_p \text{ and } K_d \text{ are obtained by solving the equation (21). However, as gain and zero are real, there are infinite possible values for them. We use bounded search as a basic strategy, testing candidates to 1) see if the poles of the closed-loop are all within unit circle (to avoid instability), 2) estimate the settling time and overshoot, and 3) apply a rank function to choose a combination of zero and gain that minimizes an objective function. Figure 9 illustrates the pseudo-code of the heuristic. The function to the argument are maximum numbers of candidates for zero (M) and gain (N), and the transfer function of a model (given by Model Estimator of Figure 3). The return values from the algorithm are near-optimal gain and zero, from which \( K_p \) and \( K_d \) are solved.

The algorithm picks candidates of zero and gain evenly distributed by \( M, N \), within their valid range (line 5, 9). Since \( K_p > 0 \) and \( K_d > 0 \), the zero \( \left( \frac{z^2 - K_p}{z^2 - K_p K_I - 1} \right) \) must be between 0 and 1. \( M \) and \( N \) must be limited to certain thresholds since routines to find settling time (line 11) and maximum overshoot (line 12) on z-transform equations are computationally expensive. In our Matlab implementation, the algorithm takes about 10 seconds for \( M=10, N=20 \). Thus, there is a trade-off between the algorithm’s running time and the quality of output which is controlled by \( M \) and \( N \). For a given constraint on the running time (e.g., 10 seconds), a good heuristic is to limit the search space for zero and gain to where is more likely to produce better results. Line 2 is one such heuristic.

We set the smallest of zero candidates at the minimum pole of the application model (Gz), as the zero location with respect to the model’s minimum pole has pivotal influence to the settling time of the closed-loop.

1. function [opt_gain, opt_zero] = ControllerDesigner(M, N, Gz)
2. zero_min = min (pole (Gz));
3. zero_max = 1.0;
4. zero_unit = (zero_max-zero_min) / N;
5. zero_values = zero_min:zero_unit:zero_max;
6. for i=1 to N
7. gain_max = stability_analysis(Gz, zero_values(i));
8. gain_unit = gain_max/M;
9. gain_values = 0:gain_unit:gain_max;
10. for j=1 to M
11. Kp(i,j) = compute_Kp(zero_values(i), gain_values(j), Gz);  
12. Kd(i,j) = compute_Kp(zero_values(i), gain_values(j), Gz);  
13. end;
14. end;
15. [i, j] = rank (Ks, M);
16. opt_gain=gain_values(i);
17. opt_zero=zero_values(i);

Figure 9: Controller Design Heuristic
Figure 10 illustrates a root locus of the closed-loop that shows the effects of the heuristic. In the figure, the solid line draws the branches of root locus (locations of closed-loop pole), stemming from the three poles of open-loop components (application model, filter, controller). The controller’s zero is a small circle on x-axis and the three small dots are the poles of the closed-loop that moves along the solid lines. As we explained with equation (18), the settling time is proportional to the largest pole of closed-loop. As we see in the figure, zero location with respect to model’s minimum pole (0.4) has significant influences on the possible locations of closed loop poles: zero location at the
right of minimum pole (c) produces the pole locations that moves toward circle’s center (smaller poles), resulting in shorter settling time.

(a) zero < min_pole  (b) zero = min_pole  (c) zero > min_pole

Figure 10. Effects of zero location with respect to min. pole

At line 7, the range of gain test is reduced as well using the stability analysis. According to the stability theorem, the closed-loop can be stable if all poles of closed-loop \( FR(z) \) in eq. (17) are inside the unit circle (note this does not imply we guarantee stability of overall system because the theorem for single controller is not directly applicable to the distributed controllers; rather we use the theorem to avoid obviously unstable condition). Using the fixed zero candidate \( \text{zero} \), we quickly test different gain candidates to see if the resulting largest closed-loop poles lie close to unit circle \( (0.95 < \text{pole} < 1) \). The stability analysis terminates after the gain candidate satisfying the condition is found. Using binary search, the gain location is found typically within few tests, and set as a maximum of possible gain range (a gain candidate larger than this is likely to result in unstable system).

After determining the ranges, the algorithm computes settling time (line 11) and maximum overshoot (line 12) using the equations (18)-(20) and stores the computed values to tables. Finally, the rank function (line 15) chooses the best candidates for gain and zero by examining the tables. In our implementation, we use simple rank function that finds the zero-gain pair achieving the shortest settling time while maximum overshoot is subject to a fixed thresholds (e.g., 0.2).
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