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A proof is given of the correctness of the algorithm "Find." First, an informal description is given of the purpose of the program and the method used. A systematic technique is described for constructing the program proof during the process of coding it, in such a way as to prevent the intrusion of logical errors. The proof of termination is treated as a separate exercise. Finally, some conclusions relating to general programming methodology are drawn.
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1. Introduction

In a number of papers [1, 2, 3] the desirability of proving the correctness of programs has been suggested and this has been illustrated by proofs of simple example programs. In this paper the construction of the proof of a useful, efficient, and nontrivial program, using a method based on invariants, is shown. It is suggested that if a proof is constructed as part of the coding process for an algorithm, it is hardly more laborious than the traditional practice of program testing.

2. The Program "Find"

The purpose of the program Find [4] is to find that element of an array \( A[1:N] \) whose value is \( f \)th in order of magnitude; and to rearrange the array in such a way that this element is placed in \( A[f] \); and furthermore, all elements with subscripts lower than \( f \) have lesser values, and all elements with subscripts greater than \( f \) have greater values. Thus, on completion of the program, the following relationship will hold:


This relation is abbreviated as Found.

One method of achieving the desired effect would be to sort the whole array. If the array is small, this would be a good method; but if the array is large, the time taken to sort it will also be large. The Find program is designed to take advantage of the weaker requirements to save much of the time which would be involved in a full sort.

The usefulness of the Find program arises from its application to the problem of finding the median or other quantiles of a set of observations stored in a computer array. For example, if \( N \) is odd and \( f \) is set to \( (N+1)/2 \), the effect of the Find program will be to place an observation with value equal to the median in \( A[f] \). Similarly the first quartile may be found by setting \( f \) to \( (N+1)/4 \), and so on.

The method used is based on the principle that the desired effect of Find is to move lower valued elements of the array to one end—the "left-hand" end—and higher valued elements of the array to the other end—the "right-hand" end. (See Table I(a)). This suggests that the array be scanned, starting at the left-hand end and moving rightward. Any element encountered which is small will remain where it is, but any element which is large should be moved up to the right-hand end of the array, in exchange for a small one. In order to find such a small element, a separate scan is made, starting at the right-hand end and moving leftward. In this scan, any large element encountered remains where it is; the first small element encountered is moved down to the left-hand end in exchange for the large element already encountered in the rightward scan. Then both scans can be resumed until the next exchange is necessary. The process is repeated until the scans meet somewhere in the middle of the array. It is then known that all elements to the left of this meeting point will be small, and all elements to the right will be large. When this condition holds, we will say that the array is split at the given point into two parts (see Table I(b)).

The reasoning of the previous paragraph assumes that there is some means of distinguishing small elements from large ones. Since we are interested only in their comparative values, it is sufficient to select the value of some arbitrary element before either of the scans starts; any element with lower value than the selected element is counted as small, and any element with higher value is counted as large. The fact that the discriminating value is arbitrary means that the place where the two scans will meet is also arbitrary; but it does not affect the fact that the array will be split at the meeting point, wherever that may be.

Now consider the question on which side of the split the \( f \)th element in order of value is to be found. If the split is to the right of \( A[f] \), then the desired element must be to the left of the split, and all elements to the right of the split will be greater than it. In this case, all elements to the right of the split can be ignored in any future processing, since they are already in their proper
place, namely to the right of \( A[f] \) (see Table I(c)). Similarly, if the split is to the left of \( A[f] \), the element to be found must be to the right of the split, and all elements to the left of the split must be equal or less than it; furthermore, these elements can be ignored in future processing.

In either case, the program proceeds by repeating the rightward and leftward scans, but this time one of the scans will start at the split rather than at the beginning of the array. When the two scans meet again, it will be known that there is a second split in the array, this time perhaps on the other side of \( A[f] \). Thus again, we may proceed with the rightward and leftward scans, but we start the rightward scan at the split on the left of \( A[f] \) and the leftward scan at the split on the right, thus confining attention only to that part of the array that lies between the two splits; this will be known as the middle part of the array (see Table I(d)).

When the third scan is complete, the middle part of the array will be split again into two parts. We take the new middle part as that part which contains \( A[f] \) and repeat the double scan on this new middle part. The process is repeated until the middle part consists of only one element, namely \( A[f] \). This element will now be equal to or greater than all elements to the left and equal to or less than all elements to the right; and thus the desired result of Find will be accomplished.

This has been an informal description of the method used by the program Find. Diagrams have been used to convey an understanding of how and why the method works, and they serve as an intuitive proof of its correctness. However, the method is described only in general terms, leaving many details undecided; and accordingly, the intuitive proof is far from watertight. In the next section, the details of the method will be filled in during the process of coding it in a formal programming language; and simultaneously, the details of the proof will be formalized in traditional logical notation. The end product of this activity will be a program suitable for computer execution, together with a proof of its correctness. The reader who checks the validity of the proof will thereby convince himself that the program requires no testing.

### Table I

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**move small values left**

**move large values right**

**rightward scan has covered these elements, and they are all small**

**leftward scan has covered these elements, and they are all large**

**Consequently, the array is split here**

\[
\begin{array}{ccccccccccc}
\end{array}
\]

**the \( n \) smallest values of the array are in this part; including the \( f \)th largest value.**

**all elements here are greater than any to the left**

**3. Coding and Proof Construction**

The coding and proof construction may be split into several stages, each stage dealing with greater detail than the previous one. Furthermore, each stage may be systematically analyzed as a series of steps.

#### 3.1. Stage 1: Problem Definition

The first stage in coding and proof construction is to obtain a rigorous formulation of what is to be accomplished, and what may be assumed to begin with. In this case we may assume:

(a) The subscript bounds of \( A \) are 1 and \( N \).

(b) \( 1 \leq f \leq N \).

The required result is:

\[
\forall p, q \mid 1 \leq p \leq f \leq q \leq N \supset A[p] \leq A[f] \leq A[q] \text{ [Found]}
\]

#### 3.2. Stage 2: The General Method

(1) The first step in each stage is to decide what variables will be required to hold intermediate results of the program. In the case of Find, it will be necessary to know at all times the extent of the middle part, which is currently being scanned. This indicates the introduction of variables \( m \) and \( n \) to point to the first element \( A[m] \) and the last element \( A[n] \) of the middle part.

(2) The second step is to attempt to describe more for-
mally the purpose of each variable, which was informally described in the previous step. This purpose may be expressed as a formula of logic which is intended to remain true throughout the execution of the program, even when the value of the variable concerned is changed by assignment. Such a formula is known as an invariant. As mentioned above, m is intended to point to the leftmost element of the middle part of the array; and the middle part at all times contains A[f]; consequently m is never greater than f. Furthermore, there is always a split just to the left of the middle part, that is between m - 1 and m. Thus the following formula should be true for m throughout execution of the program:

\[ m \leq f \land \forall p, q(1 \leq p < m \leq q \leq N \supseteq A[p] \leq A[q]) \]  
\[ m \text{-invariant} \]

Similarly, n is intended to point to the rightmost element of the middle part; it must never be less than f, and there will always be a split just to the right of it:

\[ f \leq n \land \forall p, q(1 \leq p \leq n \leq q \leq N \supseteq A[p] \leq A[q]) \]  
\[ n \text{-invariant} \]

(3) The next step is to determine the initial values for these variables. Since the middle part of the array is intended to be the part that still requires processing, and since to begin with the whole array requires processing, the obvious choice of initial values of m and n are 1 and N, respectively, indicating the first and last elements of the whole array. The code required is:

\[ m := 1; \ n := N \]

(4) It is necessary next to check that these values satisfy the relevant invariants. This may be done by substituting the initial value for the corresponding variable in each invariant, and ensuring that the result follows from facts already known:

\[ 1 \leq f \leq N \supseteq 1 \leq f \land \forall p, q(1 \leq p < 1 \leq q \leq N \supseteq A[p] \leq A[q]) \]  
[Lemma 1]

\[ 1 \leq f \leq N \supseteq f \leq N \land \forall p, q(1 \leq p \leq N \leq q \leq N \supseteq A[p] \leq A[q]) \]  
[Lemma 2]

The quantified clause of each lemma is trivially true since the antecedents of the implications are always false.

(3) After setting the initial values, the method of the program is repeatedly to reduce the size of the middle part, until it contains only one element. This may be accomplished by an iteration of the form:

\[ \text{while } m < n \text{ do "reduce middle part"} \]

(6) It remains to prove that this loop accomplishes the objectives of the program as a whole. If we write the body of the iteration properly (i.e. in such a way as to preserve the truth of all invariants) then all invariants will still be true on termination. Furthermore, termination will occur only when \( m < n \) goes false. Thus it is necessary only to show that the combination of the truth of the invariants and the falsity of the while clause expression \( m < n \) implies the truth of Found.

\[ m \leq f \land \forall p, q(1 \leq p < m \leq q \leq N \supseteq A[p] \leq A[q]) \land \forall p, q(1 \leq p \leq n \leq q \leq N \supseteq A[p] \leq A[q]) \land \neg m < n \]

\[ \supseteq \forall p, q(1 \leq p \leq f \leq q \leq N \supseteq A[p] \leq A[f] \leq A[q]) \]  
[Lemma 3]

The antecedents imply that \( m = n = f \). If \( 1 \leq p \leq f \leq q \leq N \), then either \( p = f \), in which case \( A[p] \leq A[f] \) is obvious, or \( p < f \), in which case substituting \( f \) for both \( m \) and \( q \) in the first quantified antecedent gives \( A[p] \leq A[f] \). A similar argument shows that \( A[f] \leq A[q] \).

At this point, the general structure of the program is as follows:

\[ m := 1; \ n := N; \]

while \( m < n \) do "reduce middle part"

Furthermore, this code has been proved to be correct, provided that the body of the contained iteration is correct.

3.3. STAGE 3: REDUCE THE MIDDLE PART

(1) The process for reducing the middle part involves a scan from the left and from the right. This requires two pointers, \( i \) and \( j \), pointing to elements \( A[i] \) and \( A[j] \), respectively. In addition, a variable \( r \) is required to hold the arbitrary value which has been selected to act as a discriminator between "small" and "large" values.

(2) The \( i \) pointer is intended to pass over only those array elements with values smaller than \( r \). Thus all array elements strictly to the left of the currently scanned element \( A[i] \) will be known always to be equal to or less than \( r \):

\[ m \leq i \land \forall p(1 \leq p < i \supseteq A[p] \leq r) \]  
\[ i \text{-invariant} \]

Similarly the \( j \) pointer passes over only large values, and all elements strictly to the right of the currently scanned element \( A[j] \) are known always to be equal to or greater than \( r \):

\[ j \leq n \land \forall q(j < q \leq N \supseteq r \leq A[q]) \]  
\[ j \text{-invariant} \]

Since the value of \( r \) does not change, there is no need for an \( r \)-invariant.

(3) The \( i \) pointer starts at the left of the middle part, i.e. at \( m \); and the \( j \) pointer starts at the right of the middle part, i.e. at \( n \). The initial value of \( r \) is taken from an arbitrary element of the middle part of the array. Since \( A[f] \) is always in the middle part, its value is as good as any.

(4) The fact that the initial values satisfy the \( i \)- and \( j \)-invariants follows directly from the truth of the corre-
sponding m- and n-invariants; this is stated formally in the following lemmas:

\[ f \leq N \& m \leq f \& \forall p, q(1 \leq p < m \leq q \leq N \supset A[p] \leq A[q]) \]
\[ \forall m \leq m \& \forall p(1 \leq p < m \supset A[p] \leq A[q]) \]

[Lemma 4]

\[ 1 \leq f \& f \leq n \& \forall p, q(1 \leq p \leq n < q \leq N \supset A[p] \leq A[q]) \]
\[ \forall n \leq n \& \forall q(n < q \leq N \supset A[f] \leq A[q]) \]

[Lemma 5]

The first of these is proved by setting q to f and the second by setting p to f.

(5) After setting the initial values, the method is to repeatedly add one to i and subtract one from j, until they cross over. This may be achieved by an iteration of the form:

\[ \text{while } i \leq j \text{ do "increase } i \text{ and decrease } j" \]

On exit from this loop, j < i and all invariants are intended to be preserved.

If j and i cross over above f, the proposed method assigns j as the new value of n; if they cross over below f, i is assigned as the new value of m.

\[ \text{if } f \leq j \text{ then } n := j \]
\[ \text{else if } i \leq f \text{ then } m := i \]
\[ \text{else go to } L \]

The destination of the jump will be determined later.

(6) The validity of these assignments is proved by showing that the new value of n or m satisfies the corresponding invariant whenever the assignment takes place. In these proofs it can be assumed that the i- and j-invariants hold; and furthermore, since the assignment immediately follows the iteration of (5), it is known that j < i. Thus the appropriate lemma is:

\[ j < i \& \forall p(1 \leq p < i \supset A[p] \leq r) \]
\[ \& \forall q(j < q \leq N \supset r \leq A[q]) \]
\[ \supset \text{if } f \leq j \text{ then } f \leq j & \]
\[ \forall p, q(1 \leq p \leq j < q \leq N) \supset A[p] \leq A[q]) \]
\[ \text{else if } i \leq f \text{ then } i \leq f & \]
\[ \forall p, q(1 \leq p < i \leq q \leq N \supset A[p] \leq A[q]) \]

[Lemma 6]

The proof of this is based on the fact that if \( 1 \leq p < j < q \leq N \), then \( p < i \) (since \( j < i \)), and both \( A[p] \leq r \) and \( r \leq A[q] \). Hence \( A[p] \leq A[q] \). Similarly, if \( 1 \leq p < i \leq q \leq N \), then \( j < q \), and the same result follows.

It remains to determine the destination of the jump go to L. This jump is obeyed only if \( j < f < i \), and it happens that in this case it can be proved that the condition Found has already been achieved. It is therefore legitimate to jump straight to the end of the program. The lemma which justifies this is:

\[ 1 \leq f \leq N \& j < f < i \& \forall p(1 \leq p < i \supset A[p] \leq r) \]
\[ \& \forall q(j < q \leq N \supset r \leq A[q]) \]

\[ \supset \forall p, q(1 \leq p \leq f \leq q \leq N \supset A[p] \leq A[q]) \]

[Lemma 7]

This may be readily proved: if f is put for q in the antecedent, we obtain \( r \leq A[f] \). Similarly, putting f for p in the antecedent we obtain \( A[f] \leq r \). Hence \( A[f] = r \). If \( 1 \leq p \leq f \leq q \leq N \), then \( 1 \leq p < i \) (since \( f < i \)) and \( j < q \leq N \) (since \( j < f \)) and hence the r-invariant states that \( A[p] \leq r \) and the j-invariant states that \( r \leq A[q] \). But \( r \) has already been proved equal to \( A[f] \).

This concludes the outline of the program required to reduce the middle part:

\[ r := A[f]; i := m; j := n; \]
\[ \text{while } i \leq j \text{ do "increase } i \text{ and decrease } j" ; \]
\[ \text{if } f \leq j \text{ then } n := j \]
\[ \text{else if } i \leq f \text{ then } m := i \]
\[ \text{else go to } L \]

This program has been proved to be correct, in that it preserves the truth of both the m- and n-invariants, provided that the body of the contained loop preserves these invariants as well as the i- and j-invariants.

3.4. STAGE 4: INCREASE i AND DECREASE j

At this stage there is no need to introduce further variables and no further invariants are required. The construction of the code is not therefore split into the steps as before.

The first action of this part of the program is to use the i-pointer to scan rightward, passing over all elements with value less than r. This is accomplished by the loop:

\[ \text{while } A[i] < r \text{ do } i := i + 1 \]

The fact that this loop preserves the truth of the invariant is expressed in the obvious lemma:

\[ A[i] \leq r \& m \leq i \& \forall p(1 \leq p < i \supset A[p] \leq r) \]
\[ \supset m \leq i + 1 \& \forall p(1 \leq p < i + 1 \supset A[p] \leq r) \]

[Lemma 8]

The reason for the strict inequality is connected with termination. See Section 4.

This lemma is not strictly true for some implementations of computer arithmetic. Suppose that N is the largest number representable in the integer range, that \( m = i = N \), and that modulo arithmetic is used. Then \( i + 1 \) will be the smallest number representable, and will certainly be less than m. The easiest way to evade this problem is to impose on the user of the algorithm the insignificant restriction that \( N < \text{maxint} \), where \text{maxint} is the largest representable integer.
The next action is to use the \textit{j}-pointer to scan leftward, passing over all elements greater than \( r \). This is accomplished by the loop:

\begin{verbatim}
while \( r < A[j] \) do \( j := j - 1 \)
\end{verbatim}

which is validated by the truth of:

\( r \leq A[j] \land j \leq n \land \forall q (j < q \leq N \implies r \leq A[q]) \)

\( \implies j - 1 \leq n \land \forall q (j - 1 < q \leq N \implies r \leq A[q]) \)  \[\text{[Lemma 9]}\]

On termination of the first loop, it is known that \( r \leq A[i] \) and on termination of the second loop \( A[j] \leq r \). If \( i \) and \( j \) have not crossed over, an exchange of the elements they point to takes place. After the exchange, it is obvious that

\( A[i] \leq r \leq A[j] \),

and hence Lemmas 8 and 9 justify a further increase in \( i \) and decrease in \( j \):

\begin{verbatim}
if \( i < j \) then
begin "exchange \( A[i] \) and \( A[j] \)";
  \( i := i + 1 \); \( j := j - 1 \)
end
\end{verbatim}

Thus the process of increasing \( i \) and decreasing \( j \) preserves the truth of all the invariants, provided that the exchange of \( A[i] \) and \( A[j] \) does so, and the program takes the form:

\begin{verbatim}
while \( A[i] < r \) do \( i := i + 1 \);
while \( r < A[j] \) do \( j := j - 1 \);
if \( i < j \) then
  begin "exchange \( A[i] \) and \( A[j] \)";
    \( i := i + 1 \); \( j := j - 1 \)
  end
\end{verbatim}

3.5. STAGE 5: EXCHANGE \( A[i] \) AND \( A[j] \)

The code for performing the exchange is:

\begin{verbatim}
\end{verbatim}

Although this code uses a new variable \( w \), there is no need to establish an invariant for it, since its value plays a purely temporary role.

The proof that the exchange preserves the invariants is not trivial, and depends critically on the fact that \( i \leq j \). Let \( A'[p] \) stand for the value of the array as a whole after the exchange has taken place. Then obviously:

\begin{equation} A'[i] = A[j] \end{equation}  \[\text{(1)}\]

\begin{equation} A'[j] = A[i] \end{equation}  \[\text{(2)}\]

\begin{equation} \forall s (s \neq i \land s \neq j \implies A'[s] = A[s]) \end{equation}  \[\text{(3)}\]

The preservation of the \( i \)-invariant is stated in the lemma:

\( i \leq j \land \forall p (1 \leq p < i \implies A[p] \leq r) \)

\( \implies m \leq i \land \forall p (1 \leq p < i \implies A'[p] \leq r) \)  \[\text{[Lemma 10]}\]

This is proved by observing that if \( p < i \leq j \) then \( p \neq i \) and \( p \neq j \) and by (3), \( A'[p] = A[p] \).

Similarly the preservation of the \( j \)-invariant is guaranteed by the lemma:

\( i \leq j \leq n \land \forall q (j < q \leq N \implies r \leq A[q]) \)

\( \implies j - 1 \leq n \land \forall q (j - 1 < q \leq N \implies r \leq A[q]) \)  \[\text{[Lemma 11]}\]

The proof likewise proceeds by observing that \( i \leq j < q \)
implies that \( q \neq i \) and \( q \neq j \), and therefore by (3), \( A'[q] = A[q] \).

The preservation of the \( m \)-invariant is guaranteed by the
truth of the following lemma:

\( m \leq i \leq j \land \forall p, q (1 \leq p < m \leq q \implies N \implies A'[p] \leq A'[q]) \)

\[\text{[Lemma 12]}\]

Outline proof:

Assume \( 1 \leq p < m \leq q \leq N \); hence \( p \neq i \) and \( p \neq j \)
(since \( p < m \leq i \leq j \)). Therefore by (3),


Substituting \( i \) and then \( j \) for \( q \) in the antecedent, we obtain
and \( A'[p] \leq A'[j] \) (from (4), (1), and (2)). Furthermore,
for all \( q \neq i \) and \( q \neq j \), \( A'[p] = A[p] \leq A[q] = A'[q] \)
(by (4) and (3)). Hence \( A'[p] \leq A'[q] \) for all \( q(m \leq q \leq N) \).

The preservation of the \( n \)-invariant is guaranteed by a similar lemma:

\( i \leq j \leq n \land \forall p, q (1 \leq p \leq n \leq q \implies N \implies A'[p] \leq A[q]) \)

\[\text{[Lemma 13]}\]

The proof is very similar to that of Lemma 12, and is left as an exercise.

3.6. THE WHOLE PROGRAM

The gradual evolution of the program code and proof through several stages has been carried out in the previous sections. In presenting the code of the program as a whole, the essential invariants and other assertions have been preserved as comments. Thus a well-annotated version of the program appears in Table I.

4. Termination

The proof given so far has concentrated on proving the correctness of the program supposing that it terminates; and no attention has been given to the problem of proving termination. It is easier in this case to prove termination of the inner loops first.

The proof of the termination of:

\begin{verbatim}
while \( A[i] < r \) do \( i := i + 1 \)
\end{verbatim}

depends on the recognition that at all times there will be an element in the middle part to the right of \( A[i] \) whose
value is equal to or greater than \( r \). This element will act as a "stopper" to prevent the value of \( i \) from increasing beyond the value \( n \). More formally, it is necessary to establish an additional invariant for \( i \), which is true before and during the loop; i.e. throughout execution of "reduce middle part." This invariant is:

\[
\exists p(i \leq p \leq n \land r \leq A[p])
\]

Obviously if this is true, the value of \( i \) is necessarily bounded by \( n \); it cannot increase indefinitely, and the loop must therefore terminate.

The fact that (5) is an invariant for the duration of the particular loop is established by the following lemmas:

\[
m \leq f \leq n \Rightarrow \exists p(m \leq p \leq n \land A[f] \leq A[p]) \quad \text{[Lemma 14]}
\]

Proof: take \( f \) for \( p \).

\[
A[i] < r \land \exists p(i \leq p \leq n \land r \leq A[p]) \Rightarrow \exists p(i + 1 \leq p \leq n \land r \leq A[p]) \quad \text{[Lemma 15]}
\]

Proof: consider the \( p \) whose existence is asserted by the antecedent. Since \( r \leq A[p] \land A[i] < r, p \neq i \). Hence \( i + 1 \leq p \).

\[
r \leq A[i] \land i + 1 \leq j - 1 \land j \leq n
\]

\[
\Rightarrow \exists p(i + 1 \leq p \leq n \land r \leq A'[p]) \quad \text{[Lemma 16]}
\]
loop—but once is enough to ensure \( m < i \) and \( j < n \), since \( i \) is a nondecreasing quantity and \( j \) is a nonincreasing quantity.

5. Reservation

In the proof of Find, one very important aspect of correctness has not been treated, namely, that the program merely rearranges the elements of the array \( A \), without changing any of their values. If this requirement were not stated, there would be no reason why the program Find should not be written trivially:

\[
\text{for } i := 1 \text{ step } 1 \text{ until } N \text{ do }
\]

\[
A[i] := i
\]

since this fully satisfies all the other criteria for correctness.

The easiest way of stating this additional requirement is to forbid the programmer to change the array \( A \) in any other way than by exchanging two of its elements. This requirement is clearly met by the Find program and not by its trivial alternative.

If it is desired to formulate the requirement in terms of conditions and invariants, it is necessary to introduce the concept of a permutation; and to prove that for arbitrary \( A_0 \),

\[
A \text{ is a permutation of } A_0, \quad \quad \text{(Perm)}
\]

is an invariant of the program. Informally this may be proved in three steps:

(a) "exchange \( A[i] \) and \( A[j] \)," is the only part of the program which changes \( A \),
(b) exchanging is a permutation,
(c) the composition of two permutations is also a permutation.

The main disadvantages of the formal approach are illustrated by this example. It is far from obvious that the invariance of Perm expresses exactly what we want to prove about the program; when the definition of Perm is fully and formally expressed, this is even less obvious; and finally, if the proof is formulated in the manner of the proofs of the other lemmas of this paper, it is very tedious.

Another problem which remains untreated is that of proving that all subscripts of \( A \) are within the bounds 1 to \( N \).

6. Conclusion

This paper has illustrated a methodology for systematic construction of program proofs together with the programs they prove. It uses a "top-down" method of analysis to split the process into a number of stages, each stage embodying more detail than the previous one; the proof of the correctness of the program at each stage leads to and depends upon an accurate formulation of the characteristics of the program to be developed at the next stage.

Within each stage, there are a number of steps: the decision on the nature of the data required; the formulation of the invariants for the data; the construction of the code; the formulation and proof of the lemmas. In this paper, the stages and steps have been shown as a continuous progress, and it has not been necessary to go back and change decisions made earlier. In practice, reconsideration of earlier decisions is frequently necessary, and this imposes on the programmer the need to reestablish the consistency of invariants, program lemmas, and proofs. The motivation for taking this extra trouble during the design and coding of a program is that it is hoped to reduce or eliminate trouble at phases which traditionally come later—program testing, documentation, and maintenance.

Similar systematic methods of program construction are described in [5] and [6]; this present paper, however, places greater emphasis on the formalization of the characteristics of the program as an aid to the avoidance of logical and coding errors. In future, it may be possible to enlist the aid of a computer in formulating the lemmas, and perhaps even in checking the proofs [7, 8].
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