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With the advancement of genome-wide monitoring technologies, molecular expression data have become widely used for diagnosing cancer through tumor or blood samples. When mining molecular signature data, the process of comparing samples through an adaptive distance function is fundamental but difficult, as such data sets are normally heterogeneous and high dimensional. In this paper, we present kernelized information-theoretic metric learning (KITML) algorithms that optimize a distance function to tackle the cancer diagnosis problem and scale to high dimensionality. By learning a nonlinear transformation in the input space implicitly through kernelization, KITML permits efficient optimization, low storage, and improved learning of distance metric. We propose two novel applications of KITML for diagnosing cancer using high-dimensional molecular profiling data. (1) For sample-level cancer diagnosis, the learned metric is used to improve the performance of $k$-nearest neighbor classification. (2) For estimating the severity level or stage of a group of samples, we propose a novel set-based ranking approach to extend KITML. For the sample-level cancer classification task, we have evaluated on fourteen cancer gene microarray data sets and compared with eight other state-of-the-art approaches. The results show that our approach achieves the best overall performance for the task of molecular expression driven cancer sample diagnosis. For the group-level cancer stage estimation, we test the proposed set-KITML approach using three multi-stage cancer microarray data sets, and correctly estimated the stages of sample groups for all three studies.
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1. BACKGROUND AND MOTIVATION

Modern molecular profiling technologies have enabled researchers to query the expression values of thousands of genes simultaneously. Information derived from such genome-wide molecular profiling is important for the identification of cancer tumor types in patient samples [Ramaswamy et al. 2002]. In this paper, we focus on the task of cancer diagnosis based on the molecular signatures of patient samples like those from microarray. Recent advancements in monitoring of gene expression have enabled researchers to obtain enormous amounts of data across most common cancer types [Cancer Genome Atlas Research Network et al. 2011; 2012; 2013]. An important emerging medical application for molecular profiling technologies is in clinical decision
support systems for diagnosing the existence of certain cancers as well as estimating of the severity levels or cancer stages of patient samples [Statnikov et al. 2005].

Machine learning techniques such as classification and clustering have been used for analysis and interpretation of data obtained from molecular profiling measurements [Statnikov et al. 2005; Cancer Genome Atlas Research Network et al. 2012]. These data are characterized by a very high number of measured variables (m genes) over a relatively small number of (n samples). The number of genes in a single sample is typically in the thousands and the number of samples is typically in the hundreds, so the number of feature variables (genes) greatly exceeds the number of samples. This data situation (m >> n) is referred as “high dimensionality” [Hastie et al. 2003] and makes machine learning quite challenging. Recent studies have tried to tackle the “high-dimensionality” issue when predicting the existence of cancer using molecular expressions, for example, through sparse-learning based approaches [Cawley and Talbot 2006]. As molecular signature data become available for more and more patient samples, e.g. from the national project The Cancer Genome Atlas (TCGA) [Hudson et al. 2010], measuring the similarity among patient samples grows to be a critical and necessary module for mining such signature data. For instance, such similarity measure could be used for molecular signature-based retrieval of similar cancer patient cases for a target. Therefore relying on molecular profiling data, we aim to design an accurate cancer diagnosis system that is able to provide good assessments of patient similarity as well. Previous studies [Cawley and Talbot 2006; Cancer Genome Atlas Research Network et al. 2012] were not able to fully address such needs, especially when having the “curse-of-dimensionality” [Hastie et al. 2003] issue in place.

In this paper, we extend a family of “distance metric learning” – “Information-Theoretic Metric learning” [Kulis 2013] – for achieving the above goal. Having been studied over the past few years [Xing et al. 2003; Kulis 2013], distance metric learning was recently applied to practical areas such as image recognition [Kulis 2013] and information retrieval [Ying and Li 2012]. This paper presents two novel extensions of metric learning on the tasks of sample-level cancer diagnosis and group-level stage diagnosis. The intrinsic data issue of “small sample, large feature” is addressed through “kernelizing” the learned metric from ITML method–i.e. Kernelized Information-Theoretic Metric Learning (KITML).

Our approach has the following advantages:

— KNN algorithm with learned distance metric from KITML achieves better classification performance, for sample-level cancer classification using molecular features, than other state-of-the-art approaches (see Section 5.1.2).  
— Designed to deal with high-dimensional data, KITML needs only to estimate $O(n^2)$ parameters which are much smaller than the $O(m^2)$ parameters required for most other metric learning algorithms.  
— The learned metric can be used to find similar patient cases for a target patient case using nearest neighbor search, which provides a great tool for physicians when designing relevant prognosis or treatment plans.

The rest of this paper is organized as follows: Section 2 introduces the KITML algorithms under the cancer diagnosis setting. Section 3 discusses related research. Section 4 describes our experimental design and Section 5 shows performance evaluations. The last section states our conclusion.
2. KERNELIZED INFORMATION-THEORETIC METRIC LEARNING (KITML) FOR HIGH-DIMENSIONAL MOLECULAR EXPRESSION DATA

The methods we present in this paper belong to the family of “distance metric learning” algorithms that learn a distance metric when given a set of \( n \) training samples \( x_1, \ldots, x_n \) in which each \( x_i \in \mathbb{R}^m \) is a data vector of \( m \) features.

2.1. Basic Distance Metric Learning

Metric learning methods try to learn a Mahalanobis distance defined in Equation 1, where \( A \) is a positive semi-definite \( m \times m \) matrix of parameters learned from data.

\[
d_A(x_i, x_j) = \sqrt{(x_i - x_j)^T A (x_i - x_j)}
\]  

(1)

\( S = \{(x_i, x_j)|x_i \text{ and } x_j \text{ are similar}\} \)  

(2)

\( D = \{(x_i, x_j)|x_i \text{ and } x_j \text{ are dissimilar}\} \)  

(3)

A seminal formulation of distance metric learning [Xing et al. 2003] converts the above constraints to a convex programming task to learn the parameter matrix \( A \):

\[
\min_{A \in \mathbb{R}^{m \times m}} \sum_{x_i, x_j \in S} d_A(x_i, x_j) \\
\text{s.t.} \sum_{x_i, x_j \in D} d_A(x_i, x_j) \geq 1, \text{ and } A \succeq 0.
\]  

(4)

The positive semi-definite constraint \( A \succeq 0 \) is required to guarantee that the learned distance between any two points (parameterized by \( A \)) cannot be negative and satisfies the triangle inequality.

2.2. Kullback-Leibler (KL) Divergence and Connecting to Gaussian Distribution

Given a distance metric parameterized by \( A \), a corresponding multivariate Gaussian distribution can be expressed for describing samples (assuming \( x \) has been centered) where \( A^{-1} \) is the covariance matrix of the distribution, i.e.,

\[
Pr(x|A) = \frac{1}{(2\pi)^{m/2}|A|^{1/2}} \exp\left(-\frac{1}{2} x^T A^{-1} x\right).
\]  

(5)

Considering the Euclidean distance (i.e., distance metric with identity matrix \( A_0 = I \)) works well as a baseline empirically, we regularize the learned metric matrix \( A \) with \( A_0 \). Probabilistically, this serves to minimize the distance between the two corresponding Gaussian distributions, denoted by \( Pr(x|A) \) and \( Pr(x|A_0) \). Typically, Kullback-Leibler (KL) divergence [Kullback and Leibler 1951] is used to measure the distance between two distributions, thus the distance between \( Pr(x|A) \) and \( Pr(x|A_0) \) is given by,

\[
d(A_0||A) = KL(Pr(x|A_0)||Pr(x|A)) \\
= \int Pr(x|A_0) \log \frac{Pr(x|A_0)}{Pr(x|A)} dx.
\]  

(6)
Then the log determinate (LogDet) formulation is used to simplify the $d(A_0||A)$ in a closed form:

$$d(A_0||A) = \frac{1}{2}(tr(A^{-1}A_0) + log|A| - log|A_0| - m),$$  

(7)

where $m$ is the dimensionality of the data. The proof of Equation 7 is in Appendix A.

2.3. Information-Theoretic Metric Learning (ITML)

Based on the above formulation, Davis et al. proposed ITML [Davis et al. 2007; Davis et al. ] to tackle metric learning by minimizing the LogDet divergence (Equation 7) along with side constraints (equivalent or inequivalent). The constraints used in ITML are similar to those described in Section 2.1, in which for two similar samples, their learned distance is constrained to be smaller than a given upper bound, i.e., $d_A(x_i, x_j) \leq u$ for a hyperparameter $u$, and, for two samples that are known to be dissimilar, $d_A(x_i, x_j) \geq l$ for a hyperparameter $l$. The objective is to learn a distance metric parameterized by parameter matrix $A$. To solve this optimization, ITML uses the so-called Bregman projections (also called Bregman's algorithm) for solving a strictly convex optimization with respect to multiple linear inequality constraints. Using this simple first-order technique developed in [Bregman 1967], ITML repeatedly computes Bregman projections of the current solution onto a single constraint via the following update

$$A_{t+1} = A_t + \beta A_t(x_i - x_j)(x_i - x_j)^T A_t,$$

(8)

where $A_0$ is chosen as the identity matrix $I$ and $\beta$ is the projection parameter (Lagrange multiplier) corresponding to the current constraint. It is positive for similar pairs and negative for dissimilar pairs.

2.4. Kernelized Information-Theoretic Metric Learning (KITML) for High-Dimensional Data

When given a data set $X = [x_1, x_2, \ldots, x_n]$, where each $x_i \in \mathbb{R}^m$, ITML will learn a distance metric parameterized by a $m \times m$ matrix $A$. If the dataset is high-dimensional, e.g., $m$ is relatively large in gene microarray data sets, ITML needs to estimate $m^2$ parameters in $A$ which is not ideal when the sample size $n$ is small. To adapt ITML for datasets with $n \ll m$, we employ the kernel trick and present the Kernelized Information-Theoretic Metric Learning (KITML) for learning a kernel matrix $K = X^TAX$. Under this formulation, we only need to estimate $n \times n$ parameters in the matrix $K$ which is much smaller than $m \times m$ parameters in the original $A$ matrix. The distance between two points based on $K$ can be denoted as

$$d_A(x_i, x_j)^2 = (e_i - e_j)^T K(e_i - e_j),$$

(9)

where $e_i$ and $e_j$ are the unit basis vectors in which only the entry $i$ or $j$ is 1 and the rest are 0.

The optimization problem is to search for $K$ that satisfies the similar/dissimilar side constraints as well as minimizing the KL divergence. Similarly, $A_0$ is transformed to kernelized $K_0 = X^T A_0 X$ for the regularization distribution.

$$\min_K d(K_0||K)$$

s.t. 

$$\begin{align*}
(e_i - e_j)^T K (e_i - e_j) & \leq u, (i, j) \in S, \\
(e_i - e_j)^T K (e_i - e_j) & \geq l, (i, j) \in D, \\
K & \succeq 0.
\end{align*}$$

(10)

The hyperparameters, upper bound $u$ and lower bound $l$ are determined by the distribution of the data. In this paper, $l$ and $u$ are the 5th and 95th percentiles of the
observed distribution of distances between pairs of samples within each data set. The optimization is again solved through Bregman projections [Bregman 1967], where in each iteration, a constraint \((i, j) \in S\) or \((i, j) \in D\) is picked to update the matrix \(K\). The Bregman projection update is similar to Equation 8 and can be denoted as,

\[
K_{t+1} = K_t + \beta K_t (e_i - e_j)(e_i - e_j)^T K_t,
\]

where \(K_0 = X^T A_0 X = X^T \|X = X^T X\) and \(\beta\) is the same as that in Equation 8.

2.5. Calculating Distance using KITML on Samples with High-Dimensional Features

The kernel matrix \(K\) learned above is about the \(n\) training samples. During the testing phase, we need to calculate distances among points that might not be covered by the kernel \(K\), thus, we can not use Equation 9 directly. Through derivation and a theorem from [Kulis 2013], we can conclude that \(A\) can be constructed in a closed-form from \(K\) as following,

\[
A = \alpha I + XTX^T,
\]

where \(T = K_0^{-1} (K - \alpha K_0) K_0^{-1}\),

Here \(\alpha\) is suggested to take the value 1 in [Kulis 2013] and \(K_0 = X^TX\) since we use a Euclidean distance as prior distance function. Therefore, we can calculate the distance between any two “high-dimensional” sample points using an implicit representation of \(A\) through kernel evaluation, as follows:

\[
d_A(x^i_j, x^j_i)^2 = (x^i_j - x^j_j)^T A (x^i_j - x^j_j)
\]

\[
= (x^i_j - x^j_j)^T (I + XTX^T) (x^i_j - x^j_j)
\]

\[
= (x^i_j - x^j_j)^T (x^i_i - x^j_j) + (x^i_j - x^j_j)^T XTX^T (x^i_i - x^j_j)
\]

\[
= (x^i_j - x^j_j)^T (x^i_i - x^j_j)
\]

\[
+ (x^i_j - x^j_j)^T X K_0^{-1} (K - \alpha K_0) K_0^{-1} X^T (x^i_i - x^j_j),
\]

where matrix \(X\) with size \(m \times n\) describes the training set, \(x^i_j\) and \(x^j_i\) are two testing samples whose distance is under interest. Clearly instead of learning \(m^2\) parameters in \(A\), only \(n^2\) parameters need to be learned by using the kernel formulation \(K\).

Figure 1 provides a flow chart about how we adapt KITML on two applications for cancer diagnosis using high-dimensional molecular profiling data.

As mentioned in Section 1, one important emerging medical applications for molecular profiling technologies such as microarray or RNA-Sequencing is in clinical decision support systems. Possible tasks include (but are not limited to) diagnosing the existence of certain cancers, estimating the severity levels or cancer stages of patient samples, estimating the degree of effectiveness from certain treatments, or searching for similar patient cases for a target patient. All of these tasks may be handled through nearest-neighbor (NN) based learning strategies and are very easy to interpret (since biomedical favors models that are straightforward and easy to understand). For such NN-based systems, learning effective distance metrics is therefore critical for providing useful tools to physicians and researchers to help them design relevant prognosis or treatment plans. Owing to the availability of current relevant datasets, this paper just shows two sample cases of adapting KITML on cancer diagnosis applications using molecular signature features. Considering the rapidly-growing biomedical data, the proposed computational framework will grow to become more crucial, especially for
modern healthcare systems where searching or retrieving similar patients, disease, symptoms or treatments are key functions.

On “high dimensional” \((m \gg n)\) samples, KITML provides several major computational advantages over ITML and many other non-kernelized metric learning methods,

(1) **Parameter storage**: KITML only needs to learn and store \(O(n^2)\) parameters which is much smaller than the \(O(m^2)\) parameters required by ITML metric learning;

(2) **Optimization complexity**: Assuming the max-number of side constraints is \(c\), Equation 11 repeatedly computes Bregman projections of the current solution onto a single constraint which means optimizing Equation 11 for \(K\) will be run \(c\) times. Therefore the time complexity for KITML optimization is \(O(c n^3)\) (matrix computation \(O(n^3)\)), while it is \(O(c m^3)\) for ITML (Equation 8).

In summary KITML permits efficient optimization and lower storage need in learning through Equation 11. Equation 13 and Equation 14 make the evaluation of the learned distance metric (i.e., calculating distances) efficient as well.

### 2.6. Sample-Level Cancer Classification with KNN KITML

K-Nearest Neighbor (KNN) classification is a natural candidate for using the distance metric we have just learned from KITML for predicting the existence of certain cancers in patent samples. For high-dimensional molecular signature data, when using metrics like Euclidean distance, KNN is often inferior to more sophisticated approaches such as Support Vector Machines. In this paper, we use KITML to actively learn a distance metric to improve the performance of KNN driven cancer classification. KITML also reduces the heavy computation burden of distance metric learning through kernelization. The process works as following:

(1) Use cross validation to find the optimal number of nearest neighbors, \(k\), based on training samples.
(2) Compute the distances of a test sample \(x_i\) to the labeled training samples \(y_i\) using Equation 14.
(3) Order the training samples by increasing distances from the test sample.
(4) Use majority vote or inverse distance weighted average based on \(k\) nearest neighbors to determine the class of the test sample \(x_i\).
Fig. 2. Problem definition: the severity levels of positive control group $G^+$ and negative control group $G^-$ are known. The severity level $y_i$ of an unknown sample group $G^?_i$ is estimated based on its learned distances to the two controls.

2.7. Group-Level Severity / Stage Estimation with Set-Ranking KITML

Another important task for molecular profiling based cancer diagnosis is the ability to further quantify/classify blood or tumor samples into subtypes which have distinct biomedical properties and result in varied prognoses. For instance, samples of “blood cancers”—Diffuse Large B-Cell Lymphomas (DLBCLs)—are indistinguishable based on histological methods yet are clinically heterogeneous: some patients respond well and exhibit prolonged survival while others do not [Alizadeh et al. 2000a]. It has been shown that utilizing expression profiling techniques to stratify DLBCL to two subtypes is necessary [Alizadeh et al. 2000a]. Researchers have developed expert based diagnostic scores for tracking disease states and predicting clinical outcomes [Birkner et al. 2007]. However, the process is time consuming and expensive [Birkner et al. 2007]. For most cases of disease severity/stage estimation in practice, the reference data normally include only positive (e.g. most severe disease state) and negative controls (e.g. least severe disease state) since in many experiments such as blood assay or clinical trials only positive and negative controls were labeled to verify the success of their experiments.

Therefore, we feel it is important to design more advanced computational methods for categorizing subtypes of cancer samples using molecular expression data. Here we propose a set-based ranking method using metrics learned from KITML for severity estimation. Normally given a data set with multiple sample groups associated with different severity levels of a type of cancer, we assume that the positive and negative control groups’ severity levels are known. The goal is to estimate the severity levels of unknown sample groups based on their relationship to the known control groups.

The schematic definition of set-KITML is illustrated in Figure 2. When analyzing a set of sample groups corresponding to a range of severity levels, it is natural to think that one can calculate the distances between samples with unknown severity to samples with known severity, in order to estimate the unknown severity. The basic idea of set-based KITML is maximizing the distances between dissimilar sample groups, and minimizing the distances between samples in the same group or among similar groups. The learned metric based on positive control and negative control should give a maximum distance $d(G^+, G^-)$ between these two controls. The distances, between a sample group $G^?_i$ with unknown severity level and two controls, can then be measured using this learned distance. These distances should be proportional to $d(G^+, G^-)$ and can be combined to locate the position of the unknown sample group between the two controls, where the position indicates the severity level.

In a high-dimensional setting, using the parameter $T$ learned from Equation 13, we can calculate the distance measure between any data samples. Therefore, we define and calculate so the distances between an unknown severity sample $x_i$ (within $G^?$) to
\(G^+,\) and to \(G^-\), distance between \(x_i^+\) and \(G^+\) is defined as :

\[
d_A(x_i^+, G^+) = (\sum x_k \in G^+ \frac{x_k^+}{|G^+|}) - (x_i^+)^T(I + XTX^T)(\sum x_k \in G^+ \frac{x_k^+}{|G^+|}) - (x_i^+) 
\]  

(15)

Similarly, the distance between \(x_i^-\) and \(G^-\) is defined as :

\[
d_A(x_i^-, G^-) = (\sum x_k \in G^- \frac{x_k^-}{|G^-|}) - (x_i^-)^T(I + XTX^T)(\sum x_k \in G^- \frac{x_k^-}{|G^-|}) - (x_i^-) 
\]  

(16)

These two distances are then used to determine the predicted severity level \(y_{z_i}^-\) of \(x_i^-\) (Equation 17). When \(y_{z_i}^-\) is close to 0, the severity of \(x_i^-\) is similar to that of the negative controls. On the other hand, if \(y_{z_i}^-\) is close to 1, the severity of \(x_i^-\) is similar to that of the positive controls.

\[
y_{z_i}^- = \frac{d_A(x_i^-, G^-)}{(d_A(x_i^+, G^+) + d_A(x_i^-, G^-))}. 
\]  

(17)

The severity \(y^+\) of \(G^+\) is then defined as

\[
y^+ = \frac{\sum y_{z_i}^-}{|G^+|}. 
\]  

(18)

2.7.1. Using Mean Points in Set-KITML. In general, measuring the distance between a sample \(x^i\) and a sample group \(G\) may be defined by one of the following methods:

(1) the distance between the mean point in the group to this sample: \(d_A(x^i, E[G])\)

(2) the distance between the closest point in the group to this sample: \(\min \arg d_A(x^i, z)\)

(3) the distance between the farthest point in the group to this sample: \(\max \arg d_A(x^i, z)\)

Essentially Equation 15 and Equation 16 take the above option (1) which uses the distance between the sample and the mean point of the group.

This is because we assume that data samples in the same group follow the same distribution. Under this assumption, the Multidimensional Chebyshev’s inequality [Durrett 2010] holds as:

\[
\mathbb{P}(\sqrt{\sum V_{i}^{-1}(Z_i - \mu_i)^2} > t) \leq \frac{Q}{t^2} 
\]  

(19)

where \(Z\) is an \(m\)-dimensional random variable with the expected value \(\mu = E[Z]\) and covariance matrix \(V = Cov(Z) = E[(Z - \mu)(Z - \mu)^T]\). Here \(t > 0\) is a given number and \(Q = \text{trace}(V^{-1})\). Chebyshev’s inequality indicates that most data samples will be centralized around the mean point \(\mu\) under the Mahalanobis distance measure \(d_{V^{-1}}(x, y) = \sqrt{(x - y)^T V^{-1}(x - y)}\). Under our assumption that samples in the same group follow the probability distribution, it is natural to choose the mean point \(\mu\) for measuring the distance between a group and another sample. i.e.,

\[
d_A(x_i^+, G^+) = d_A(x_i^+, E[G^+]) = d_A(x_i^+, \frac{\sum x_k^+ \in G^+}{|G^+|}). 
\]  

(20)
Combining Equation 20 and Equation 14 results in Equation 15, and similarly Equation 16. Then we can calculate the predicted severity level $y^?_x$ of sample $x^?_i$ using Equation 17.

Assuming $Y^?$ represents a random variable which represents the severity level of group $G^?$ when corresponding to severity levels of $G^+$ and $G^-$, then using the Law of Large Numbers [Durrett 2010], we choose the following unbiased estimator as the predicted severity level for a sample group $G^?$ (Equation 18):

$$y^? = \mathbb{E}[Y^?] = \sum_{x^?_i \in G^?} \frac{y^?_{x^?_i}}{|G^?|}.$$  

(21)

3. CONNECTING TO RELATED STUDIES

Our proposed work is closely related (but not limited) to the following research disciplines.

3.1. Distance Metric Learning

Distance metric learning methods have caught much attention in the recent literature and are summarized in a series of recent surveys [Yang 2006][Kulis 2013][Bellet et al. 2013]. As summarized by the survey [Kulis 2013], metric learning has been extensively applied on applications like enhancing bag-of-words models, automated image tagging, image retrieval or face identification. Targeting the rapidly-growing biomedical datasets, this paper is the first attempt (to the authors’ knowledge) to adapt metric learning framework on high-dimensional bio-data analysis. Since functions like searching or retrieving similar patients, diseases or treatments are key to modern healthcare systems, the proposed framework potentially will become more and more important.

Since there exist a number of papers about metric learning, we will cover just a few representative methods, such as ITML and large margin nearest neighbor (LMNN) [Weinberger and Saul 2009]. Mahalanobis metric learning can be seen as learning a linear transformation followed by the calculation of the Euclidean metric in the transformed space. Such learning methods normally vary by the regularization functions they use. For example, LMNN uses the regularization function $\text{tr}(AU)$ where $U = \sum_{(x^?_i, x^?_j) \in S} (x^?_i - x^?_j)(x^?_i - x^?_j)^T$. This may result in a low-rank $A$ matrix. As another example, ITML uses a log-determinant based regularization function $\text{tr}(A) - \log\det(A)$ to constrain $A$ to be strictly positive definite. Accordingly, we uses LMNN and ITML as baselines to compare with KITML in our experiments.

Under the “high-dimensional” setting, KITML essentially assumes the original matrix $A$ has a low rank plus a diagonal matrix structure through Equation 12. The baseline ITML method itself will also generate a low rank plus diagonal matrix structure under the high dimensional situation. This is because that at each update step of Bregman’s projection (Equation 8),

$$\text{Rank}(A_t(x^?_i - x^?_j)(x^?_i - x^?_j)^T A_t) \leq \min\{\text{Rank}(A_t), \text{Rank}((x^?_i - x^?_j)(x^?_i - x^?_j)^T)\}$$  

(22)

which means that $\text{Rank}(A_{t+1}) \leq \text{Rank}(A_t) + 1$. The maximum number of iterations has an exact upper bound as $n^2$ so we can conclude that $\text{Rank}(A) < n^2$. Considering that $n \ll d$ and that diagonal matrix $A_0 = I$, we can see that ITML also learns the parameter matrix $A$ as a low rank plus diagonal structure under a high dimensional setting.
Other kernel-based metric learning methods have been proposed, as well. Wang et al. [Wang et al. 2013] generalized LMNN and ITML into a kernel classification framework through explicit polynomial kernel functions on doublets and triplets from the training samples. Hertz et al. [Hertz et al. 2004] utilized a boosting-style strategy “DistBoost” to learn distance functions over the product space of sample pairs with a weak learner based on partitioning the original feature space. We tried to use this method in our experiments, but abandoned it due to its slow speed. Nguyen et al. [Nguyen and Guo 2008] explored local neighborhood constraints to address the metric learning problem through a margin-based approach and the learning is formulated as a quadratic semi-definite programming problem (QSDP). Wang et al. [Wang et al. 2011] proposed a method based on multiple kernel learning strategy under the metric learning setting by learning a linear combination of a number of predefined kernels.

A number of recent studies consider sparsity, low-rank, robustness or structured constraints in metric learning. For instance, Ying et al. [Ying et al. 2009] proposed a mixed-norm regularized metric learning algorithm to learn a low-dimensional (sparse) distance matrix. Qi et al. [Qi et al. 2009] proposes a sparse metric learning algorithm using an ℓ1-penalized log-determinant regularization to exploits the sparsity nature underlying the high dimensional feature space. Time-complexity of the block coordinate descent algorithm proposed to solve this learning is tricky to analyze, as it depends on a convergence criterion. Compared to $O(n^2)$ parameters in KITML, this method requires to learn and store $O(vn^2)$ parameters if the target distance matrix includes at most $v$ nonzeros per row. Later, [Ying and Li 2012] developed an eigenvalue optimization framework for learning a Mahalanobis metric. As a prior work of KITML, Davis et al. [Davis and Dhillon 2008] proposed a structured metric learning method based on the log-determinant matrix divergence which enables efficient optimization of structured, low-parameter Mahalanobis distances. Very recently, Wang et al. [Wang et al. 2014] proposed a new objective for distance metric learning using the L1-norm distances. This robust distance metric learning strategy is solved through simultaneous L1-norm minimization and maximization. Furthermore, Zhang et al. [Zhang et al. 2010] proposed a general kernelization framework for learning algorithms via a two-stage procedure, i.e., transforming data by kernel principal component analysis (KPCA), and then directly performing the learning algorithm with the transformed data. Enlightened by this framework, we also include one more baseline using PCA+KNN to compare the effectiveness of our proposed methods.

3.2. Learning with Side Constraints

Most metric learning algorithms aim to generalize the standard squared Euclidean distance, by optimizing a target distance under various types of side constraints. Similar ideas of learning from side information have also been explored in a number of other important machine learning topics. For example, the classic “Semi-Supervised Clustering” [Basu et al. 2004] uses the pairwise constraints, i.e., pairs of instances labeled as belonging to the same or different clusters, to improve unsupervised clustering. Others studies [Xiang et al. 2008] have performed better clustering or classification by considering pairwise constraints in the form of must-links and cannot-links. In their formulation, a must-link indicates the two data points must be in the same class, while a cannot-link indicates that the two data points must be in different classes. We similarly construct pairwise constraints in S (Similar) and D (Dissimilar) sets. Unlike [Xiang et al. 2008] which focused on the clustering or classification of samples, our framework performs efficient metric learning on a high-dimensional feature space using kernelization.

The idea of “learning from side constraints” has been explored within the “deep learning” community as well. A Dimensionality Reduction by Learning an Invari-
tant Mapping (DRLIM) [Hadsell et al. 2006] approach learns a parametric mapping $A : x \in \mathbb{R}^m \mapsto z \in \mathbb{R}^D$, such that the embeddings of similar samples attract each other in the low-dimensional space while the embeddings of dissimilar samples push each other away in the low-dimensional space. When using a margin-based loss, the learning of this embedding encourages similar examples to be close, and dissimilar ones have a distance of at least $m$ from each other. The embedding representations learned from DRLIM can be used to calculate the distance measure between samples. The proposed KITML directly computes the distances without the need of embedding though.

3.3. Ordinal Regression

Our set-ranking KITML method is closely related to the task of “ordinal regression” which is a type of regression analysis predicting an ordinal variable. The value of an ordinal variable exists on an arbitrary scale where only the relative ordering between different values matters. There exists a large body of methods for ordinal regression in the literature (a thorough tutorial provided in [Agresti 2010]). Similar to “ordinal regression”, our problem of group-level severity estimation aims to figure out the relative biomedical severity among sample groups. However, since each of the sample group is a set of biomedical samples, our framework is more a set “ordinal regression” task. Due to the small number of groups normally appearing in the biomedical dataset, estimating regression parameters can rely on only a few number of group instances. Therefore we argue that our ranking with metric learning framework provides a more robust solution for the target group-level estimation task.

3.4. Molecular Expression based Cancer Diagnosis

Genome-scale monitoring technologies, especially microarray platforms, have enabled the measurement of thousands of molecular signatures in cancer cells. Generally, computational analyses on such data sets could be categorized into three types,

— Using machine learning classifiers on such data has been shown to improve the diagnosis of patients with cancer [Dudoit et al. 2002] and our KITML framework belongs to this category. Various studies [Ramaswamy et al. 2002][Perou et al. 2000] have shown convincing experimental results that gene expression data can provide more reliable means to diagnose and predict the existence of cancers than traditional clinical methods. Several studies have conducted comprehensive comparisons [Ramaswamy et al. 2002; Perou et al. 2000; Hudson et al. 2010] of popular learning classifiers for this task and support vector machine and random forest are the top ranked classifiers from such studies. Therefore we use these two methods as baselines to compare with KITML in the experimental section of this paper. In addition, decision tree is also a popular candidate for such patient diagnosis due to its interpretability [Hudson et al. 2010], so we include it in our analysis as well.

— The second category of studies focus on “biomarker” discovery when analyzing such molecular profiling datasets. For instance, the studies of differentially expressed genes have enabled the identification of single gene markers implicated in different types of cancers such as breast [Perou et al. 2000], lung cancer [Cancer Genome Atlas Research Network et al. 2012] and other cancers [Tusher et al. 2001]. This group of significance-test based analyses may indicate possible gene targets for more detailed molecular studies or drug treatments. Considering data of “high-dimensionality”, several studies [Leng 2008; Lu et al. 2010; Min et al. 2013] explored sparse-learning based frameworks to detect gene or gene groups that contribute to human disease, by enforcing sparsity at the feature or feature group level in a supervised regression framework.
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— A third type of analysis is to perform unsupervised clustering, especially the hierarchical clustering algorithms [Neve et al. 2006][de Souto et al. 2008] on cancer/patient samples (tissues). The goal is to find groups of samples that share similar expression patterns which can lead to identification cancer subtypes. Differently, our set-based KITML framework focuses on detect the severity-level / stage of the patient sample groups.

In addition, one previous paper [Xiong and Chen 2006] from bioinformatics literature claimed to propose "Kernel-based distance metric learning for microarray data classification." Different from our parameterization with matrix $K$ (Equation 11) (i.e. we are learning $K$), this paper aimed to learn weights for combining multiple hand-crafted kernel matrices, which is not comparable to our method.

4. EXPERIMENTAL SETUP

4.1. Sample-Level Cancer Classification Experimental Setup

4.1.1. Algorithms Compared. We compared KITML performance with following algorithms:

1. **KNN Classification with Distance Metric Learned by ITML*** Directly learning distance metric from high-dimensional data set by ITML is quite slow. Thus, for each data set, we first use a variance feature selection to obtain a reduced feature set of size 100. The metric learning process and KNN classification are based on these 100 features with highest variance in the data set. We denote the combination of feature selection and ITML as ITML*.

2. **K-nearest Neighbor (KNN) Classification with Principal Component Analysis (PCA)** Dimensionality reduction was conducted by a linear transformation learned by PCA using the first $l$ principal components that accounted for more than 90% of the variance of the data. The KNN classification is applied to the transformed data using Euclidean distance as distance metric.

3. **K-nearest Neighbor (KNN) Classification with Euclidean Distance** Here we use Euclidean distance as a baseline and show that KITML can improve the basic KNN classification.

4. **Multi-class Support Vector Machine (SVM) with Linear Kernel** SVM often achieves superior classification performance compared to other learning algorithms across most domains and tasks [Statnikov et al. 2005]. In this paper, we compare SVMs implemented by libsvm v3.18 [Chang and Lin 2011] using a linear kernel $K(x, y) = x^T y$, where $x$ and $y$ are samples.

5. **Multi-class Support Vector Machine (SVM) with Radial Basis Function Kernel** In addition we compare SVM using a radial basis function (RBF) kernel $K(x, y) = \exp(-\gamma|x - y|^2)$, where $x$ and $y$ are samples and $\gamma$ is kernel parameter.

6. **Large Margin Nearest Neighbor Classification** Large Margin Nearest Neighbor (LMNN) [Weinberger and Saul 2009] is a popular metric learning algorithm that learns a Mahalanobis distance metric for KNN classification from labeled examples.

7. **Decision Tree Classification (DTC)** The C4.5 DTC algorithm [Quinlan 1993] implemented in the Weka 3.6.6 software [Hall et al. 2009] (University of Waikato, Hamilton, New Zealand) was used here to analyze the data.

8. **Random Forest** Random forest is an ensemble learning method for classification and regression using multiple decision tree models. We used the Random Forest algorithm implemented in the Weka 3.6.6 software [Hall et al. 2009] (University of Waikato, Hamilton, New Zealand) as one baseline to classify the data.
4.1.2. High-Dimensional Microarray Data Sets. Fourteen publicly available microarray data sets shown in Table I are used to evaluate our sample-based KITML approach. These data sets were obtained using two microarray technologies: single-channel Affymetrix chips (6 sets) and double-channel cDNA chips (8 sets). For each data set, total number of samples, number of features, number of classes, number of samples in each class, type of microarray chip, and tissue type are presented in Table I. In summary, the 14 data sets had 2-10 distinct classes, 28-248 samples, and 1095-4553 features.

4.1.3. Experimental Setup. The experimental setup is designed to obtain reliable performance estimates and avoid over-fitting using two loops. The inner loop is used to determine the best parameters of the classifier using cross-validation sets. The outer loop is used to estimate the performance of the classifiers built using the parameters found by the inner loop. The test data sets used in the outer loop are independent from cross-validation sets. The outer loop uses a 10-fold cross-validation and the inner loop uses a 4-fold cross-validation. We run each of the 14 data sets through both our KITML and the test algorithms baseline 5 times and average the classification results.

4.1.4. KITML Setting. To construct constrained pairs (Section 2.1), we consider the pairs of samples in the same class are similar and pairs of samples in different classes are dissimilar. A total of $20C^2$ constrained pairs are randomly chose in the learning process, where $C$ is the number of classes in each data set. The lower and upper bounds of the right hand side of the constraints ($l$ and $u$) in Equation 10 are the 5th and 95th percentiles of the observed distribution of distances between pairs of samples within each data set.

4.1.5. Performance Metrics. We use two classification performance metrics. The first performance metric is Macro-averaged F1 (F-measure). The F-measure is a weighted combination of precision and recall. It is defined as:

$$F = \frac{(\beta^2 + 1)P_{macro}R_{macro}}{\beta^2 P_{macro} + R_{macro}},$$

where $\beta$ is typically set to 1. The multi-class precision and recall are defined as:

$$P_{macro} = \frac{1}{|C|} \sum_{i=1}^{|C|} \frac{TP_i}{TP_i + FP_i},$$

$$R_{macro} = \frac{1}{|C|} \sum_{i=1}^{|C|} \frac{TP_i}{TP_i + FN_i},$$

where $TP_i$ is the number of true positives for class $i$, $FP_i$ is the number of false positives for class $i$, $FN_i$ is the number of false negatives for class $i$, and $C$ is the number of classes.

Receiver operating characteristics (ROC) graphs are useful for organizing classifiers and visualizing their performance [Fawcett 2006]. To compare classifiers, a common method is to calculate the area under the ROC curve, abbreviated AUC. Therefore, the second metric we use is multi-class AUC in the R package 'pROC' [Robin et al. 2011]. A multi-class AUC is defined as an average AUC [Hand and Till 2001]:

$$AUC = \frac{2}{|C||C|-1} \sum_{i=1}^{C} auc_i$$

where $C$ is the number of the classes.
### Table I. Data Set Description for Sample-Level Cancer Classification

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Total Samples</th>
<th>Num of Features</th>
<th>Num of Classes in Each Class</th>
<th>Tissue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alizadeh [Alizadeh et al. 2000b]</td>
<td>42</td>
<td>1095</td>
<td>21, 21</td>
<td>Blood</td>
</tr>
<tr>
<td>Bittner [Bittner et al. 2000]</td>
<td>38</td>
<td>2201</td>
<td>19, 19</td>
<td>Skin</td>
</tr>
<tr>
<td>Bredel [Bredel et al. 2005]</td>
<td>50</td>
<td>1759</td>
<td>31, 14, 5</td>
<td>Brain</td>
</tr>
<tr>
<td>Garber [Garber et al. 2001]</td>
<td>66</td>
<td>4553</td>
<td>17, 46, 4, 5</td>
<td>Lung</td>
</tr>
<tr>
<td>Golub-v2 [Golub et al. 1999]</td>
<td>72</td>
<td>1877</td>
<td>38, 8, 25</td>
<td>Bone marrow</td>
</tr>
<tr>
<td>Nutt [Nutt et al. 2003]</td>
<td>28</td>
<td>1070</td>
<td>14, 14</td>
<td>Brain</td>
</tr>
<tr>
<td>Pomeroy [Pomeroy et al. 2002]</td>
<td>42</td>
<td>1379</td>
<td>10, 10, 10, 4, 8</td>
<td>Brain</td>
</tr>
<tr>
<td>Su [Su et al. 2001]</td>
<td>174</td>
<td>1571</td>
<td>26, 26, 21, 12, 11, 7, 27, 6, 28</td>
<td>Multi-tissue</td>
</tr>
<tr>
<td>Tomlins-v1 [Tomlins et al. 2007]</td>
<td>114</td>
<td>2315</td>
<td>77, 30, 13, 14</td>
<td>Prostate</td>
</tr>
<tr>
<td>Tomlins-v2 [Tomlins et al. 2007]</td>
<td>92</td>
<td>1208</td>
<td>27, 30, 13, 14</td>
<td>Prostate</td>
</tr>
<tr>
<td>Yeoh-v1 [Yeoh et al. 2002]</td>
<td>248</td>
<td>2526</td>
<td>43, 205</td>
<td>Bone marrow</td>
</tr>
<tr>
<td>Yeoh-v2 [Yeoh et al. 2002]</td>
<td>248</td>
<td>2526</td>
<td>15, 27, 64, 20, 79, 43</td>
<td>Bone marrow</td>
</tr>
</tbody>
</table>

### Table II. Data Set Description for Estimating Severity of Sample Subgroups

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Total Samples</th>
<th>Num of Features after Pre-processing</th>
<th>Num of Features</th>
<th>Staging</th>
<th>Num of Sample in Each Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bjladder [Dyrskjot et al. 2003]</td>
<td>40</td>
<td>7129</td>
<td>3036</td>
<td>Ta, T1, T2+</td>
<td>20, 11, 9</td>
</tr>
<tr>
<td>Prostate [True et al. 2006]</td>
<td>31</td>
<td>15488</td>
<td>9491</td>
<td>4, 5</td>
<td>11, 12, 9</td>
</tr>
<tr>
<td>Ovary [Wu et al. 2007]</td>
<td>37</td>
<td>18051</td>
<td>18051</td>
<td>T1, T2, T3</td>
<td>18, 6, 14</td>
</tr>
</tbody>
</table>

### 4.1.6. Statistical Comparison among Classifiers

Statistical comparison is used to verify that the differences in accuracy between algorithms are non-random. Since we have only 14 datasets we cannot assume that the difference between results are normally distributed [Demšar 2006], we used Wilcoxon signed-rank test [Wilcoxon 1945], which is a non-parametric alternative to paired t-test. Wilcoxon signed-rank test ranks the difference in performance of two classifiers for each data set, ignoring the signs and compares the ranks for positive and negative differences.

### 4.2. Experimental Setup for Estimating Stage/Severity for Sample Subgroups:

#### 4.2.1. High-Dimensional Microarray Data Sets

Three microarray datasets from bladder, prostate and ovarian multi-stage cancer patient studies (Table II) are used here [Chen 2012].

1. The bladder dataset contains gene expression data of human bladder tumor samples from a clinical specimen bank. There are 20 Ta (stage 1) samples, 11 T1 (stage 2) samples and 9 T2+ (stage 3) samples, which contain a total of 7129 genes. After pre-processing according to [Chen 2012], we removed genes having missing data, leaving 3036 genes for our analysis.

2. The prostate cancer data set was created in an attempt to characterize gene expression profiles of specific Gleason patterns. The dataset contains gene expression data of 11 Gleason pattern three (stage 1) samples, 12 Gleason pattern four (stage 2) samples and 8 Gleason pattern five (stage 3) samples. After removing the data with missing values, there are 9491 genes left for our analysis.

3. The ovary data set is from genetically engineered mouse models which are used to demonstrate the mutations of certain signaling pathways in woman and mouse ovarian endometrioid adenocarcinomas [Wu et al. 2007]. There are 18 T1 (stage 1) samples, 5 T2 (stage 2) samples and 14 T3 (stage 3) samples. After pre-processing, there are 18091 genes left for our analysis.

#### 4.2.2. KITML Setting

Since there are 3 stages in each data set, 75% of the stage 1 samples are used as negative control $G^-\text{1}$ and 75% of the stage 3 samples are used as positive control $G^+\text{1}$. These controls are used to learn distance metric parameters. The remaining 25% of both stage 1 samples $G_1^1$ and stage 3 samples $G_3^3$, and all of the stage 2 samples $G_2^2$, are then used as test groups to evaluate the learned metric parameters. This process is repeated 4 times and averaged. For all three data sets, the constrained pairs used are formulated by the samples within negative controls $G^-\text{1}$ and positive controls $G^+\text{1}$. The lower and upper bounds of the right hand side of the constraint ($l$ and $u$) in Equation 10 are the 5th and 95th percentiles of the observed distribution of distances between pairs of samples within each data set.
5. EXPERIMENTAL RESULTS

5.1. Sample-Level Cancer Classification Results

5.1.1. Cross Validation Accuracy When Varying Neighbor Sizes in KNN. In KNN classification, nearest neighbor size $k$ is a user-defined parameter and the choice of $k$ is very critical to the classification performance. The optimal value of $k$ is based on the cross validation accuracy of training samples. Generally, the larger values of $k$ reduce the effect of noise on the classification, but make boundaries between classes less distinct [Cover and Hart 1967]. Figure 3 shows the cross validation accuracy of KNN KITML and KNN with Euclidean distance as a function of different neighbor sizes (from $k = 1$ to 11) for all 14 data sets listed in Table I. The purpose of this analysis is finding the $k$ value that leads to the highest classification accuracy for training data. Then when testing KNN KITML and KNN with Euclidean distance, this optimal value of $k$ will be used in the classification. For example, for Alizadeh data set, when $k = 7$ KNN KITML has the highest cross validation accuracy and when $k = 5$ KNN with Euclidean distance has the highest cross validation accuracy. Moreover, from Figure 3, we can see that the cross validation accuracy of KNN KITML does not have an obvious trend when $k$ gets larger. For KNN with Euclidean Distance, it can be seen that except Alizadel, Bitterner and Bredel data sets, the cross validation accuracy decreases when $k$ gets larger.
The results of the algorithm performance are shown in Table III. KNN KITML has the best average performance among all 9 classification algorithms for macro-averaged F1. Specifically, KNN KITML generated best macro-averaged F1 in 9 out of 14 data sets (Table III). For Nutt, Tomlins-v2 and Yeoh-v1 data sets, LMNN outperformed KNN KITML. For Garber data set, Random Forest outperformed KNN KITML. KNN ITML\(^*\) has the best macro-averaged F1 for Bittner data set. In general, KNN ITML\(^*\), SVM Linear and SVM RBF have similar average classification performance. Our KNN KITML has around 3%-4% performance increase compared to these three algorithms. KNN PCA used a dimensionality reduction method (PCA) to reduce features before applying KNN and achieved comparable performance as the baseline classifier KNN Euclidean. But the performance gap between KNN PCA and KNN KITML remains large.

The multi-class AUC comparison results are shown in Table IV. KNN KITML has the highest average multi-class AUC and achieved the best performance in 7 out of 14 data sets. LMNN has comparable results to KNN KITML – it achieved the best performance in 7 out of 14 data sets and its average multi-class AUC is only a little lower than KNN KITML. For Golub-v2 data set, KNN KITML, KNN ITML\(^*\) and LMNN have the same highest multi-class AUC. For Su data set, DTC has the highest multi-class AUC.

### 5.1.2 Overall Accuracy and Macro-averaged F1

The results of the algorithm performance are shown in Table III. KNN KITML has the best average performance among all 9 classification algorithms for Macro-averaged F1. Specifically, KNN KITML generated best macro-averaged F1 in 9 out of 14 data sets (Table III). For Nutt, Tomlins-v2 and Yeoh-v1 data sets, LMNN outperformed KNN KITML. For Garber data set, Random Forest outperformed KNN KITML. KNN ITML\(^*\) has the best Macro-averaged F1 for Bittner data set. In general, KNN ITML\(^*\), SVM Linear and SVM RBF have similar average classification performance. Our KNN KITML has around 3%-4% performance increase compared to these three algorithms. KNN PCA used a dimensionality reduction method (PCA) to reduce features before applying KNN and achieved comparable performance as the baseline classifier KNN Euclidean. But the performance gap between KNN PCA and KNN KITML remains large.

The multi-class AUC comparison results are shown in Table IV. KNN KITML has the highest average multi-class AUC and achieved the best performance in 7 out of 14 data sets. LMNN has comparable results to KNN KITML – it achieved the best performance in 7 out of 14 data sets and its average multi-class AUC is only a little lower than KNN KITML. For Golub-v2 data set, KNN KITML, KNN ITML\(^*\) and LMNN have the same highest multi-class AUC. For Su data set, DTC has the highest multi-class AUC.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>KNN KITML</th>
<th>KNN ITML(^*)</th>
<th>KNN PCA</th>
<th>KNN Euclidean</th>
<th>SVM Linear</th>
<th>SVM RBF</th>
<th>DTC</th>
<th>Random Forest</th>
<th>LMNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nutt</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
<td>0.9777 ± 0.0014</td>
</tr>
<tr>
<td>Tomlins-v2</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
<td>0.9259 ± 0.0012</td>
</tr>
<tr>
<td>Yeoh-v1</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
<td>0.9141 ± 0.0013</td>
</tr>
</tbody>
</table>

### 5.1.3 Wilcoxon Signed-Rank Test Results

Wilcoxon signed-ranks test is used to verify that the differences in accuracy between algorithms are non-random. The Wilcoxon signed-rank test ranks the difference in performance of two classifiers for each data set, ignoring the sign, and compares the ranks for positive and negative differences. The results of right-sided Wilcoxon signed-ranks test are shown in Table V. The \( p \)-values of the tests for macro-averaged F1 between KITML and the other 8 classification algorithms indicate that KNN KITML achieved better performance than all
the other algorithms in terms of macro-average F1 at 5% significance level. Similarly, for multi-class AUC, the p-values also indicate KNN KITML is better than the other algorithms except LMNN. KNN KITML and LMNN have similar classification performance in terms of multi-class AUC. But in the next section, we show that KNN KITML is much faster than LMNN in the classification process.

<table>
<thead>
<tr>
<th></th>
<th>KNN ITML*</th>
<th>KNN PCA</th>
<th>KNN Euclidean</th>
<th>SVM Linear</th>
<th>SVM RBF</th>
<th>DTC</th>
<th>Random Forest</th>
<th>LMNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-values for</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>macro-averaged F1</td>
<td>0.61e-04</td>
<td>9.6e-05</td>
<td>6.1e-05</td>
<td>6.1e-05</td>
<td>6.1e-05</td>
<td>6.1e-05</td>
<td>6.1e-05</td>
<td>1.8e-04</td>
</tr>
<tr>
<td>p-values for</td>
<td>0.0471</td>
<td>0.16e-04</td>
<td>1.26e-04</td>
<td>4.6e-04</td>
<td>4.2e-04</td>
<td>4.2e-04</td>
<td>0.0083</td>
<td>0.2059</td>
</tr>
<tr>
<td>multi-class AUC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.1.4. Time Complexity Analysis. The objective of the learning process in KITML is to learn the n by n parameter matrix in the distance metric, where n is the number of samples. Therefore, for each constraint defined in Equation 10 (l or u), the time complexity is O(n^3) for matrix multiplication. For the entire learning process looping through all the constraints, the time complexity is O(cn^3), where c is the number of constraints. We further analyzed the execution times for the two best classification algorithms, KNN KITML and LMNN, and KNN ITML* was served as an execution time baseline. Our experimental setup was designed to obtain reliable performance estimates and avoid over-fitting using two loops. The inner loop is used to determine the best parameters of the classifier using cross-validation sets. The outer loop is used to estimate the performance of the classifiers built using the parameters found by the inner loop. In the execution time analysis, we only ran outer loop for each of the algorithms. For the inner loop we used default parameters for each algorithm. Figure 4 shows the execution time analysis. KNN KITML requires much less time, taking 2-519 seconds to run each data set, while for LMNN this typically exceeded 24 hours to finish calculation. KNN ITML* was served as an execution time baseline here and it took 96-9416 seconds to run each data set even when it only used 100 features. These execution time differences illustrate that our KNN KITML greatly reduced the computation load comparing to both LMNN and KNN ITML*. All experiments were executed in Matlab® 2012a software (The Mathworks, Natick, MA) on a Quad core Intel 3.5GHz PC.

5.2. Estimating Severity of Sample Subgroups Results

The estimated severity levels as determined by KITML on the three microarray datasets from bladder, prostate and ovarian multi-stage cancer patient studies (Table II) are shown in Figure 5. Each data set contains samples from 3 different cancer stages, indicating 3 different severity levels. Each y_i is the mean of sample severity levels within E_i. The standard deviation is shown as the error bar in the figure. We consider the relative order of y_1 < y_2 < y_3 as the correct severity estimation since it matches the true group labels and our KITML approach correctly estimated the relative severity levels of the three test groups. Notably, without any prior information about E_2 in each data set, our approach still can estimate the severity level y_2 of E_2 in the right order – between y_1 and y_3.

6. CONCLUSION

Recent advancements in genome-wide molecular profiling technologies have eased the measurement of molecular signatures of cancer cells. In this paper, we have two novel applications of the KITML approach for cancer diagnosis using distance metric learning. Our analyses have shown that KITML achieves favorable performance over other
Comparing execution time between KNN KITML, KNN ITML, and LMNN for all 14 data sets. KNN KITML used the least execution time in every data set and LMNN used the most time. The execution time of KNN ITML fell in between KNN KITML and LMNN in every data set. Since Garber, Golub-v1, Golub-v2, Gordon, Su, Tomlins-v1, Yeoh-v1 and Yeoh-v2 need more than 24 hours execution time for LMNN, we draw their bars using the same longest length in the figure.

state-of-the-art methods. In the future, we plan to extend KITML approach to more biomedical applications and at the same time, to design strategies to reduce computational complexity.

A. APPENDIX

Proof: Assuming the means of the Gaussian distributions are 0, we have

\[
d(A_0|A) = KL(Pr(x|A_0)||Pr(x|A)) \\
= \int Pr(x|A_0) \log \frac{Pr(x|A_0)}{Pr(x|A)} dx \\
= \int [\log(Pr(x|A_0)) - \log(Pr(x|A))]Pr(x|A_0)dx \\
= \int \left[ \frac{1}{2} \log \frac{|A|}{|A_0|} + \frac{1}{2} x^T A_0^{-1} x + \frac{1}{2} x^T A^{-1} x \right]Pr(x|A_0)dx \\
= \frac{1}{2} \log \frac{|A|}{|A_0|} - \frac{1}{2} tr\{E(x^T x)A_0^{-1} + \frac{1}{2} E(x^T x)A^{-1}\} \\
= \frac{1}{2} \log \frac{|A|}{|A_0|} - \frac{1}{2} tr\{I_m\} + \frac{1}{2} tr\{A^{-1} A_0\} \\
= \frac{1}{2} (tr(A^{-1} A_0) + \log|A| - \log|A_0| - m)
\]

Supplement website: Matlab implementation of the proposed framework is available at github.com/DataFusion4NetBio/Paper15-MetricLearn4CancerExpression.
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