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Elementary	Es:mator:	

DIFFEE:	

IntroducFon	
DifferenFal	Network	
Two	dense	graph,	the	changes	between	them	is	sparse	

Background:	sGGM	to	derive	CondiFonal	
Independence	Graph	from	data.	
Sparse	Gaussian	Graphical	Model	is	solved	by	the	following	three	
steps:	(1)	Calculate	the	sample	covariance	matrix;	(2)	es:mate	the	
sparse	inverse	of	covariance	matrix;	(3)	extract	sparsity	paLern	in	the	
inverse	of	covariance	matrix.	The	solu:on	of	the	second	step	includes:	
gLasso,	neighborhood	selec:on	or	Elementary	Es:mator.	

DIFFEE:	DIFFerenFal	network	idenFficaFon	via	an	
Elementary	EsFmator		
We	propose	a	novel	approach,	DIFFEE	for	fast	and	scalable	learning	of	
sparse	changes	in	high-dimensional	Gaussian	Graphical	Model	structure	
.	As	the	first	study	of	differen:al	network	using	the	Elementary	Es:mator	
framework,	our	work	has	three	major	Advantages:	(1)	Closed-form	solu:on;	
(2)	Fast	and	scalable	computa:on;	(3)	Achieves	sharp	convergence	rate.	

TheoreFcal	Analysis		

Experiment	EvaluaFon	

Convergence	rate	

DIFFEE:	

Background:	Number	of	feature	(𝒑)	are	
increasing.	
The	past	decade	has	seen	a	revolu:on	in	collec:ng	largescale	
heterogeneous	data	from	many	scien:fic	fields.	For	instance,	genomic	
technologies	have	delivered	fast	and	accurate	molecular	profiling	data	
across	many	cellular	contexts	(e.g.,	cell	lines	or	stages)	from	na:onal	
projects	like	ENCODE.	
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ComputaFonal	complexity	Comparison: 

Algorithm:	
	
DIFFEE	can	be	
solved	with	a	
closed-form	
solu:on. 
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