Towards Resource-Efficient Cloud Systems: Avoiding
Over-Provisioning in Demand-Prediction Based
Resource Provisioning
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based resource provisioning schemes that U Qvﬁvf Predicted demand Actual demand
allocat.e physical resources to VMs \ n f

according to the dynamically estimated VM \ [} ’\ TN ‘Uﬂ ﬂU nUn “U | \\ /\L = Under
demands. Inaccurate demand estimation  V{[{[ " » 'fsi G — estimate
could lead to over-provisioning (hence I vy NJYVYVVVVY S \ = t,

resource under-utilization) or wunder- WAAAAAAAY T2 O Time
provisioning (hence SLO violations). /

Providing more resources achieves low
SLO violations while leading to low
resource utilization, and vice versa.
Achieving the trade-off between the
penalties associated with SLO violations

Figure 1 FFT-based burst-exclusive prediction.

2. Load-dependent Padding:
given the probability distribution of the
predicted demand levels p;, the probability

Figure 4 Underestimate correction. Demand prediction
and resource allocation are performed at time t4, t, and
t;. Responsive padding is performed at time t’ where
the allocated resource becomes Insufficient for the
demand before next prediction and allocation.
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and high resource utilization (hence
revenue maximization) requires an

accurate demand prediction methodology.

excludes bursts in demand

RPRP:
prediction and specifically handles bursts
to avoid resource over-provisioning.
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Figure 6 Performance of the padding algorithms.

Result: Lower padding while satistying
SLO.
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Figure 3 Burst-resilient shared padding.
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In the future, we will extend RPRP to deal
with resource provisioning for multiple co-
located VMs with various priorities.
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Figure 7 Performance of the padding algorithms.

Result: Higher utilization efficiency.



