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In this report, we study VMs running short-term MapReduce jobs and ob-
serve that the VMs running the same job task tend to have similar resource
utilization patterns over time. We also study the PlanetLab and Google Clus-
ter VM traces and find that different VMs running a long-term job exhibit
similar periodical resource utilization patterns.

In order to predict the resource demand profiles of cloud VMs, we conducted
a measurement study on VM resource utilizations. Workload arrives at the
virtual cluster of a tenant in the form of jobs. Usually all tasks in a job execute
the same program with the same options. Also, application user activities have
daily patterns. Thus, different VMs running the same job tend to have similar
resource utilization patterns. To confirm this, we conducted a measurement
study on both short-term jobs and long-term jobs.

1 Utilization Patterns of VMs for Short-Term
Jobs

MapReduce jobs represent an important class of applications in cloud datacen-
ters. We profile the CPU and memory utilization patterns of typical MapRe-
duce jobs. We conducted the profiling experiments on our cluster consisting of
15 machines (3.4GHz Intel(R) i7 CPU, 8GB memory) running Ubuntu 12.04.
We constructed a virtual cluster of a tenant with 11 VMs; each VM instance
runs Hadoop 1.0.4. We recorded the CPU and memory utilization of each VM
every 1 second.

We used Teragen to randomly generate 1G data, then ran TeraSort to sort
the data in the virtual cluster. Figures 1(a) and 1(b) display the resource utiliza-
tion results of three VMs for different generated datasets. Figure 2 displays the
resource utilizations of two VMs running TestDFSIO write, which generates 10
output files with each file having 0.1GB. Figure 3 displays the resource utiliza-
tions of two VMs running TestDFSIO read, that reads 10 input files generated
by TestDFSIO write. From the figures, we can find that the VMs collabora-
tively running the same job have similar resource utilization patterns. The VMs
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(b) Memory utilization

Figure 1: VM resource utilization for TeraSort on three datasets.
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Figure 2: VM resource utilization for TestDFSIO write.
running the same job on different datasets also have similar resource utilization
patterns. We repeatedly ran each experiment several times and got similar re-
source utilization patterns for the VMs, which indicates that VMs running the
same job task at different times also have similar resource utilization patterns.

2 Utilization Patterns of VMs for Long-Term
Jobs

To study the utilization patterns of VMs for long-term jobs, we used publicly
available Google Cluster trace [1] and the PlanetLab trace [2]. The Google
Cluster trace records resource usage on a cluster of about 11000 machines from
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Figure 3: VM resource utilization for TestDFSIO read.
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Figure 4: VM resource utilization from Google Cluster trace.
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Figure 5: VM resource
utilization from PlanetLab
trace.

May 2011 for 29 days. The PlanetLab trace con-
tains the CPU utilization of each VM in Planet-
Lab every 5 minutes for 24 hours in 10 random
days in March and April 2011. In the Google
Cluster trace, we analyzed 700 VMs and found
that different VMs running the same job tend
to have similar utilization patterns. Also, for a
long-term VM, daily periodical patterns can be
observed from the VM trace. We randomly chose
two VMs running the same job as an example
to show our observations. Figure 4(a) shows the
CPU utilizations of two VMs every five minutes during three days and Figure
4(b) shows their memory utilizations. We see that both CPU and memory re-
source demands exhibit periodicity approximately every 24 hours. Also, the two
VMs exhibit similar resource utilization patterns since they collaboratively ran
the same job. In the PlanetLab trace, we analyzed 900 VMs and also found
that they exhibit daily periodical patterns. Figure 5 shows the CPU utilization
of a randomly selected VM to show their periodical patterns.
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